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Abstract
Given the widespread integration of Social AI like ChatGPT, Gemini, Copilot, and MyAI, in personal and professional con-
texts, it is crucial to understand their effects on information and knowledge processing, and individual autonomy. This paper 
builds on Bråten’s concept of model power, applying it to Social AI to offer a new perspective on the interaction dynamics 
between humans and AI. By reviewing recent user studies, we examine whether and how models of the world reflected in 
Social AI may disproportionately impact human-AI interactions, potentially leading to model monopolies where Social 
AI impacts human beliefs, behaviour and homogenize the worldviews of its users. The concept of model power provides 
a framework for critically evaluating the impact and influence that Social AI has on communication and meaning-making, 
thereby informing the development of future systems to support more balanced and meaningful human-AI interactions.
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1  Introduction

Social artificial intelligence (AI) is understood as AI sys-
tems that enable social interactions with users and services 
or applications (Sætra 2020; Kim et al. 2021). Drawing on 
recent advances in large language models (LLMs) (Vas-
wani et al. 2017; Brown et al. 2020; Achiam et al. 2023), 
Social AI is increasingly powerful, with the potential to per-
ceive, understand, and convey sentiment, thereby enhancing 
human-AI interactions (Obrenovic et al. 2024). The rapid 
development and deployment of Social AI such as Chat-
GPT, MyAI, Replika, Copilot, and Gemini across leisure, 
education, and work settings have transformed them into 
default dialogical interfaces for the acquisition and devel-
opment of knowledge (Skjuve et al. 2024) and information 
(Shah & Bender 2024). This shift could significantly trans-
form how people find, process, and analyze information and 

knowledge, as well as how they establish meaning and make 
decisions.

While Social AI can potentially increase individual flex-
ibility, expand opportunities for information retrieval and 
learning (Wu 2024), and compensate for limitations in 
digital competence (Brandtzaeg and Følstad 2018), recent 
studies have observed a possible overreliance on Social AI 
for decision-making and social interactions (Brandtzaeg 
et al. 2024; Skjuve et al. 2024). For example, Sun and col-
leagues (2024) found that people trust ChatGPT for health 
information more than search engines, indicating a potential 
undervaluation of independent thinking and over-reliance 
on Social AI responses. Furthermore, Krügel et al. (2023) 
found that despite ChatGPT’s inconsistent moral stances, it 
significantly influences users’ moral judgments, with users 
often underestimating this impact and adopting the arbitrary 
stances of the AI as their own.

This research suggests that Social AI possesses model 
power, influencing dialogue, reflection, and decision-making 
through its model resources within open communication sys-
tems. The idea of model power, as originally conceptualized 
by Bråten in 1973, concerns how powerful actors and their 
models of the world shape conversations, transforming gen-
uine dialogues into ‘pseudo-dialogues’ and marginalizing 
other perspectives. Given the increasing dominance of major 
Big Tech corporations like Meta, Google, Microsoft, and 
OpenAI in Social AI technologies with their sophisticated 
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models, it becomes crucial to understand their impacts (Ver-
degem 2024).

This paper addresses the pressing issue of power dynam-
ics in Social AI interactions by revisiting Bråten’s concept 
of model power. We propose that this concept provides a 
valuable framework for understanding how Social AI influ-
ences information processing, knowledge, and autonomy.

First, we will explain Bråten’s original concept of model 
power, and discuss how this concept may be useful to explain 
the power relations in the contemporary context of Social 
AI. Second, we will describe how interaction with Social AI 
can affect users’ autonomy by subtly guiding their decisions 
and actions, potentially leading to a reliance on AI inputs 
over independent judgment. Third, we will describe how 
Social AIs act as gatekeepers of information, determining 
what content is presented to users and how it is prioritized. 
We will analyze the mechanisms through which Social AIs 
filter, curate, and recommend information, and how these 
processes reflect the biases and priorities embedded within 
the AI models. Lastly, we will do a mini-review of recent 
user studies that identify and quantify the power dynamics 
inherent in Social AI technologies. These studies provide 
concrete examples of how model power manifests in various 
real-world scenarios, affecting user behavior, perceptions, 
and interactions. Findings from these studies will reveal 
patterns and trends of the pervasive influence of Social AI.

Through this exploration, we will provide new perspec-
tives on the intersections of Social AI and humans, and 
societies, emphasizing the critical need to understand and 
address the power dynamics embedded in Social AI systems.

2 � Model power—a theoretical lens 
for understanding the impact of Social AI

In the article “Model Monopoly and Communication,” 
Bråten (1973) explains that a model is a tool that helps 
social actors understand and interpret their experiences by 
connecting theories to real-world observations, suggesting 
a power-through-model paradigm. Models can be thoughts, 
texts, videos, drawings, or physical objects used in everyday 
social interactions. As our communication systems become 
more sophisticated and democratized, power inequality 
among actors increases, with those possessing superior mod-
els of understanding increasingly dictating the discourse. 
Bråten’s theory of model power is an understanding of how 
communication, happens on the premises of powerful actors’ 
models of the world and how these models influence infor-
mation processing and decision-making—also for the less 
powerful actors.

Following the theory, communication is not just about 
sharing information and knowledge; it is also a way for those 
with more advanced cognitive and interpretive abilities to 

exert influence. Importantly, when communication and par-
ticipation are democratized, actors with superior models of 
the world often see their views gain prominence. This domi-
nance may, in turn, reinforce their views, challenging the 
idea that more communication automatically leads to equal-
ized power distribution and democratization. As a result, 
communication may not create a shared understanding that 
reflects everyone’s views, according to Bråten. Instead, pow-
erful actors’ perspectives dominate and are replicated by less 
powerful ones, leading to model monopolies and homogeni-
zation of thought patterns.

As a sociologist, Bråten examined how model power 
influences asymmetric power relations, such as those 
between employers and employees. He found that seemingly 
democratic dialogues often lead weaker actors to adopt the 
perspectives of the more powerful, rather than fostering true 
democratization. Similarly, this paper explores how indi-
viduals might be influenced by and become increasingly 
dependent on Social AI for communication and informa-
tion acquisition, potentially becoming weaker actors them-
selves. Social AIs, powered by LLMs, generate language 
that individuals use in their daily interactions. Bråten (1973) 
and other scholars (e.g., Talbot 2019) explain how language 
plays a crucial role in shaping power and social relations. 
Consequently, individuals relying on Social AI may find 
that AI-generated language and perspectives subtly influ-
ence their thoughts and behaviors. This reliance can shift 
the balance of power, making users more susceptible to the 
underlying biases (Muñoz and Marinaro 2024) and agendas 
programmed into the AI, thus reinforcing existing power 
structures rather than challenging them.

The dependency on Social AI can lead to cognitive and 
communicative subordination, where users increasingly trust 
and defer to the AI’s outputs. Over time, this can dimin-
ish critical thinking and reduce the diversity of viewpoints 
in discourse. The language produced by these AI systems, 
while appearing neutral or beneficial, carries the potential 
to manipulate social interactions and reinforce societal hier-
archies. Therefore, studying Social AI’s impact on power 
dynamics is critical for understanding the broader implica-
tions of AI integration into social communication networks.

3 � Dynamics of model power in human–
AI interactions: model‑strong 
and model‑weak

“Power is the probability that one actor within a social rela-
tionship will be in a position to carry out his own will despite 
resistance” (Weber 1978). In the context of Social AI, power 
also encompasses the often subtle and unperceived ways 
these technologies shape the distribution and exercise of 
power in society. This includes the concentration of power in 
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the hands of a few large tech companies, the reinforcement 
of existing power asymmetries, and the potential for LLMs 
to challenge or disrupt existing power structures. Social AI 
can influence behavior and decision-making processes with-
out individuals being aware of its impact, thereby reinforcing 
the power of dominant groups and potentially undermining 
the power of marginalized groups. However, it also creates 
new possibilities for challenging these power asymmetries.

Bråten’s theory on model power suggests that in social 
interactions, some actors, the ‘model-strong’, wield more 
influence over the dialogue, potentially overshadowing the 
‘model-weak’. With the emergence of Social AIs like Chat-
GPT and Gemini, which are autonomous, dialogue-oriented 
technologies (Obrenovic et al. 2024) powered by complex 
algorithms and extensive datasets, we may observe a con-
temporary manifestation of model power in human–AI inter-
actions: Social AI as a model-strong actor, reflecting models 
of the world that are superior to most users within a nearly 
infinite range of domains.

While Social AI may not hold explicit models of the 
world, its output shows evidence of substantial knowledge 
and problem-solving capabilities (Achiam et  al. 2023; 
Bubeck et al. 2023), reflecting implicit models of the world. 
Users of Social AI, in contrast, are typically model-weak 
as they may not possess models of the world of the same 
complexity and comprehensiveness as those held by Social 
AI. This relationship between model-strong Social AI and 
model-weak users is illustrated in Fig. 1. This perspective 
aligns with Holton and Boyd (2021), who contend that inter-
action dynamics between humans and AI are inherently 
asymmetrical, often placing humans in a weaker position.

Sundar (2020) also proposes that machines, or in this 
case, Social AI, increasingly take on roles that humans tra-
ditionally performed. Sundar posits that the key to machine 
agency is the user’s perception of the Social AI as autono-
mous. When users perceive Social AI as having agency, 
this may enhance the model power of Social AI, as users 
attribute more authority to the system’s suggestions and 
directives. “

In this view, Social AI, equipped with the capacity to pro-
cess language and produce content at an unprecedented scale 
(De Angelis et al. 2023), emerges as model-strong entities, 

while humans are model-weak. Social AI can curate and 
control the flow of conversation, nudging users along pre-
defined paths and influencing human behavior. For instance, 
in user interactions with Social AI, the system’s design—
rooted in its training data and algorithms—can limit the 
scope of dialogue by framing questions and answers in a way 
that subtly pushes the conversation toward predefined paths. 
Thus, LLM-generated content can be shaped by the biases 
and assumptions embedded in the training data and algo-
rithms of these models (Muñoz & Marinaro 2024). This can 
lead to the amplification of certain voices and perspectives, 
while marginalizing or erasing others (Bender et al. 2021). 
This mechanism effectively makes Social AI a gatekeeper 
of knowledge and information capable of reinforcing certain 
viewpoints and statements while potentially marginalizing or 
omitting alternative perspectives, which can harm people’s 
autonomy. This power dynamic means that the more effec-
tively the model-weak actors (users of Social AI) acquire the 
models of the model-strong (Social AI), the more control the 
latter may hold over the former.

4 � Social AI: pseudo‑dialogue 
and pseudo‑autonomy

Autonomy is fundamental to human well-being and moti-
vation (Deci and Ryan 2013). As noted by De Freitas et al. 
(2023), individuals who do not perceive control over their 
environments are more likely to engage in maladaptive 
behaviors. They also argue that the autonomy of AI tools 
can contribute to feelings of losing personal control. Addi-
tionally, the ‘black box’ nature of Social AI makes it difficult 
for users to understand decision-making processes (Tokayev 
2023). This is why some studies also have detected aver-
sion to AI models (Dietvorst et al. 2018), where individuals 
exhibit skepticism or resistance toward using AI (Lim and 
Schmälzle 2024).

However, Social AI systems that provide an interface 
for dialogue (Obrenovic et al. 2024) can create an illu-
sion of choice and dialogue, giving users the semblance 
of autonomy in their interactions (Brandtzaeg et al. 2024). 
Bråten’s theory may help to question whether this per-
ceived autonomy in human-AI interaction is genuine or a 
facade—a ‘pseudo-autonomy,’ where users are guided by 
the constraints of the AI’s programming rather than their 
own independent choices. The autonomy perceived by users 
may be further compromised by the limitations imposed on 
dialogue by Social AI.

While users can ask questions and receive responses, 
the nature of these exchanges is often confined to the AI’s 
trained models and ethical guardrails, which are themselves 
a product of human design choices and biases (e.g., Bender 
et al. 2021; Muñoz & Marinaro 2024). This potential façade Fig. 1   Dynamics of model power in human–Social AI interactions
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of autonomy suggests that users, while feeling empowered 
through interaction with AI, may be engaging in a restricted 
form of dialogue that Bråten would recognize as a ‘pseudo-
dialogue’—one that gives an illusion of equal participation 
and influence but is governed by the output of the model-
strong actor, the Social AI (Bråten 1973). Over time, users, 
with their weaker model resources, may adopt the models 
of the more powerful Social AI, leading to homogenization.

The Social AI’s capacity to simulate human-like behavior 
(Brandtzaeg et al. 2022; Inie et al. 2024) can bias humans 
to anthropomorphize it based on perceived agency, experi-
ence, and the illusion of life and intelligence (Obrenovic 
et al. 2024). This anthropomorphizing can lead to an over-
estimation of its understanding and capabilities. Users may 
attribute more cognitive and empathetic ability to the Social 
AI than it possesses (Krügel et al. 2023), inadvertently rein-
forcing the AI’s model power. The AI’s responses, which 
might seem tailored and insightful, are, in essence, gener-
ated from pattern recognition and predictive modeling. This 
insight necessitates a critical examination of the dynamics at 
play in human-AI interactions and questions the depth and 
authenticity of the autonomy and dialogue experienced by 
users in these exchanges.

5 � Information and knowledge: model power 
and models of the world in Social AI

Bråten’s (1983) concept of model power explains the power 
held by actors with superior models of the world. Those with 
superior models have a better grasp of both information and 
knowledge, allowing them to exert more influence over oth-
ers, guiding decisions and shaping outcomes based on their 
deeper understanding. Information represents raw data and 
facts, while knowledge encompasses the contextual under-
standing and interpretation of this information. Effective 
models bridge the gap between information and knowledge, 
transforming data into actionable insights.

Leveraging LLMs, social AI can be said to have access 
to sophisticated models of the world. These models are 
not explicitly visible but are identified implicitly through 
their output. For example, LLMs can convincingly pro-
cess textual information and generate communication that 
aligns with university-level responses to academic tests 
(Meyer et al. 2024). They can also shape political prefer-
ences and public discourse (Rozado 2024), mirror societal 
biases (Bender et al. 2021), and propagate new norms (De 
Gregorio 2023), profoundly influencing user interactions 
and perceptions (Brown et al. 2020). For example, a recent 
study of 10 leading Social AIs, including ChatGPT-4 and 
Google’s Gemini, found that they repeated false narra-
tives linked to Russian disinformation. Even when pre-
sented with straightforward, neutral questions without any 

explicit cues to generate disinformation, the Social AIs 
still repeated false claims from the pro-Russian network 
(Sadeghi 2024).

In various domains, the models of the world held by 
social AI outperform those of naive users and, in some 
cases, even the models held by experts (Achiam et al. 2023; 
Bubeck et al. 2023). This technology can “learn how to solve 
problems that no humans can do themselves” according to 
Obrenovic et al. (2024 p. 7). This demonstrates how social 
AI’s model power can significantly impact human process-
ing of information and knowledge. Social AI systems, by 
providing sophisticated interpretations and contextualiza-
tions of data, can enhance or alter users’ understanding 
and decision-making processes, reinforcing the importance 
of developing robust, sophisticated models within human 
users to ensure balanced and informed interactions with AI 
systems.

Moreover, diffusion models, or multimodal language 
models, extend this influence into visual and audio domains, 
increasingly integrated into social AI (e.g., DALL·E in 
ChatGPT and recently GPT-4). By generating highly real-
istic images or audio, these models can alter perceptions 
and establish or reinforce visual norms (Ho et al. 2020). 
By synthesizing realistic media, these models shape users’ 
understanding and knowledge about reality, embedding 
specific worldviews into the media they generate. This can 
profoundly influence societal norms and behaviors, as well 
as individual social interactions, by shaping the information 
and knowledge landscape in which people operate.

As such, the integration of sophisticated Social AI can 
magnify their influence on society. These models not only 
process and disseminate information but also shape the 
knowledge that underpins social and political dynamics. 
However, while current Social AI, powered by probabilis-
tic LLMs, reflects substantial knowledge it does not con-
vey explicit models of the world. This leads to variable and 
sometimes inconsistent outputs depending on the prompts, 
as Krügel et al. (2023) noted. For example, ChatGPT has 
been described as a ‘bullshit generator’ (Narayan & Kapoor 
2022). This phenomenon, related to that of ‘hallucination’ 
(Alkaissi and McFarlane 2023), can limit the model power 
of Social AI if it fails to consistently reflect accurate world 
models. Conversely, if Social AI can maintain consistent 
world models, it may exert significant model power, rais-
ing questions about control, sources, and the interests these 
models serve.

In summary, the revised model power framework 
enhances Bråten’s concept by incorporating the technologi-
cal and interactional aspects of Social AI. It shows how these 
power models affect communication, guide information 
uptake, and shape perceptions of validity and importance. 
This adaptation helps understand the power dynamics in 
Social AI and their impact on individual autonomy.



AI & SOCIETY	

One approach to mitigate the imbalance is Human-
Centered AI, which argues that current AI development 
prioritizes technological progress over human impact. This 
approach emphasizes shifting the focus from technology 
to humans by placing them at the core of AI development 
(Ozmen Garibay et al. 2023; Bingley et al. 2023). This aligns 
with Bråten’s concept of model power, suggesting that those 
with superior models have greater influence. By centering 
Social AI development on human needs, AI models may 
enhance transparency and support human understanding and 
decision-making, preventing AI from overshadowing human 
autonomy and ensuring balanced, meaningful interactions. 
Additionally, it is crucial for humans to develop skills to crit-
ically evaluate AI-generated content and handle the model 
power effectively, thereby maintaining their influence and 
autonomy in interactions with AI (Floridi et al. 2018).

6 � User studies—are there real evidence 
of model power?

The potential implications of model power in Social AI 
make it important to investigate whether and how Bråten’s 
concept provides a relevant perspective on how communica-
tion, individual autonomy, and the processing of information 
and knowledge may be shaped through Social AI.

Multiple studies have shown that Social AI may lead to 
the homogenization of experiences and content, give priority 
to specific interactions across users (Anderson et al. 2024; 
Padmakumar and He 2023; Yang et al. 2024), and entail 
cultural homogenization by favoring dominant cultures and 

sidelining minority perspectives (Tokayeve 2023), which 
diminish the diversity and richness of human interactions. 
Such influence of Social AI is consistent with Bråten’s con-
cept of model power.

To further understand the potential model power of Social 
AI, we have explored how this power is manifested in user 
interactions with contemporary Social AI, as reflected in 
existing research. Our review process involved a mini-
review, with an screening of approximately 450 papers 
using search terms related to Social AI and its effects on 
human judgment and behavior. We conducted our search 
using databases such as Scopus and Google Scholar, and 
we exclusively reviewed user studies from 2023 onward, 
both preprints and published, to assess the impact of LLM-
powered Social AI like ChatGPT and diffusion models such 
as Midjourney.

Figure 2 shows an overview over the screening process 
and the criteria used to select the relevant studies to our 
understanding of model power and Social AI. This figure 
visually outlines the workflow from the initial search to the 
final selection of studies, describing the approach taken to 
ensure a comprehensive understanding of model power in 
Social AI. We identified 16 relevant papers in Table 1 that 
provide insights into how model power is exhibited in user 
interactions with Social AI. These studies examine various 
dimensions of Social AI’s influence, including overcon-
fidence in AI-generated content, the provision of moral 
advice, and the potential for AI to induce polarization or 
spread disinformation.

One important limitation is that many of the studies are 
preprints and have not undergone peer review. This lack of 

Fig. 2   Review process of rel-
evant papers for understanding 
model power in Social AI
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formal review may raise concerns about the reliability and 
validity of the findings. Nonetheless, preprints are often 
essential for understanding research on current trends in 
AI and its social impact, which is the aim of this paper. 
These preprints provide rapid dissemination of new ideas 
and findings, allowing the scientific community and the 
public to stay up-to-date with the latest advancements. This 
early access is crucial for timely discussions on the soci-
etal implications of Social AI, enabling proactive responses 
to potential challenges and opportunities. It should also be 
noted that we have carefully reviewed the studies and evalu-
ated their quality.

7 � Discussion

AI has significantly expanded beyond commercial and 
industrial sectors, now encompassing entertainment and 
education, fostering intense human-AI interaction (Obreno-
vic et al. 2024), through Social AI such as Replika, Gemini, 
and ChatGPT. The recent studies reviewed in Table 1 reveal 
that Social AI, particularly ChatGPT powered with GPT-3 
and GPT-4, may significantly impact human information 
processing and decision-making across different scenarios. 
A clear finding across the diverse studies is the tendency of 
users’ over-reliance on content provided by Social AI (Kru-
gel et al. 2023; Si et al. 2023; Zhou et al. 2024). The model 
power revealed is particularly concerning when Social AI 
influences users’ decision-making, their understanding of 
the world, and political or ideological stances (Bai et al. 
2023; Goldstein et al. 2024; Hackenburg and Margetts 2023; 
Palmer et al. Palmer and Spirling 2023), as well as moral and 
ethical judgments (Krugel et al. 2023). Here, users have been 
found to accept guidance from Social AI without adequate 
questioning, unaware of how profoundly it may shape their 
decisions or understanding.

While humans truly can be empowered to gather informa-
tion and create individualized content efficiently by the use 
of Social AI (Obrenovic et al. 2024; Skjuve et al. 2024), we 
find that Social AI may be model-strong actors. The stud-
ies presented in Table 1, indicate a potential influence over 
model-weak users in human-AI interactions. This is sug-
gested in various scenarios of people’s understanding of the 
world. This unbalanced power dynamic between Social AI 
and users may lead to imbalanced interactions where Social 
AI dominates or excessively guides the conversation.

These findings align with Bråten’s (1973) model power 
theory, which posits that superior models influence not only 
what users think but how they think. Social AI, equipped 
with sophisticated, data-driven models—implicitly reflect-
ing detailed models of the world, often surpasses the sim-
pler models that users typically possess. As a result, users 
without a critical framework for evaluating information 

and knowledge provided by Social AI tend to adopt the AI-
driven models of the world reflected in Social AI output. 
This, in turn, can lead to over-reliance on AI, even when 
Social AI generates false claims (Si et al. 2023), which is 
especially critical given the implications for public discourse 
in democracy and personal beliefs.

The influence on users as model-weak extends beyond a 
mere asymmetry in information and knowledge exchange, 
fundamentally affecting how information is perceived and 
valued. Reliance on Social AI as model-strong can severely 
undermine critical thinking and foster dependency on AI for 
decision-making. This reliance supports a passive process 
where knowledge is transferred without critical engagement 
or interpretation of the output content, further weakening 
users’ analytical abilities and independent thought, which 
is key in engagement with Social AI (Wu 2024).

Re-examining autonomy in the age of Social AI chal-
lenges us to reconsider what genuine human agency looks 
like in digital dialogues to distinguish this from the pseudo-
autonomy and pseudo-dialog that interaction with Social AI 
may entail (e.g., Bashardoust et al. 2024; Karinshak et al. 
2023; Salvi et al. 2024).

The models of the world reflected in Social AI output 
may be inconsistent and malleable to the user prompting 
(e.g., Krügel et al. 2023). While this inconsistency might 
seem problematic, it can also be beneficial as it limits model 
power. These inconsistencies can highlight the fallibility of 
Social AI, fostering critical thinking and reducing over-
reliance on it. This is especially valuable for normative or 
ethical purposes, as inconsistencies may reflect the plurality 
of norms and ethical frameworks among users, promoting 
diversity rather than homogenization.

The model power of Social AI may also be reduced due to 
user skepticism or aversion to AI (Lim and Schmälzle 2024). 
Such aversion was first observed with algorithms (Dietvorst 
et al. 2015). Research on AI aversion in Social AI like Chat-
GPT has found some evidence of a similar resistance (Böhm 
et al. 2023; Lim and Schmälzle 2024), for example, in crea-
tive domains (Bauer et al. 2024; Bellaiche et al. 2023; Shank 
et al. 2023). AI aversion may counteract Social AIs model 
power as it makes users less inclined to trust or accept AI 
output. An important factor here, however, is whether users 
are sufficiently aware of who generated the content. The 
human-like qualities can make it hard for users to recognize 
AI-produced content if it is not disclosed (DeVerna et al. 
2023).

However, to avoid the imbalance of model power in 
Social AI, such AI should be developed to “enhance human-
ity and suit their interests” (Mhlanga 2023, p. 12). Social 
AI systems should enhance human understanding and deci-
sion-making, rather than overshadowing human agency 
and autonomy. By focusing on the concept of model power 
and human-centered design, Social AI can be developed to 
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support balanced and meaningful interactions, thereby miti-
gating the risks associated with the disproportionate influ-
ence of Social AI with superior models.

8 � Conclusions and future research

This paper offers a novel perspective on the dynamics of 
human-AI interactions, focusing on how Social AI may 
shape communication, information, knowledge process-
ing, and autonomy through the lens of Bråten’s concept of 
model power. We suggest that the model power of Social 
AI may lead to model monopolies that significantly influ-
ence human beliefs and behavior. Furthermore, it may foster 
an illusion of genuine conversation and independence—a 
pseudo-autonomy through pseudo-dialogue.

Our review of recent research on Social AI supports the 
notion of model power. The power dynamics predicted in 
the theory of model power may be strengthened through 
further advances and uptake of Social AI, further influencing 
user beliefs and behaviors. Consequently, increased access 
to Social AI alone may not democratize communication; 
users need robust mental frameworks to avoid becoming 
model-weak actors. However, there are some limitations 
with these conclusions and studies reviewed in this paper, 
as many have not undergone peer review. Additionally, we 
identified a notable lack of research on Social AI technolo-
gies beyond ChatGPT, which restricts our understanding of 
their broader impacts.

Future research should adopt a model power approach 
when investigating how various Social AI technologies 
shape communication, information, and knowledge produc-
tion, as well as its influence on human behavior. This should 
also be considered in the design of such AI. Such research is 
crucial to enhance human decision-making while preserving 
real user autonomy and the critical and diverse engagement 
necessary for a democratic society.
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