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A B S T R A C T

In this paper, vortex-induced vibrations (VIV) of deepwater risers including the VIV-induced tension fluctua-
tions were simulated using a time domain VIV model. Data from a large-scale riser experiment was applied for
correlation studies. As a first step, a new combination of in-line and cross-flow synchronization models with
empirical parameters was proposed for better in-line response prediction. The performance of the improved
load model was investigated based on a linear riser model. The results showed that the in-line response and
its synchronization pattern were improved compared to the previous load model. Then, the improved load
model was combined with a non-linear structural riser model to explore the effect of tension fluctuations.
As observed in the tests, simulations showed that the tension fluctuations influenced the stability of VIV and
possibly decreased the resulting vibration amplitudes. Lastly, the VIV prediction performance of the load model
was evaluated with respect to frequency contents, stress levels, and fatigue damage. From the results, it was
found that the improved load model in combination with the non-linear structural model reflected the response
characteristics observed in the tests.
1. Introduction

For a bluff body subjected to fluid flow, vortices are formed in
the wake and cause alternating lift and drag forces. When the vortex
shedding frequency becomes close to the eigenfrequencies of the body
resulting in strong vibrations, and this is referred to as Vortex-Induced
Vibration (VIV). VIV causes fast accumulations of fatigue damages
to marine risers due to a high-frequency response. There have been
attempts to explore the physics of VIV for several decades, and it
is revealed that VIV is influenced by a large number of parameters.
Relevant studies and findings were summarized by Sarpkaya (2004),
Williamson and Govardhan (2004) and Gabbai and Benaroya (2005)
based on short rigid cylinder test data.

Moreover, several long flexible pipe tests have been conducted to
unveil characteristics of deepwater riser VIV. Considering only tests
with an aspect ratio (= Length/Diameter, 𝐿∕𝐷) above 1000, the first
large scale riser test was performed in Hanøytangen, Norway (𝐿∕𝐷:
3000) (Huse, 1997; Baarholm et al., 2006; Lie and Kaasen, 2006).
MIT research teams also conducted field tests of long flexible pipes in
Lake Seneca (𝐿∕𝐷: 3671) and Gulf stream (𝐿∕𝐷: 4198), USA (Vandiver
et al., 2006, 2009). Furthermore, the Norwegian Deepwater Programme
(NDP) carried out a high mode VIV test in MARINTEK’s Ocean Basin
(𝐿∕𝐷: 1407) (Trim et al., 2005; Braaten and Lie, 2005). Based on
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the test results, the features of long flexible pipes VIV were summa-
rized (Voie et al., 2016). A key feature of long flexible riser VIV, is the
multi-mode response due to the variable current throughout the water
column. Multi-mode VIV responses in terms of amplitude and frequency
may vary along the pipe and with time even under a stationary flow
due to its instability (Larsen et al., 2012). As a result of the high aspect
ratio, the mode order of cross-flow (CF) vibrations may be relative high,
with traveling waves observed for mode orders exceeding about 10. The
dynamic tension variations by the VIV responses will be more signifi-
cant for increasing flow speed and response mode orders even though
the test setup is designed to minimize it. There is generally a lack of
understanding of how such structural non-linearity can influence the
VIV process at high response mode orders.

Semi-empirical frequency domain models have been used by the
industry. VIVANA (Larsen et al., 2017), Shear7 (Vandiver and Li, 2005),
and VIVA (Triantafyllou et al., 1999) are representative methods for
this approach. All methods are based on hydrodynamic coefficients
related to the flow velocity, cross-section parameters, and the predicted
response. VIV response is solved in the frequency domain based on
a linear structural model, which represents a fundamental limitation
with respect to describing non-stationary VIV responses and non-linear
structural phenomena such as tension variation. Furthermore, in order
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to describe the frequency and response variation in time and space, two
idealized concepts are introduced in some of these tools. The space-
sharing concept (or concurrent frequency) was developed to describe
the frequency competition in a sheared flow with multiple response fre-
quencies. While, the time-sharing concept (or consecutive frequencies),
was proposed by Swithenbank (2007) to explain the frequency varia-
tion in time. However, these concepts are approximations of the true
physical process. The Computational Fluid Dynamics (CFD) methods
can provide alternative solutions. However, CFD methods are requiring
extensive computing resources, and they are hence not suitable for
design purposes. As a result of the complexity in response behavior
and the difficulties in developing engineering models that can capture
the inherent physics, a high safety factor is demanded in the design of
deepwater risers against VIV loads (DNV.GL, 2017). Therefore, there is
a need for developing more accurate VIV prediction tools for deepwater
riser systems.

As an alternative, different time domain VIV models have been
proposed, including wake oscillator and semi-empirical models, and
the models can account for structural non-linearities and time-varying
flow conditions. The wake oscillator models are normally based on
the Van der Pol equation in order to describe the wake and vortex
shedding. Several wake oscillator models have been proposed in order
to simulate two degrees-of-freedom VIV, however, it has been found
difficult to determine empirical parameters that can cover both free and
forced oscillation tests (Facchinetti et al., 2004; Ogink and Metrikine,
2010; Srinil and Zanganeh, 2012). For the semi-empirical time domain
models, the vortex shedding forces are formulated by the utilization
of empirical parameters. A time domain coupled model of cross-flow
and in-line (IL) was proposed (Xue et al., 2015; Yuan et al., 2017).
The vortex shedding forces were formulated by the hydrodynamic
coefficients being dependent on the non-dimensional amplitude and
frequency. However, the degree of validation of this model was limited.

Another semi-empirical time domain model for the cross-flow load
was introduced by Thorsen et al. (2014) which later was implemented
as an additional load term to the classical Morison’s equation (Thorsen
et al., 2016, 2017). Basically, the VIV load term consists of a vortex
shedding force coefficient and a synchronization model, where the vor-
tex shedding force coefficient determines the magnitude of the vortex
shedding force. A synchronization model has been introduced to model
the phase difference between the instantaneous relative flow velocity
and the vortex shedding forces in a local co-ordinate system. The initial
cross-flow load model has been systematically validated against a vari-
ety of model test data (Wu et al., 2020a). Subsequently, the load model
was updated in order to include the in-line terms (Ulveseter et al., 2018,
2019). The cross-flow and in-line coupled load model was tested for
several flexible pipe experiments in a uniform current (Ulveseter et al.,
2019). The empirical parameters were obtained based on rigid cylinder
tests with combined IL and CF motion. Furthermore, additional opti-
mization of the coefficients was also performed in relation to sheared
current condition by Drengsrud (2019).

As a step of further validation of this time domain VIV model
for high mode VIV responses of deepwater riser systems, additional
verification was performed with respect to the Hanøytangen experi-
ment (Kim et al., 2021). The two most recently updated and optimized
parameter sets by Ulveseter et al. (2018) and Drengsrud (2019) were
applied to investigate the correlations between simulation and ex-
periment. Although one of the parameter sets showed a relatively
good correlation with the experiments, problems were encountered in
relation to particularly two aspects. First of all, predictions for the in-
line stresses were inaccurate, and the frequency variation in time of
the in-line response was more narrow than the test data. Furthermore,
the linear structural model of the Hanøytangen riser model was not
adequate in order to represent the present experimental set-up for the
high flow speed cases where the tension variations became significant.
The tension variations were due to the VIV and the boundary conditions
2

of the Hanøytangen riser model (Huse, 1998, 1999; Huse et al., 1999).
Table 1
Key data for the Hanøytangen riser model.

Parameters Unit Value

Length, 𝐿 m 90
Outer diameter, 𝐷𝑒 m 0.03
Inner diameter, 𝐷𝑖 m 0.026
Bending stiffness, 𝐸𝐼 Nm2 3639
Mass per unit length, 𝑚 kg/m 2.27
Towing velocity, 𝑈 m/s 0.38–1.96
Mean of low pretensions, 𝑇𝑙𝑜𝑤 N 1850
Mean of high pretensions, 𝑇ℎ𝑖𝑔ℎ N 3750

By applying the Hanøytangen test data as a basis for validation, the
main objective of the present study was to improve the time domain
load VIV model with respect to making it more suitable for deepwater
riser VIV prediction. Another main objective was to explore the effect
of including the non-linear structural features reflected in the actual
experimental test set-up. In Section 2, a detailed review of the test and
non-linearities embedded in the test are given. In Section 3, the linear
and non-linear structural modeling procedures applied for the test set-
up are explained. The theoretical background for the previous and new
time domain VIV model is reviewed in Section 4. The empirical param-
eter sets for the previous and proposed load models are summarized in
the same section. In Section 5, the prediction performances of different
in-line load models and parameter sets are compared based on a linear
structural model. The load model that was found to provide the best
correlation with the test results was then used to explore the effects
of the test set-up structural non-linearities as included in Section 6.
The prediction accuracy of the improved load model and the non-linear
structural model is summarized in Section 7. The main observations and
conclusions are discussed in Section 8.

2. Large scale model test of deepwater riser

2.1. Descriptions of the Hanøytangen experiment

The main purpose of the test was to investigate the high mode
VIV responses of a riser in a linearly sheared current condition. In
the test, the riser was towed by a vessel along the floating quay, and
transducers that were installed on the riser at every 3 m were measuring
bi-directional bending strains. In order to expose the riser to a linearly
sheared current, the bottom end of the riser was kept tensioned using
the buoyancy arrangements. The magnitude of pretension in each test
was controlled by the number of buoyancy tanks and the amount of
water inside the tanks. The pretensions were divided into low- and
high pretension. The detailed set-up of the tests is illustrated in Fig. 1a,
and the main data of the Hanøytangen riser model are summarized in
Table 1. When it comes to the test procedure, the towing started 25
m west of the center and ended at the opposite side in each test. The
location where the riser stood upright over the pulley was designated
as the center. The towing was not stable until reaching the designated
velocity due to the acceleration at the early phase of the towing. The
test procedure is illustrated in Fig. 1b.

2.2. Non-linearities caused by the test set-up

Due to the test set-up, non-linear effects were inevitably observed
in the measurements. The main non-linearities associated with the test
set-up are classified as:

∙ The low-frequency components of the vessel motion and buoy-
ancy arrangements (below 1 Hz)

∙ The friction between the pulley and rope system (± 3 % of the
pretension)

∙ Axial vibrations of the riser due to the cross-flow and in-line

vibrations (2𝜔 and 4𝜔 vibrations)
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Fig. 1. Set-up and test procedure for the Hanøytangen experiment.
Among these, the VIV induced tension fluctuations at the top of the
riser were significant as the current speed increased as discussed in
Section 6. Moreover, some of the tests were excluded from the analysis
due to large waves during the test and significant deviations of mea-
surements. When the towing speed was low, the VIV was dominated
by low-frequent vessel motion, and these tests were excluded in the
present study. Accordingly, the number of tests analyzed in this study
was 32 out of the 60. Two pre-tension levels were applied in the test
and the number of tests in each pretension group was 14 (𝑇𝑙𝑜𝑤) and 18
(𝑇ℎ𝑖𝑔ℎ), respectively.

3. Numerical modeling of the Hanøytangen test

The Hanøytangen riser model was numerically modeled in RI-
FLEX (SINTEF Ocean, 2017a), which is based on the 3-D finite element
method (FEM). The hydrodynamic bodies related to the towing proce-
dure were modeled in the computer program SIMO (SINTEF Ocean,
2017c), which is developed for simulation of motions and station-
keeping behavior of floating bodies. RIFLEX-SIMO coupled simulations
were implemented by means of the integrated software SIMA (SINTEF
Ocean, 2017b).

3.1. Simplified and advanced modeling methods for the Hanøytangen riser
model

The Hanøytangen riser model was modeled in two ways, i.e. by
means of a linear structural model with simplified boundary conditions
and an non-linear structural model which includes non-linear aspects of
the test set-up. Regarding the former, the main simplifications is related
to neglecting the vessel and buoyancy arrangements and assuming a
constant tension. At the bottom end of the riser, all translations and
3

torsional degrees-of-freedom were kept fixed while the bending mo-
ments were free. Furthermore, the pretension in the test was replaced
with constant tension at the top of the riser, applying same boundary
conditions as in the bottom, except for the free vertical motion. In
addition, the current load was modeled as a stationary and linearly
sheared current. This riser modeling method is hereafter referred to as
a simplified riser model, and its schematic is shown in Fig. 2a.

For the non-linear structural model, the buoyancy arrangements
(buoyancy, connecting rope, and pulley) were connected to the bottom
end of the riser. However, the pulleys just played the role of changing
the direction of the load vector, and it was not possible to model
the friction between the pulley and connection rope due to software
limitations. The buoyancy was modeled as a floating body where the
mass and volumetric displacement of buoyancy were adjusted in each
test. The drag coefficients were roughly estimated by referring to Baker
et al. (1983), and the added mass coefficients were set to be 1.0 in all
directions. Also, universal joints were applied at both ends of the riser,
and a shroud attached at the bottom part. Furthermore, a prescribed
motion was applied at the vessel end where the towing speed was
gradually increased until its stationary value characteristic for each
simulation. When the riser passed the center point while keeping a
static equilibrium configuration, towing was regarded as stable and
ended at 25 m east from the center point. This riser modeling procedure
is hereafter referred to as an advanced riser model. The details of the
advanced riser model are illustrated in Fig. 2b, and the detailed input
parameters for the model are summarized in Table 2.

3.2. Numerical input parameters and post processing of signal

The element numbers and time step size for the simulations were set
based on the estimation of the highest possible VIV response frequency,
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Fig. 2. Illustration of numerical riser models and the simulation procedure.
Table 2
Structural and hydrodynamic data for the advanced riser model.

Parameters Unit Value

Buoyancy

Volumetric displacement for 𝑇𝑙𝑜𝑤 m3 0.101
Volumetric displacement for 𝑇ℎ𝑖𝑔ℎ m3 0.327
Drag coefficient in surge direction – 1.2
Drag coefficient in sway direction – 1.2
Drag coefficient in heave direction – 0.8
Added mass coefficient in surge – 1.0
Added mass coefficient in sway – 1.0
Added mass coefficient in heave – 1.0

Connecting rope

Axial stiffness kN 640
Length m 100

Shroud

Length m 0.85
Diameter m 0.5
Added mass in normal direction kg/m 300
Added mass in tangential direction kg/m 10

𝑓v (= 𝑆𝑡𝑈𝑚𝑎𝑥∕𝐷𝑒), and the Strouhal number, 𝑆𝑡, was set to 0.17. The
cross-flow mode number was estimated by referring to the tensioned
beam theory (Baarholm et al., 2006). Structural damping of the riser
was assumed proportional to the system stiffness, i.e. C = 𝛼2K, where
C and K are the global damping and stiffness matrices. 𝛼2 was set
corresponding to a damping ratio of 0.3% at the frequency, 𝑓v, for each
test.

In order to exclude the low frequencies, i.e. motions induced by the
vessel and the buoyancy arrangements, the low frequencies below 1 Hz
were filtered out for the bending moment and tension signals. Further-
more, for the bending moments, the upper bound of the frequency was
set to be twice the shedding frequency, 𝑓v, in order to exclude higher
order VIV, i.e. 3𝜔 and 4𝜔, and it was applied to both the tests and
simulations. Regarding the tension signal, a very broad filtering range
was applied in order to involve the high-frequency tension fluctuations.
The numerical simulation input parameters and filtering range are
summarized in Table 3.

For the test data, the relatively stable time series were extracted
from the stable towing range for each case. Especially, the section of
the signal corresponding to when the vessel was close to the center
point was preferred. This is because, as the vessel approaches the
4

Table 3
Numerical input parameters and filtering ranges.

Parameters Value

Maximum CF mode number, 𝑛𝑚𝑎𝑥 42
Number of elements (𝑛𝑚𝑎𝑥 × 50) 2100
Number of time steps per CF period 60
Structural damping ratio, 𝜁 0.3%
Filtering bandwidths (Bending moments) 1.0 Hz–2𝑓v Hz
Filtering bandwidths (Tension) 1.0 Hz–5𝑓v Hz

end point, the inclination angle of the riser was increasing, resulting
in a decreasing mean tension and a variation of the hydrodynamic
coefficients. Extracted signals included roughly 150 to 200 steady-state
cross-flow periods. Even though the length of the time window was
short, it was valid for observing the VIV responses (Larsen et al., 2012).
Examples of tension and bending moment signals corresponding to
the time window are illustrated in Fig. 3. The same time window as
applied for each experiment was applied to extract the results from the
advanced riser model simulations. For the simplified riser model, the
time window was set to include 200 steady-state cross-flow periods.

4. Time domain VIV model

4.1. Hydrodynamic load model

The time domain VIV model is based on strip theory. The load
model is formulated in terms of the incoming flow vectors, the cylinder
response vectors, and the hydrodynamic coefficients. The vectors and
local coordinate systems of a cylinder in the flow are illustrated in
Fig. 4. The incoming flow vector at any cylinder cross-section, 𝐮 can be
decomposed into a normal- (subscript, 𝑛) and a tangential component
(subscript, 𝑡) to the cylinder strip. Only considering the normal compo-
nents of the flow, 𝐮𝑛, the interaction between hydrodynamic loads and
structure response, 𝐱𝑛 can be simplified into a two-dimensional problem
in the cylinder plane, i.e. the 𝐣𝟏𝐣𝟐-plane (𝐣𝟑 is the unit vector in the
axial direction of the cylinder). The vortex shedding forces and drag
force follow a local axis system where the horizontal axis is parallel
to the relative flow velocity vector, 𝐯𝑛 = 𝐮𝑛 − 𝐱̇𝑛. The direction of the
vortex shedding forces will be changing as the relative flow changes,
however, local cross-flow and in-line directions will be systematically
referred to as cross-flow and in-line in the present study. Based on these
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Fig. 3. Raw signals for top tension and bending moments (𝑈 = 0.98 m∕s, 𝑇𝑙𝑜𝑤).
definitions, the hydrodynamic loads acting on a cylinder strip (per unit
length) is expressed in Eq. (1) by Ulveseter et al. (2018):

𝐅𝑛 = 𝐶𝑀𝜌
𝜋𝐷𝑒

2

4
𝐮̇𝑛

⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟
Froude−Kriloff force

− (𝐶𝑀 − 1)𝜌
𝜋𝐷𝑒

2

4
𝐱̈𝑛

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Added mass force

+ 1
2
𝜌𝐷𝑒𝐶𝐷

|

|

𝐯𝑛|| 𝐯𝑛
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟
Drag force (𝐅𝑣,𝑥)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Morison’s equation

+ 1
2
𝜌𝐷𝑒𝐶𝑣,𝑥

|

|

𝐯𝑛|| 𝐯𝑛 cos𝜙exc,𝑥
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
In−line vortex shedding force (𝐅𝑣,𝑥)

+ 1
2
𝜌𝐷𝑒𝐶𝑣,𝑦

|

|

𝐯𝑛|| (𝐣3 × 𝐯𝑛) cos𝜙exc,𝑦
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Cross−f low vortex shedding force (𝐅𝑣,𝑦)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Vortex shedding force terms

(1)

where, the first three terms are well known terms from Morison’s
equation, and 𝐶𝑀 , 𝐶𝐷, 𝐷𝑒, and 𝜌 are the inertia coefficient, drag
coefficient, cylinder diameter, and fluid density. The remaining two
terms are the in-line and cross-flow vortex shedding force. 𝐶𝑣,𝑥 and 𝐶𝑣,𝑦
are in-line and cross-flow vortex shedding force coefficients; 𝜙exc,𝑥 and
𝜙exc,𝑦 are the in-line and cross-flow instantaneous phases of the vortex
shedding forces.

The load model was intended to be expressed as simply as possible
while still including the main VIV physics. Regardless of the frequency
or amplitude of VIV, the hydrodynamic coefficients (i.e. 𝐶𝑀 , 𝐶𝐷, 𝐶𝑣,𝑥,
and 𝐶𝑣,𝑦) were assumed constant within the Reynolds number range of
the present study. Therefore, the Reynolds number must be accounted
for when applying specific coefficients to another case. This approach
excludes consideration of the Reynolds number effect, which is still an
area of research, see Potts et al. (2018).

4.2. Cross-flow and in-line synchronization

The magnitude of the vortex shedding forces calculated from the
Eq. (1) is determined by the coefficients, 𝐶𝑣,𝑥 and 𝐶𝑣,𝑦. At the same
time, the oscillation of the forces is implemented by the time-varying
instantaneous phases, 𝜙 and 𝜙 . To simulate the lock-in process
5

exc,𝑥 exc,𝑦
Fig. 4. A cylinder strip with the relevant vectors and local coordinate system.

associated with VIV, synchronization models are applied to each direc-
tion ensuring that the instantaneous frequency of the vortex shedding
force can increase or decrease so that its phase can match the phase of
the instantaneous phase of the cylinder velocity. The synchronization is
limited to happen only in the non-dimensional frequency range (i.e. the
synchronization range). In the case of cross-flow, the instantaneous fre-
quency of the cross-flow can be formulated as Eqs. (2) and (3) (Thorsen
et al., 2017).
𝑑𝜙exc,𝑦

𝑑𝑡
= 2𝜋𝑓exc,𝑦 =

2𝜋 |

|

𝐯𝑛||
𝐷𝑒

𝑓exc,𝑦 (2)

𝑓exc,𝑦 =

{

𝑓0,𝑦 + (𝑓max,𝑦 − 𝑓0,𝑦) sin 𝜃𝑦, 𝜃𝑦 ≥ 0

𝑓0,𝑦 + (𝑓0,𝑦 − 𝑓min,𝑦) sin 𝜃𝑦, 𝜃𝑦 < 0
(3)

where, 𝑓min,𝑦, 𝑓max,𝑦, and 𝑓0,𝑦 determine the cross-flow synchronization
range and the non-dimensional frequency of maximum energy transfer.
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𝜃𝑦 is the phase difference between the cylinder cross-flow velocity, 𝜙𝑦̇rel
and the cross-flow vortex shedding force, 𝜙exc,𝑦, i.e 𝜃𝑦 = 𝜙𝑦̇rel − 𝜙exc,𝑦.

Based on Eqs. (2) and (3), synchronization of the cross-flow occurs
in the range between 𝑓min,𝑦 and 𝑓max,𝑦, and the instantaneous phase of
the cross-flow vortex shedding force, 𝜙exc,y is to be in phase with the
cylinder cross-flow velocity at the frequency, 𝑓0,𝑦 (i.e. 𝜙𝑦̇rel = 𝜙exc,𝑦).
When it comes to the in-line vibration, there are two types of in-line
responses. One is the pure in-line response, which takes place at low
current speed. Another is the in-line response induced by the cross-
flow response, and this is of main interest in this study. For the in-line
response induced by the cross-flow response, the experimental observa-
tions showed that the in-line vortex shedding frequency is about twice
that of the cross-flow vortex shedding (Dahl et al., 2010). The cross-
flow dependent in-line synchronization was suggested by Ulveseter
et al. (2018):
𝑑𝜙exc,𝑥

𝑑𝑡
= 2𝜋

𝑑𝜙exc,𝑦

𝑑𝑡
[1 + 𝛼 sin(𝜙𝑥̇rel − 𝜙exc,𝑥)] (4)

where, 𝜙𝑥̇rel is the instantaneous phase of the local in-line velocity
of the cylinder, and 𝛼 indicates how much the frequency of the in-
line force depends on that of the cross-flow force. When 𝛼 is zero,
𝑑𝜙exc,𝑥∕𝑑𝑡 = 2𝑑𝜙exc,𝑦∕𝑑𝑡.

4.3. Self-limiting process and drag amplification

The synchronization concept makes it possible to simulate the self-
limiting process using the load model. In the excitation region defined
by 𝑓min,𝑦 and 𝑓max,𝑦, the phase of the vortex shedding force is close
to the phase of the relative velocity of the cylinder. This means that
the component of the vortex shedding force in phase with the velocity
will provide positive energy to the structural response. The out-of-
phase force component becomes the inertia force. The center of the
synchronization is determined by the 𝑓0,𝑦 value, around which most
of the force is in phase with the velocity. At the same time, the
damping force is created by the drag load term, which increases with
motion amplitude. The combination of these force terms determines
the response as a self-limiting process. Furthermore, the inertia force
consists of an out-of-phase component of the vortex shedding force and
the additional added mass term in Morison’s equation, refer to Eq (1).

Besides, the drag amplification can be described. The drag amplifi-
cation refers to increased drag forces due to the cross-flow responses
compared to that of a fixed cylinder. This is accounted for by the
projected force in the global incoming flow direction arising from the
vortex shedding force term in Eq. (1). This means that the drag force
term in Eq. (1) defines the initial static deformation in the in-line
direction. In addition, the deformation will be further increased in the
dynamic analysis when the vortex shedding force is activated.

4.4. Improvement of in-line vortex shedding term

The motivation for the load model update was inaccurate in-line
predictions while applying the previous time domain VIV model for
the Hanøytangen test (Kim et al., 2021). The previous model was based
on an in-line synchronization model that was linked to the cross-flow
synchronization model (Ulveseter et al., 2019). In an effort to improve
the in-line predictions, a new combination of in-line and cross-flow load
models with separate synchronization models is introduced.

4.4.1. Independent synchronization of in-line vortex shedding force
The in-line synchronization model in the previous section had been

tested and validated for the NDP-high mode VIV tests (Ulveseter et al.,
2019; Drengsrud, 2019). However, it was still questionable with respect
to the in-line synchronization depending on the cross-flow synchroniza-
tion. A coupled motion of the cross-flow and in-line oscillation is a
result of the dual resonance (Dahl et al., 2010), and the resonances
in each direction are independent of each other according to the
6

Fig. 5. Comparison of VIV response characteristics for different deepwater riser tests.

respective natural frequencies in the two directions. To implement this
feature, the principle for cross-flow synchronization was set to be the
same as the previous one (i.e Eqs. (2) and (3)) whereas a new in-
line synchronization formulation as expressed by Eqs. (5) and (6) is
proposed for simultaneous cross-flow and in-line vibrations. This model
is basically the same model as proposed by Ulveseter for pure in-line vi-
bration of pipeline free-spans (Ulveseter et al., 2017). The idea adopted
here is to apply the same approach for the in-line force component
related to cross-flow VIV. Then in principle, by applying a sufficiently
wide synchronization range, both pure in-line and combined cross-flow
and in-line vibrations can be captured by the same synchronization
model.
𝑑𝜙exc,𝑥

𝑑𝑡
= 2𝜋𝑓exc,𝑥 =

2𝜋 |

|

𝐯𝑛||
𝐷𝑒

𝑓exc,𝑥 (5)

𝑓exc,𝑥 =

{

𝑓0,𝑥 + (𝑓max,𝑥 − 𝑓0,𝑥) sin 𝜃𝑥, 𝜃𝑥 ≥ 0

𝑓0,𝑥 + (𝑓0,𝑥 − 𝑓min,𝑥) sin 𝜃𝑥, 𝜃𝑥 < 0
(6)

where, 𝑓min,𝑥, 𝑓max,𝑥, and 𝑓0,𝑥 determines the in-line synchronization
range and the non-dimensional frequency of maximum energy transfer.
𝜃𝑥 is the phase difference between the cylinder in-line velocity, 𝜙𝑥̇rel and
the in-line vortex shedding force, 𝜙exc,𝑥, i.e 𝜃𝑥 = 𝜙𝑥̇rel − 𝜙exc,𝑥.

4.4.2. In-line synchronization parameters
To define the proper in-line synchronization ranges, information

about the VIV response characteristics of the Hanøytangen riser model
was required. A comparison of VIV response characteristics for different
deepwater riser tests is provided in Fig. 5. The 𝑥-axis gives the cross-
flow mode number, 𝑛, and the 𝑦-axis gives the bending stiffness ratio,
𝐹 (= 𝑓𝑛,𝑏∕𝑓𝑛,𝑡) which is used to quantify the relative contribution of
the bending stiffness to the total stiffness. The test risers models can be
modeled as a tensioned beam, and the corresponding eigenfrequencies
are given by the following equations:

𝑇 𝑒𝑛𝑠𝑖𝑜𝑛𝑒𝑑𝑏𝑒𝑎𝑚 ∶ 𝑓𝑛,𝑡 =
√

𝑓 2
𝑛,𝑠 + 𝑓 2

𝑛,𝑏 (7)

𝑇 𝑒𝑛𝑠𝑖𝑜𝑛𝑒𝑑𝑠𝑡𝑟𝑖𝑛𝑔 ∶ 𝑓𝑛,𝑠 =
𝑛
2𝐿

√

𝑇
𝑚

(8)

𝑈𝑛𝑡𝑒𝑛𝑠𝑖𝑜𝑛𝑒𝑑𝑏𝑒𝑎𝑚 ∶ 𝑓𝑛,𝑏 =
𝜋𝑛2

2𝐿2

√

𝐸𝐼
𝑚

(9)

As seen in Fig. 5, for the Hanøytangen riser model, VIV response
mode order was relatively high, and the stiffness of the structure was
highly dominated by the bending stiffness compared to the same VIV
mode order as for Miami II and Lake Seneca. In addition, due to
the shear flow condition, the space-sharing and time-sharing processes
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Table 4
Empirical parameters of the previous and new time domain VIV models.

Parameters Prev New1 (NB) New2 (WB)

𝐶𝐷 1.2 1.2 1.2
𝐶𝑀 2.0 2.0 2.0
𝐶𝑣,𝑦 0.85 0.85 0.85
𝐶𝑣,𝑥 0.75 0.75 0.75
𝑓0,𝑦 0.144 0.144 0.144
𝑓min,𝑦 0.08 0.08 0.08
𝑓max,𝑦 0.208 0.208 0.208
𝛼 0.15 – –
𝑓0,𝑥 – 0.288 0.5
𝑓min,𝑥 – 0.16 0.1
𝑓max,𝑥 – 0.416 0.7

associated with VIV are both likely to be extensive. This implies that the
VIV responses can be more unstable than other high mode riser model
tests (Wu et al., 2019, 2020b). To satisfy the test conditions, one of the
solutions would be by adjusting the number of VIV modes participating
in the responses. When a large number of modes compete, the domi-
nating frequency of cross-flow and in-line may change in time. For the
Hanøytangen test, especially the time variation of the in-line frequency
was much more pronounced than for the other tests (Larsen et al., 2012;
Kim et al., 2021). Therefore, the in-line synchronization range of the
new load model needed to be wider than for the VIV analysis of short
and rigid pipes, and this could be achieved by controlling the in-line
synchronization parameters.

To compare the performance of the new load model as a function
of the in-line synchronization parameters, two empirical parameter sets
were proposed. For the first one, all in-line synchronization parame-
ters had values that were twice those of the corresponding cross-flow
parameters. As a result, the in-line frequency was about twice the cross-
flow frequency, which coincides with the combined cross-flow and
in-line vibration tests by Dahl et al. (2010), and it is referred to as
the New1 model or narrow-band synchronization (NB). For the second
one, the non-dimensional frequency of the in-line was set to between
0.1 and 0.7, and the maximum energy transfer would occur when the
non-dimensional frequency of the in-line was 0.5. The parameters were
estimated based on the results of the pure in-line response tests (Aron-
sen, 2007; Ulveseter et al., 2017), and it is referred to as the New2
model or the wide-band synchronization model (WB). The previous
model in Eq. (4) was also considered in order to compare with the new
load model prediction performance (referred to as Prev). The same 𝐶𝐷,
𝑀 , 𝐶𝑣,𝑦, and 𝐶𝑣,𝑥 which were optimized by Ulveseter et al. (2018)
ere applied for all cases. The empirical parameters of each load model
re summarized in Table 4.

. Comparison of the in-line load models based on simplified riser
odel

The performance of the new load model was evaluated with respect
o response levels and frequency prediction. To focus on the load model
erformance only, the simplified riser model was applied. Also, the
ases of high pretension were considered since this causes the interval
etween adjacent eigenfrequencies to become more narrow when the
retension increases as defined in Eqs. (7) to (9). This implies that the
ominating frequency can be shifted easily into adjacent eigenfrequen-
ies resulting in a wider synchronization range. Three test set-ups were
elected among the high tension cases, and these comprise the lowest,
iddle, and highest current speeds (𝑈 = 0.38 m/s, 1.14 m/s, 1.96 m/s).
he Prev., New1, and New2 load models were applied as basis for the
ime domain simulations.
7

.1. Prediction of the synchronization range and dominating frequency

Wavelet analysis was applied in order to compare the frequency
redictions. The 𝑥-axis, 𝑦-axis, and the colormap of each wavelet rep-
esent the time, frequency, and strain PSD. Wavelets were plotted for
he cross-flow and in-line according to the current speed in Fig. 6. Each
igure included the test and simulation wavelets at three different loca-
ions. These locations corresponded to the non-dimensional coordinates
/L = 0.03, z/L = 0.33, and z/L = 0.93, where L is the riser length
nd z starts from the top of the riser. The z/L = 0.33 was the location
here the maximum stress was observed. Although the colormap scale
f each plot was different from each other, the main comparisons were
he dominating frequency and change of the colormap in time. The
ross-flow and in-line results for the tests included the effect of the VIV
ut also external loads, which should be kept in mind as basis for the
omparison.

As seen in Figs. 6a, 6c, and 6e, the dominating frequencies of the
ross-flow showed a good correlation with respect to the measurements
egardless of current speed, locations, and in-line load models. How-
ver, the frequency variation of the cross-flow in time, i.e. time-sharing
rocess, were different from each other, which is likely to be related to
ifferent in-line responses between the Prev., New1, and New2 models.
ith respect to the in-line frequency predictions, seen in Figs. 6b, 6d,

nd 6f, different frequency predictions were observed between the in-
ine load models. The time-sharing processes and dominating frequency
f Prev. were well predicted relative to the test results only for the
owest current speed (in Fig. 6b). The time-sharing was getting irregular
s the current speed increased as seen in Figs. 6d and 6e. On the other
and, the time-sharing processes of the in-line of the New1 and New2
odels were regular regardless of the locations and current speeds.
owever, the in-line synchronization ranges of New2 model were wider

han that of New1 model and more similar to the test results. In terms of
he dominating frequency, New1 gave better predictions than the New2
odel for the low current velocity as seen in Fig. 6b. However, when

he current speed increased, the in-line dominating frequency of New2
odel was more accurate than for New1 model. Another difference in

n-line predictions between New1 model and New2 model was that the
esults of New1 showed the space-sharing process. Near the bottom of
he riser (z/L = 0.93), the in-line vibration synchronized not only with
he high frequencies but also with the low frequencies due to the low
urrent speed which also was observed in the test. The results of New2
odel showed weaker space-sharing processes than those for New1
odel.

For the previous load model, the in-line response was somewhat
nstable and random because of its dependency on the cross-flow
ynchronization. However, this lacking stability of the in-line response
as improved by introducing the independent in-line synchronization,
nd it was also able to describe different in-line response characteris-
ics. In terms of the in-line synchronization parameters, New2 model
its the test results well with respect to the dominating frequency
rediction and time-sharing process. However, the prediction accuracy
as lower than for the New1 model in the low velocity range, and the

pace-sharing process of New1 model was more realistic.

.2. Stress and response characteristics of the new load model

For the stress comparisons between New1 and New2 models, the
tandard deviations (STD)s of stress were calculated from the simula-
ion for three different current speed cases. The STDs of stress induced
y the cross-flow and in-line bending moments were calculated at every
ross-section, and STDs of stress were plotted along the riser length in
ig. 7.

There were no significant differences in the cross-flow results be-
ween New1 and New2 models regardless of the current speed as seen
n Figs. 7a, 7c, and 7e. On the other hand, there were significant
ifferences for the in-line stress results for all the cases with different
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Fig. 6. Strain PSD wavelets for experiments and simulations using the simplified riser model. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
current magnitudes, and the differences between the stress profiles
were observed from the point where the maximum stress occurred (z/L
is about 0.3) to the bottom end of the riser as shown in Figs. 7b, 7d,
and 7f. Because of the higher in-line mode order for New2 model than
that of New1 model, the in-line stresses of New2 model were normally
higher. Also, as discussed in the previous section, the space-sharing
process of New1 model was more dominant than for New2 model near
the bottom of the riser. This implies that New1 model was partially
synchronized with the lower mode near the bottom end of the riser,
which might result in low stresses.
8

To illustrate the response characteristics depending on the param-
eter sets, the trajectories of the VIV motion for the lowest current
speed are illustrated along the riser length in Fig. 8. The cross-flow and
in-line responses were non-dimensionalized with the diameter of the
riser. As seen in Fig. 8, the amplitude differences were not significant
between New1 and New2 models except the in-line amplitude at the
lower part of the riser. However, the stability features of the response
was different. The trajectories of New1 model were more stable and
varied along the riser while the results of New2 model showed chaotic
responses.



Ocean Engineering 236 (2021) 109508S.W. Kim et al.
Fig. 7. The stress STD along the riser length for the New1 and New2 models.
Fig. 8. Trajectory of VIV for New1 and New2 models along the riser length (𝑈 = 0.38 m/s, 𝑇ℎ𝑖𝑔ℎ).
In summary, the in-line response of the Hanøytangen test showed
a wide range of time-sharing processes and unstable response due to
the mode competition. Considering the results in Figs. 6 to 8, New2
model was found appropriate to describe the unstable VIV response of
the Hanøytangen test. In the following sections, the New2 model was
applied for all the time domain VIV simulations. The simulations with
the simplified riser model are referred to as TDS, while TDA hereafter
refers to the advanced riser model.

6. VIV induced axial vibrations

As discussed in Section 2.2, tension fluctuations were observed at
the top of the riser for all the tests, and the magnitude of the tension
9

variation increased for increasing towing speeds. Tension fluctuations
are illustrated in relation to the riser configurations in Fig. 9.

The riser in the flow is sagging due to the drag force relative to the
initial configuration in Fig. 9a, as shown in Figs. 9b and 9c. Correspond-
ingly, the riser oscillates twice (i.e. runs through two periods) in the
vertical direction during one period of cross-flow (𝜔) and in-line (2𝜔)
oscillation. The frequencies of axial vibrations are 2𝜔 (induced by the
cross-flow vibrations) and twice that for the in-line, i.e 4𝜔 (induced by
the in-line vibration). Therefore, the capabilities of the advanced riser
model TDA with respect to capturing such behavior are investigated in
the following.
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Fig. 9. Illustration of axial vibrations caused by in-line and cross-flow excitations.

Fig. 10. C.o.V of the tension at the top of the riser (tests and simulations).

6.1. Axial non-resonant vibrations caused by VIV

Most of the tension fluctuations observed in the test and simulations
where axial non-resonant vibrations, i.e. vibrations with a frequency
outside the first axial vibration mode. To quantify the top tension
fluctuations statistically, the Coefficient of Variation of the top tension
(𝑇𝐶.𝑜.𝑉 = 𝑇𝑆𝑇𝐷∕𝑇𝑚𝑒𝑎𝑛) for TDA and for the test are plotted in Fig. 10.
As shown in Fig. 10, the results for the cases with low tension, 𝑇𝑙𝑜𝑤
were higher than those for the cases with high tension, 𝑇ℎ𝑖𝑔ℎ both
for the tests and the TDA. The low pretension decreased the system
stiffness, which allowed more tension fluctuation. Also, the results of
the test were amplified as the current speed increased regardless of
tension magnitudes. The axial vibrations induced by the cross-flow
are normally much higher than those induced by the in-line since
the magnitude of the axial vibrations is proportional to the square of
amplitude. In the case of the TDA, the results showed similar trends,
however, the magnitude of the tension fluctuations were seen to be
significantly lower than for the tests.

These differences might be related to the structural- or the hydro-
dynamic damping. VIV response is more affected by hydrodynamic
damping in the present study as the structural damping was low, refer
to Section 3.2. The hydrodynamic damping force can be controlled
by means of the drag coefficient, 𝐶𝐷 or the vortex shedding forces,
𝐶𝑣,𝑥 and 𝐶𝑣,𝑦, refer to Eq. (1). The sensitivities of tension fluctuations
to the drag coefficients, 𝐶𝐷 were investigated in order to throw light
on this effect. The results are plotted for the low- and high-current
speed cases in Fig. 11. From the results in this figure, the tension
10
fluctuations of TDA for both current speeds were getting similar to
the test as the drag coefficient decreased. However, the lower drag
coefficient than the proposed one allowed for large VIV response and
axial vibration. The cross-flow and in-line vortex shedding force of the
load model are correlated with the drag force term. The drag force term
in Eq. (1) leads to a smaller force due to the reduced 𝐶𝐷 value. As a
consequence of the decreased damping force, both the in-line and cross-
flow response amplitude and vortex shedding force will be amplified.
Then, the total force in the in-line direction increases due to the higher
projected vortex shedding force (i.e. the increase of effective diameter).
In short, the decrease of the drag coefficient does not necessarily mean
a reduction of the total hydrodynamic damping. The drag coefficient
of the load model was set to be 1.2, which was based on fixed cylinder
test data (Thorsen et al., 2017), however, the sensitivity analysis results
suggested that the drag coefficient of flexible pipes could be smaller
than 1.2.

Other uncertainties in the structural model may also contribute to
the discrepancy, e.g., there was no frictional force included in the
pulley system, and the vessel movement in the vertical direction was
constrained, hence excluding the effect of towing vessel mass and
hydro-static stiffness. Therefore, rather than optimizing the empirical
coefficients in the load model in order to agree as well as possible
with the test results, it was instead focused upon whether the tension
fluctuation was captured by the simulations and how these were corre-
lated to the overall VIV response. To compare the frequency of tension
fluctuations between the test and the TDA, wavelet analysis was applied
for both the tension and strain time series. The low- and high current
speed results are illustrated in Fig. 12.

Figs. 12a and 12b include the top tension- (z/L = 0.00) and the
strain wavelets for two different in-line and cross-flow cases near the
top end (z/L = 0.03) and the point where maximum stress observed
(z/L = 0.33). The scales of the wavelets are different from each other,
however, the correlation between the strains and the tension variations
is clearly observed both for the tests and the TDA. For the low current
speed in Fig. 12a, the frequency of the tension is about twice that of
the in-line strain, and its pattern is similar to the in-line strains patterns
at z/L = 0.03 for both the test and the TDA. For the case of the high
current speed in Fig. 12b, the results were similar to those for the low
current speed case, but the tension was dominated by the cross-flow
response. The frequency variation and the dominating frequency were
well predicted by the TDA. Furthermore, the frequency variations of the
in-line and cross-flow strains were similar to each other at two points
(z/L = 0.03 and z/L = 0.33) for both the test and the TDA. This implies
that the tension fluctuations affect the VIV response not only near the
top but also at other locations.

6.2. Axial resonant vibrations induced by the cross-flow motion

The axial resonant vibration occurs when the VIV frequency co-
incides with the first mode of vibration in the axial direction of the
riser. Resonance could be induced by both cross-flow and in-line effects,
but it was found that the cross-flow induced resonance was the most
severe. For a steel riser, the cross-flow induced axial resonant vibration
occurs when the current speed reaches the critical velocity formulated
as below (Huse, 1999).

𝑉𝑐 =
𝑐𝐷𝑒
8𝑆𝑡𝐿

(10)

where, the 𝑉𝑐 is the critical velocity, and 𝑐 is the velocity of sound in
steel (5130 m/s). For the Hanøytangen riser, the 𝑉𝑐 is about 1.26 m/s
when 𝑆𝑡 is 0.17.

The equation was derived by assuming that the VIV is high- and
single-mode in uniform flow conditions, however, the dominating mode
may vary in a sheared current. Due to the competition among the
modes, the axial resonant vibration could occur intermittently only
when certain conditions are satisfied. For the TDA, the cross-flow was
relatively stationary, which caused axial resonance for the two cases to
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Fig. 11. Tension fluctuation sensitivities to the drag coefficients.
Fig. 12. Tension PSD and strain PSD Wavelet analysis for three different locations. (For interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)
take place at the respective frequency which corresponded most to the
critical velocity. One of the cases (i.e. the high-velocity, high-tension
case) and the corresponding results from the test are analyzed in more
detail in Fig. 13.

The first row of Figs. 13a and 13b represents the tension signal
at the top, and the second row contains the wavelet for the tension
PSD. The last row shows the contour of cross-flow bending moment
in time. As observed from Fig. 13b, the tension in the simulation
gradually increased from 37.4 s and increased rapidly at 38.2 s When
resonance is observed, the cross-flow bending moment significantly
decreases not only near the top but also at the other locations. This was
referred to as to the feedback effect (Huse, 1998), and might be due to
the combination of an increase of dynamic stiffness and unstable VIV
response. Regarding the results from the test, it was assumed that axial
resonant vibrations were not fully developed as observed from Fig. 13a.

In order to compare the decrease of the stress due to the feedback
effect, the STDs of the cross-flow induced stresses are plotted along
the riser length. The results in Fig. 14a correspond to a lower current
speed case with axial non-resonant vibration. Furthermore, the results
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in Fig. 14b correspond to a high current speed with axial resonant
vibration taking place in the TDA simulation. In Fig. 14b, an additional
result of TDA using a short time window where axial resonance is
observed (38s–39s) is included. When the current speed increases, it is
expected that the stress levels will increase, which is observed for the
test results. However, the STD of the stress for the TDA simulation (blue
line) is found to decrease somewhat as shown in Fig. 14b compared
to that in Fig. 14a. This is due to the axial resonance, and when this
occurs, the stress near the top increases but the stress level at other
locations decreases as seen from the black dot line in Fig. 14b. It should
also be kept in mind that the axial resonant vibration caused by in-
line effects was excluded from the discussion due to its relatively small
magnitude. However, both for the tests and for the simulations axial
vibration induced by in-line effects can occur, which can also influence
the VIV response. However, the TDA capability of describing the axial
resonance behavior observed in the test has been clearly demonstrated,
and as such represents a significant step forward with respect to VIV
modeling practice.



Ocean Engineering 236 (2021) 109508S.W. Kim et al.
Fig. 13. Top tension and cross-flow strain analysis (𝑈 = 1.86 m∕s, 𝑇ℎ𝑖𝑔ℎ). (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)
Fig. 14. STD of the cross-flow stress along the riser for both axial non-resonant and axial resonant vibrations.
7. Validation of the new load model

In this section, the prediction performance of the new load model
is evaluated, and differences of VIV predictions depending on the riser
modeling choices discussed.

7.1. Differences of top tension between riser models

To investigate the differences between TDS and TDA related to
boundary conditions, the percentwise errors in Eq. (11) were plotted
as a function of current velocity in Fig. 15.

𝑇𝑒𝑟𝑟𝑜𝑟 =
|

|

|

|

|

𝑇𝑚𝑒𝑎𝑛,Sim. − 𝑇𝑚𝑒𝑎𝑛,Exp.
𝑇𝑚𝑒𝑎𝑛,Exp.

|

|

|

|

|

× 100 % (11)

It is seen that the errors of TDS become larger when the current
speed increases, which is due to the top tension increase from the drag
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forces. In order to obtain a similar top tension in the TDS simulation
to that for the tests, the initial tension should be set to a level that
reflected the drag force effect, but no such optimization was performed.
However, by analyzing the results obtained by the TDA simulations, it
was seen that the relative errors were about 1%–2% regardless of the
current and tension level. This implies that TDA corresponds to a better
riser modeling approach in order to represent the features of the tests.

7.2. Stress and frequency predictions

For the stress comparisons, the maximum standard deviation of
the VIV induced stress at each cross-section was averaged along the
riser length. The results of TDS and TDA are compared in Fig. 16
both for the cross-flow and in-line cases. The area below the diagonal
line in Figs. 16a and 16b indicates which cases that give predictions
that are lower than for the tests, and the area above the diagonal
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Fig. 15. Mean of the tension at the top of the riser (simulations).

corresponds to overprediction. Generally, tests and both simulations
showed good correlations, however, the TDS tends to overestimate
more than TDA for both the cross-flow and the in-line cases. The higher
pretension of TDS increased the eigenfrequency of the riser and resulted
in higher mode VIV. In addition, the tension fluctuations of TDA gave
rise to energy transfer in the axial direction of the riser. As seen in
Fig. 16a, two cases of TDA showed much lower stress results due to
axial resonant vibrations.

When it comes to frequency prediction, the peak frequency of
the strain PSD was defined as the dominating frequencies, and the
dominating frequency at z/L = 0.33 were compared to each other.
Comparisons were made in the same way as for the mean STD stress
comparison provided by Fig. 17. Overall, the results of TDS were
more conservative than TDA because of the higher pretension and
showed a good correlation with the test for both cross-flow and in-line.
However, it was difficult to conclude on the prediction accuracy due to
the uncertainty of the empirical parameters as discussed in Section 6.
Furthermore, the in-line results of TDS and TDA in Fig. 17b were more
scattered than those for the cross-flow. To gain insights on the VIV
frequency along the riser, the wavelets of the strains were compared
for all methods at three different locations. The most tension dominated
cases and bending stiffness dominated cases were selected, and results
are shown in Fig. 18.

In the case of the VIV synchronization at low current speed as
shown in Figs. 18a and 18b, the synchronization ranges of TDS and
TDA were similar to the test regardless of the locations. However,
for the bending stiffness dominated case in Figs. 18c and 18d, the
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frequency variation patterns of both TDS and TDA became irregular
due to the instability of the VIV response. Furthermore, in the case of
TDS, there were no significant differences in frequency characteristics
according to the locations. However, as shown in Figs. 18c and 18d,
the results for the TDA near the top displayed some irregularities due
to tension fluctuations, and a weak space sharing was also observed
near the bottom. In short, although the results in Fig. 17 shows that
TDS gave better frequency predictions than TDA, the TDA reflects the
characteristics of the tests better. The time- and space-sharing could
be simulated simultaneously by application of the new in-line load
model combined with the TDA, which was able to reflect the test
characteristics more adequately.

7.3. Fatigue damage predictions

In order to compare the fatigue damage, the maximum fatigue
damage around the circumference at each cross-section was plotted
along the riser in Fig. 19. The fatigue damage was calculated using
the bending stresses, and the rainflow counting method which is im-
plemented in the WAFO MATLAB toolbox (Brodtkorb et al., 2000) was
applied. The material constant, log𝑎 was 11.687, and the slope of the S–
N curve, 𝑘 was 3 (Baarholm et al., 2006). The results in Fig. 19 comprise
a total of 6 cases that are distinguished by the tension levels and current
speeds.

When it comes to the overall trends, the high pretension results
from the TDA simulation in Figs. 19b, 19c, and 19d are relatively more
irregular than the results of the low pretension cases in Figs. 19a, 19c,
and 19e. This was related to the number of modes participating in
VIV response as discussed in Section 5. On the other hand, in the case
of TDS, all cases showed a stable fatigue damage profile. A possible
explanation is that the VIV responses at each cross-section were not
coupled with the response of the other cross-section. Furthermore, the
differences in the mode shape and the location of maximum fatigue
damage between TDS and TDA were observed as seen in Fig. 19c, which
showed a more stable profile than other cases.

Comparing the results in terms of the current speed, for the low
current speed when the in-line is relatively dominant, the prediction of
TDA showed better performance than that of TDS as seen in Figs. 19a
and 19b. Especially, for the high tension cases, although there was
inconsistency in the lower part of the riser due to weak space-sharing
processes, the irregularity of the profile was well predicted. For the
middle current speeds, the dominance of the cross-flow of the response
is getting increased so that both in-line and cross-flow effects are
important. The axial non-resonant vibration by both responses made
the stability of response worse. Therefore, the fatigue damages of the
Fig. 16. Comparison of the mean STD of the stresses.
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Fig. 17. Comparison of the dominating frequencies at the z/L = 0.33.
Fig. 18. Comparison of strain PSD wavelets. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
test were more evenly distributed along the riser than in low- and high-
current speed cases as seen in Figs. 19c and 19d. This means that the
prediction accuracy of TDA for the middle current speed will be lower
than for the other current speed cases. In the case of high current speed,
when the cross-flow was dominant, TDS was found to be conservative,
while TDA showed good correlation with the test results as seen in
Figs. 19e and 19f.
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In order to evaluate the fatigue damages for all cases, the mean
value of the fatigue along the whole riser was compared for the tests
versus the simulations, and a corresponding bias factor was defined,
i.e 𝜆𝑓𝑎𝑡 ( = 𝐷𝑚𝑒𝑎𝑛,Sim.∕𝐷𝑚𝑒𝑎𝑛,Exp.). Here, 𝐷𝑚𝑒𝑎𝑛,Exp. is the average of the
fatigue damage at each sensor, and 𝐷𝑚𝑒𝑎𝑛,Sim. is the fatigue damage at
the sensor locations which is estimated based on the results from the
simulations. The bias factor, 𝜆𝑓𝑎𝑡 is plotted as a function of current
velocity according to the pretension level in Fig. 20. For low current
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Fig. 19. Fatigue damage profiles for different currents and pretensions.
Fig. 20. Fatigue damage comparison in terms of the bias factor.
speeds, both the TDS and the TDA underpredict the fatigue damage,
while for increasing speeds they both overpredict the damage. For
the low tension cases as seen in Fig. 20a, the results from the TDA
simulations showed a good correlation with the results from the test
with a bias factor of 2 or less, although the results for the intermediate
current speeds are somewhat irregular. For the high tension cases, the
TDA gives even better predictions than for low tension as seen from
Fig. 20b. Although the results in Fig. 20 only includes a comparison
of the average fatigue damage, the corresponding results in terms of
the ratio between the values of the maximum fatigue damage is less
than 4. Regarding results from the TDS simulations, the bias factor
is somewhat higher than for the TDA in the case of high pretension.
For low pretension the bias factor is smaller than for TDA for current
velocities up to around 1.0, while above this value the ratio becomes
higher than for TD .
15
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8. Conclusions

In the present study, numerical simulations of the Hanøytangen
tests were performed in order to develop an improved time-domain
VIV model that is suitable for the estimation of deepwater riser VIV.
The main characteristics of the Hanøytangen tests related to VIV cor-
responded to a high-mode VIV response, bending stiffness dominated
behavior, and sheared current. When it comes to the prediction per-
formance of the new load model, the following notable results were
obtained:

∙ The improved in-line synchronization concept is found to be
reasonable in term of dominating frequency and time-sharing
prediction, and it is found to be more robust with respect to
modeling the in-line response characteristics than the previous
load model.
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∙ The improved load model with narrow synchronization band-
width (New1) gave a good prediction of the frequency at low
current speeds and showed good performance with respect to
representation of the space-sharing process. On the other hand,
the load model with wide synchronization bandwidth (New2)
gave good predictions of the frequency and a good representation
of the time-sharing process for the higher current speeds.

∙ The New2 model is found to be favorable with respect to predict-
ing deepwater riser VIV responses characterized by a wide in-line
vibration frequency variation range due to the high mode VIV and
the sheared current.

In addition, a comparison was made of the VIV predictions based
on the simplified (linear) and advanced (non-linear) riser models.
The advanced riser model increased the VIV prediction accuracy by
capturing the main non-linear effects inherent in the test due to tension
fluctuations. The insights based on the tension fluctuations can be
summarized as:

∙ The axial non-resonant vibrations could be adequately simulated
by the new load models. Although the degree of tension variations
was quite different from the test, the frequency characteristics of
the tension variations were well predicted.

∙ The tension fluctuation differences between tests and simulations
seem to be related to the magnitude of VIV responses. The hy-
drodynamic damping is one of the contributing parameters to be
further investigated.

∙ Resonant axial vibrations were observed in the simulation, and it
was observed that the VIV response possibly decreases when axial
resonant vibration occurs.

∙ The tension fluctuations affect the stability of the VIV process and
thereby the prediction uncertainties along the riser. Therefore,
non-linear time domain analysis needs to be considered for riser
systems with large tension fluctuations.

From the present study, it was demonstrated that not only good
quality of the VIV prediction model itself but also accurate structural
modeling is required in order to achieve precise estimates and explain
the inherent physics. The proposed load model was found capable
of capturing the key characteristics of the deepwater riser subjected
to high mode VIV responses. However, there are still uncertainties
related to prediction accuracy, especially with respect to hydrodynamic
damping and other load coefficients. The uncertainties associated with
these empirical parameters need to be reduced by means of additional
correlation studies based on suitable test data.
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