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Abstract
In this study we examine the performance of a network real-time kinematic (NRTK) positioning service at high latitudes 
( ≈ 70o N). The NRTK used is the Norwegian national positioning service “CPOS”. To test the performance, 6 geodetic quality 
receivers were deployed at various distances from the network receivers and used to collect positioning data for most of 
the year 2021. This test network is located in the night-time auroral oval region during normal conditions. Statistics are 
presented showing variation in performance as a function of the distance to the nearest NRTK receiver and as a function 
of the time-of-day. Performance is found to be significantly degraded during night-time, with approximately ten-fold 
increases of the occurrence of large positioning errors and significant increases in the time-to-fix. The distance from the 
network was also found to be a factor for significant performance degradation, with approximately ten-fold increases 
in the occurrence of large positioning errors when comparing results from a receiver close to the network (1.2 km) to a 
receiver a moderate distance away (11.5 km). The cause of the observed degradations are likely small-scale ionospheric 
density structures in the auroral oval region. Observational evidence of such gradients is shown.

Article highlights

•	 Professional satellite positioning services in the vicin-
ity of the auroral oval region are frequently degraded 
during night-time.

•	 The distance between the user and the closest network 
receiver site is an important factor for the severity of 
the degradations, even at distances of only a few km.

•	 The cause of the disturbances are likely ionospheric 
structures related to activity in the auroral oval region.
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1  Introduction

Network real-time kinematic (NRTK) positioning is a 
refinement of real-time kinematic (RTK) positioning. 
In RTK, a single reference receiver is used, and a user 
receiver located nearby this reference receiver can 
almost eliminate all spatially correlated errors (e.g. sat-
ellite position errors and tropospheric and ionospheric 
errors) through differencing of observations (user minus 
reference). However, the greater the distance is between 
the user receiver and the reference receiver (this distance 
is often referred to as the “baseline length”), the less cor-
related are e.g. the atmospheric errors between the two 
receivers, and consequently, the more difficult it is for 
the user receiver to resolve the phase ambiguities to the 
correct integers and thus obtain a high position accu-
racy. Traditionally, 10 km has been judged as an almost 
absolute maximal advisable baseline length for RTK. The 
NRTK technique was invented in order to mitigate these 
distance dependencies [1–4]. Algorithms were devel-
oped to take advantage of the network to provide more 
accurate corrections than what is possible from single 
reference receivers. [5, 6] developed a network adjust-
ment method ”NetAdjust” based on a least squares col-
location spatial interpolation algorithm (specifically, a 
variant of this that is commonly referred to as Kriging 
[7–9]), and used this to compute improved user correc-
tions. The algorithm uses covariance analysis to predict 
the user carrier-phase error statistics. The impact of base-
line length on ambiguity resolution was also analyzed 
as part of the work. When collecting GNSS pseudorange 
and phase observation data from a cluster of several (at 
least three [10, ch 3.1]) reference receivers (here called 
network receivers) and processing them in a common 
processing centre, the spatially correlated errors can 
firstly be estimated at the network receivers and then 
interpolated between them. Based on such an interpo-
lation, the processing centre can provide the user with 
synthetic observation data for the user’s location, data 
which the user receiver can use in an ordinary RTK posi-
tioning algorithm (with differencing of observations). If 
the user is located inside the receiver network and the 
spatial structures of the atmospheric errors are not too 
small for the interpolation algorithms, the user receiver 
can be allowed to operate at a considerably larger dis-
tance from the closest network receiver in the NRTK case 
than the distance it could be allowed to operate on from 
the single reference receiver in the RTK case, and still 
achieve the same position accuracy.

The Norwegian Mapping Authority (NMA) operates 
a national network of GNSS receivers, which is used for 
positioning services and various studies. NMA provides 

a positioning service “CPOS” for mainland Norway, using 
the NRTK technique. Researchers at the NMA have previ-
ously studied the statistics of ionospheric disturbances 
and their correlation with GNSS positioning errors in 
[11], and published case studies on the effects of space 
weather events on GNSS in [12–14].

An important task of the NRTK system is to account 
for spatially-dependent biases due to the atmosphere. 
These can be divided into tropospheric delays and iono-
spheric delays. The spatially-dependent information is 
necessarily more correct closer to the network receiv-
ers, as any interpolation will inevitably differ from the 
actual reality. The difference between the interpolated 
corrections and the real atmospheric delays can be 
smaller or larger, depending upon the structure of the 
atmosphere. Variations that are large-scale (larger than 
network inter-station distances) and slow to change in 
time can be modeled with some confidence, while small-
scale and/or rapid variations are much more difficult to 
model accurately.

There have been several studies performed on the vari-
ation in performance with distances from the reference 
receivers in RTK and NRTK setups (e.g. [15–18]). [19] devel-
oped a variance model for user accuracy in NRTK position-
ing as a function of baseline length by considering differ-
ent techniques such as Virtual Reference Station (VRS) [3] 
and Flächen-Korrektur-Parameter (FKP) [20]. [21] show that 
baseline length between the rover and the closest refer-
ence station affects the horizontal and vertical precision. 
As the rover moves away from the closest reference sta-
tion, precision decreases for both horizontal and vertical 
components.

The performance will depend on the geographical 
region, as the atmospheric conditions can vary substan-
tially in different regions, and to some extent on the hard-
ware and software used for the NRTK system. This study is 
based on data from a network at high latitudes ( ≈ 70o N), 
in a region which is in the auroral zone at night-time. The 
auroral zone is known to have a greater degree of iono-
spheric activity and small structuring than the ionosphere 
at middle latitudes, even during conditions that are not 
flagged as a space weather event. There are several differ-
ent processes that can structure the plasma in the auro-
ral oval (See e.g. [22–26]), and the structured plasma has 
been directly linked to signal disturbances (e.g. [27–29]). 
The objective of this study is to characterize the impact of 
these kinds of variations during normal levels of activity 
(i.e. not focusing on events) on NRTK positioning at short-
to-medium distances to the nearest network receiver.

Section 2 presents the data sources and Sect.  3 explains 
how the data have been processed. In Sect. 4, the results 
are presented and discussed. The conclusions are summa-
rized in Sect.  5.
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2 � Data sources

NMA operates a nation-wide network RTK position-
ing service named “CPOS”. The service is based on the 
Trimble Pivot Platform, which is a commercial software 
solution from Trimble Inc.. Details regarding its inter-
nal algorithms are not public information, but it can be 
considered as an industry standard implementation of 
network RTK algorithms.

The performance of the service is independently mon-
itored by what we refer to as “RTK monitors”. These are 
survey-grade GNSS receiver/antenna equipment setups 
that connect to the service in the same way as a normal 
user. The RTK monitors are managed using the “RTK-
Mon” software developed by Martin Freitag (Landesamt 
für Vermessung und Geoinformation, SAPOS®-Bayern). 
Table  1 shows basic information about the monitor 
receivers.

RTKMon starts a measurement session each 60  s. 
When a session starts, the RTK monitor receiver will 
receive the correction data from the RTK server. This 
data stream continues until the receiver has reported 5 
good (fixed ambiguities) solutions to RTKMon. Then, the 
RTK correction data stream to the monitor is switched 
off. The RTK monitor receiver will try to extrapolate the 
corrections in order to keep a fix solution for up to 30 s. 
Eventually the receiver will revert to a less accurate 
(floating ambiguities) solution, and later to an autono-
mous solution or no solution. The monitoring system 
tracks these different states, as well as the calculated 
coordinates every second. Under very bad conditions 
it may take a long time before a fixed solution can be 
found. When this happens RTKMon may extend a meas-
urement session beyond its default length. The main 
objective for the periodic resets is to measure the time-
to-fix (TTF), which is the time from the start of a RTKMon 
measurement period until the first coordinate solution 
with fixed ambiguities. Its lowest possible value is 1 s. 
Typical values for a user with good equipment and good 
environmental conditions are in the single digit seconds.

In addition to the measurement session data logged 
by RTKMon, raw positioning data are stored at full (1 s) 
resolution. The raw positioning data consist of timetags, 
coordinates and status flags.

Figure 1 shows the geographic positions of the moni-
tor receivers and the NRTK (CPOS) receivers in the area. 
The distances between TRO1 and its immediately sur-
rounding network receivers (HANC, OLDC, BALC, FINC, 
SOMM) are from 36 to 62 km. For this study, we use data 
from the whole year of 2021. The receivers TM01, TM03, 
TM04 and TM05 have been operating since the 26th April 
2021, while MTRM and MSIM have been operating the 

entire year. The monitors are using data from the GPS, 
GLONASS and Galileo constellations when calculating 
their positions.

3 � Method

All coordinate data used in this study are filtered to only 
include coordinates with a status of “RTK fixed”, which 
means that the receiver reports that it is using a fixed 
ambiguities solution.

To define the position error, a “true” coordinate must be 
defined. The position error is the difference between the 
instantaneous coordinate and the “true” coordinate. The 
“true” coordinates are weekly static solutions computed 
using the Bernese software [30]. As the solutions from 
Bernese were in the global reference frame IGb14, while 
the CPOS service provides coordinates in the national ref-
erence frame EUREF89 (which is the same as the European 
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Fig. 1   Geographic locations of the GNSS receivers. Red stars are 
RTK network receivers, while blue triangles are monitor receivers

Table 1   Information about monitor receivers used and their dis-
tance from the closest network RTK receiver

Receiver code Receiver type Antenna type Distance 
from 
TRO1

MTRM TPS NET-G5 TPSCR.G5 TPSH 1.38 m
TM01 Leica GR50 LEIAR10 1.2 km
TM03 Leica GR50 LEIAR10 5.3 km
TM04 Leica GR50 LEIAR10 11.8 km
TM05 Leica GR50 LEIAR10 11.5 km
MSIM TPS NET-G5 TPSCR.G5 TPSH 19.5 km
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Terrestrial Reference System 1989 (ETRS89)), the solutions 
must be transformed in order to be compared. The trans-
formation library “PROJ” [31] was used to perform the 
transformations. For the “TM0_” test monitor receivers, 
there were residual coordinate offsets present. The off-
sets were computed as the difference between the mean 
Bernese coordinate and the mean CPOS coordinate, over 
the entire time period where CPOS coordinates were avail-
able. The vertical coordinate time series were corrected 
by these offsets, whose magnitudes were 3.1, 0.4, 1.4 and 
2.6 cm for TM01, TM03, TM04 and TM05. Horizontal off-
sets were generally smaller and were not corrected for. A 
constant offset for the entire time series is not a result of 
ionospheric disturbances or other atmospheric effects. 
Thus we do not need to know the exact reason for the off-
sets, which is likely a lack of calibration as these receivers 
are not as well calibrated as the operational receivers that 
contribute to positioning services. No offset corrections 
were applied for MTRM and MSIM.

The positioning data are split into intervals with length 
300 s. Within each interval, the following measures of per-
formance are calculated:

•	 Mean position error, separately in 3 dimensions (north, 
east and vertical in a local coordinate system)

•	 Standard deviation of position, separately in 3 dimen-
sions. This will be referred to as the “Noise” in position.

•	 Mean time-to-fix (TTF) during the interval

The data from the 300-second intervals are further pro-
cessed in different ways to produce statistics:

•	 Statistics by day: For each day, the 5th percentile, 
median and 95th percentile of the position error and 
the median and 95th percentile of the position noise are 
calculated.

•	 Statistics by time-of-day: For each hour of the day, the 
5th percentile, median and 95th percentile of the posi-
tion error, the median and 95th percentile of the posi-
tion noise and the median, mean and 95th percentile 
of the TTF are calculated (using the entire dataset, not 
just a single day).

•	 Coarser statistics by time-of-day: For the time periods 
“Magnetic Night”, “Magnetic Dawn”, “Magnetic Day” and 
“Magnetic Dusk”, probabilites for the position error, 
posision noise and TTF to have a small, moderate or 
large value are calculated. “Magnetic Night” is defined 
as 20 to 03 UTC, “Magnetic Dawn” as 03 to 08 UTC, 
“Magnetic Day” as 08 to 15 UTC and “Magnetic Dusk” 
as 15 to 20 UTC. The main reason for the choice of these 
time periods is to clearly distinguish the time spent in 
or near the night-side auroral oval (“Magnetic Night”) 
from the time spent well away from it (“Magnetic Day”) 

The “Magnetic” prefix is used to clearly distinguish 
these from the definition of day/night based on the 
presence/absence of sunlight. Statistics are also cal-
culated for the time periods “Darkness” and “Sunlight”, 
which are defined by the Sun being below or above the 
horizon.

•	 Probability density functions of the position error and 
position noise.

•	 Statistics by distance to nearest network receiver: For 
the time periods “Magnetic Night” and “Magnetic Day”, 
the median and 95th percentile of the position error 
and the median and 95th percentile of the position 
noise for each monitor receiver are calculated.

4 � Observations and discussion

Figure 2 shows the daily statistics for MSIM in 2021. The 
plot shows that the errors we see in the statistics are not 
just from one or two strong events, but is a frequent fea-
ture throughout the year. The reason for this is that as the 
location is located in the auroral oval during normal con-
ditions, even very modest levels of enhanced activity can 
result in disturbances. There appears to be a slightly higher 
occurrence of errors during the first and fourth quarter of 
the year, which may be related to the semi-annual “Russell-
McPherron” effect [34], but without a multi-year dataset 
we do not feel confident to draw a firm conclusion regard-
ing that.

Figure 3 shows the statistics by hour-of-day for the 
East, North and Vertical coordinates of TM03. Both posi-
tion bias and noise are increased during night-time for 
all three directions, but are significantly more increased 
for the vertical direction. The figure is included to show 
that the horizontal coordinates behave similarly to the 
vertical coordinate, but with smaller values. This has also 
been manually verified for the other receivers. To limit the 
amount of figures and tables in this paper, the rest of the 
results focus only on the vertical coordinate.

Figure 4 shows the statistics by hour-of-day for the Ver-
tical coordinates, for all monitor receivers. MTRM differs 
from the others by having almost completely flat graphs. 
Otherwise, the position errors increase at night and with 
distance from TRO1. The variation of the position errors as 
a function of time-of-day increases significantly for receiv-
ers far away from the network receiver. For MTRM, which is 
co-located with the network receiver TRO1, errors are gen-
erally very low and show no noticeable variation by time-
of-day. For the rest of the monitor receivers, the errors are 
higher at night-time and higher for receivers further away 
from TRO1. This is consistent with being caused by small-
scale ionospheric structures. At night this region is in the 
auroral zone, in which several processes can create and 
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propagate density structures in the ionospheric plasma. 
This explains the timing of the enhanced errors. Errors that 
are increasing by distance from the network receiver in an 
NRTK service are a result of a mismatch between the real 
atmosphere and the modeled/interpolated atmosphere. 
As the variations of ionospheric density at scales smaller 
than the inter-station distances becomes stronger, it is 
expected that the errors in the interpolation will increase. 
The variation seen in Fig. 4 is smooth, and the period of 
enhanced activity is shorter than the period of low activ-
ity. A function with a cosine in its core, raised to a suitable 
power and with several offsets in different places of the 
equation, can mimic this shape. As an example, this func-
tion is similar to the top red line in the top panel:

We emphasize that this function is only intended as a 
rough illustration of the form of the functional relation-
ship. It is not based on physical principles or properly fitted 
to the data.

To illustrate this, we have used the data from the 
same set of receivers as shown in Fig.  1 during a day 
with stronger ionospheric activity (18 October 2021) 
and studied spatial variation of the ionospheric delay. 
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The methodology and the tool used for this analysis are 
detailed in [32, 33]. Figures 5 and 6 show the spatial iono-
spheric gradient observed on the GPS PRN23 measure-
ments by the NRTK station pairs and test receivers. As can 
be seen from Fig. 5, while the multiple of the NRTK station 
pairs do observe the spatial gradient, the magnitude of 
the observed ionospheric slope is lower compared to the 
observations made by the TRO1 and test receiver pairs that 
are separated by shorter distances. Another detail thought 
to make accurate interpolation more challenging during 
the periods of stronger ionospheric activity is the temporal 
decorrelation of the ionospheric slope observations intro-
duced by the combined motion of the ionospheric wave 
front and the satellite’s IPP velocity. This detail can be seen 
in Fig. 6, where the ionospheric wave front approaching 
the test network is observed first by TRO1-TM05 receiver 
pair, and then by TRO1-TM3, TRO1-TM04, and TRO1-MSIM 
respectively.

To check how well the daily pattern shown in Fig.  4 
holds throughout the year Fig.  7 shows the hourly sta-
tistics for the 95th percentile of vertical position noise for 
the receiver MSIM, split by month. Lines show the times 
of sunset, sunrise and equinoxes. The major cause for dis-
turbances of GNSS signals in this region is expected to 
be activity in the auroral oval region. This kind of activity 
is driven by the interaction between the solar wind and 
Earth’s magnetic field and will thus vary with the magnetic 

Fig. 2   Time series of daily 
statistics of position bias and 
noise for MSIM. Top panel: 
Median, 5th and 95th percen-
tile of vertical position error. 
Bottom panel: Median and 
95th percentile of vertical posi-
tion standard deviation
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local time. (For a limited region and time period (i.e. less 
than decades), magnetic local time is equal to UTC plus 
an offset.) The high-latitude space weather impacts have 
a semi-annual variation, which can be explained by the 
modulation of reconnection processes by the variation of 
the tilt of the Earths magnetic field relative to the solar 
wind [34]. The hour-of-day has the strongest co-variation 
with the disturbance level, and the increased level of dis-
turbances around the equinoxes is clearly seen in the fig-
ure. Whether the atmosphere is sunlit or not will modify 
the background conditions of the ionosphere, which may 
modulate the response of the ionosphere to the external 

influence from space weather activity. We do not have 
sufficient data to clearly separate these contributions 
which are necessarily correlated as they all are functions 
of time. The general conclusion is that for all months there 
is more noise close to midnight than close to midday, with 
a similar shape of variation throughout the day, but the 
magnitude of the increased noise is lower during summer 
and highest near (+- 2 months) the equinoxes. The same 
general pattern is also true for the position errors and for 
the other monitor receivers, but with smaller magnitudes 
of the effect. Further analysis of these effects should be 
based on a multi-year dataset.
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Fig. 3   Statistics as a function of time-of-day for TM03, with a sub-
plot for each coordinate axis (East/North/Vertical). Top panel of 
each subplot: Median, 5th and 95th percentile of position error. 

Bottom panel of each subplot: Median and 95th percentile of posi-
tion standard deviation
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Fig. 4   Statistics as a function of 
time-of-day. Top panel: 5th and 
95th percentile of vertical posi-
tion error. Bottom panel: 95th 
percentile of vertical position 
noise (standard deviation)
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Fig. 6   Spatial decorrelation of 
ionospheric delay observed on 
the GPS PRN23 based on the 
TRO1 station and test receiver 
data
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Figure 8 shows the statistics by hour-of-day for the 
time-to-fix, for all monitor receivers. The receivers are 
sorted by distance from the nearest network receiver, 
TRO1, in ascending order going left-to-right and top-to-
bottom. For the contents of this plot the receiver type 
is important. The “TM0#” receivers are Leica GR50, while 
MTRM and MSIM are TPS NET-G5. The Leica receivers 
appear to have a hard-coded restriction that at least 5 s 
of data are required before reporting a fixed ambigui-
ties solution. Thus their base level of time-to-fix is differ-
ent from the Topcon receivers and their mean values are 
shifted slightly higher. The MTRM receiver almost always 
achieves an instant fix, while the other receivers show 
increased values at night and with distance from TRO1. 
TM01, at the distance of 1.2 km, shows a small increase at 
night-time, but the difference would likely not be notice-
able for most applications. The other monitor receivers 
show greater increases, with their 95th percentiles peak-
ing at several tens of seconds. At MSIM during day-time, 
the mean value is greater than the 95th percentile. In fact, 
both the median and 95th percentile are at the perfect 1 s 
value. This indicates that the data includes a small number 
of large spikes. In other words, its performance is generally 
good but has intermittent problems.

Figure 9 shows the probability density functions of 
the vertical position errors for each receiver and Fig. 10 
shows the probability density functions of the vertical 

Fig. 8   Statistics as a function of time-of-day, in a subplot for each monitor receiver. The plots shows the median, mean and 95th percentile 
of the time-to-fix

Fig. 9   Probability density function of vertical position error, using 
the entire dataset for each receiver
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position noise for each receiver, based on the entire 
dataset. The receivers MTRM and MSIM are drawn with 
dotted lines to distinguish them from the rest because 
they are of a different receiver type and also have a 
longer time period of data, both of which could poten-
tially influence the statistics. The probability density 
functions (PDFs) for vertical position errors clearly have 
a shape that depends on the distance from the network 
receiver. PDFs for the monitor receivers that are further 
away have a lower peak at zero error and larger values 
at the flanks. The position error PDF for MTRM is almost 
entirely within ± 1  cm, while the monitor receivers 
that are far away have distribution tails that extend far 
beyond the area shown in the plot. The PDFs for vertical 
position noise also clearly depend on the distance from 
the network receiver. The main features to notice in the 
plot are:

•	 Location of the peak of the distribution. For all receiv-
ers, including MSIM, the peak is located at higher val-
ues (further to the right in the plot) for receivers at a 
greater distance. The distributions all have a peak at 
the low end of their range of values, followed by a 
long tail.

•	 Height of the peak of the distribution. Apart from 
MSIM the height of the distribution peak is lower for 
receivers at greater distance, meaning that a lower 
portion of the noise values are at the low values.

•	 Distribution tails. Inversely to the previous points, 
receivers at a greater distance have a larger portion 
of the noise values at large values.

The reason that the PDF of MSIM does not fully match the 
pattern is likely a result of small differences in handling of 
noise by the hardware and/or firmware.

Figure 11 shows the median and 95th percentile of the 
absolute vertical position error as a function of distance 
to the nearest network receiver, for day-time (top panel) 
and night-time (bottom panel). All measures increase with 

Fig. 10   Probability density function of vertical position standard 
deviation, using the entire dataset for each receiver
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increasing distance, but the night-time 95th percentile has 
a particularly strong increase with distance.

Figure 12 shows the median and 95th percentile of the 
vertical position noise as a function of distance to the near-
est network receiver, for day-time (top panel) and night-
time (bottom panel). The night-time 95th percentile clearly 
increases with distance. The other measures show weaker 
signs of increase with distance.

Figures 11 and 12 show an overview of how the posi-
tion errors increase with increasing distance from the 
network receiver. In general, all measures of positioning 
errors increase with increasing distance. However, the 95th 
percentile of both position error and noise have a much 
stronger response than the other measures. This can be 
understood as greatly enhanced tails of the distributions, 
or in other words that the occurrence rates of intermittent 
large errors is greatly increased. While the position errors 
are generally increased during night-time and at greater 
distance to the network receiver, the more practically sig-
nificant difference is a greatly enhanced risk that a single 
measurement will have a large error.

Several tables present a different way to view the 
data, sorting the data for each monitor receiver by time 
of day and by small/moderate/large values, as speci-
fied in the tables. This way of presenting the statistics 

quantifies the amount of observations that have large 
errors/noise/TTF. Table  2 show the probabilities of 
the absolute vertical position error during magnetic 
“Night”/“Dawn”/“Day”/“Dusk” and during the time of sun-
light or darkness to be in the categories “Less than 1 cm”, 
“Between 1 and 5 cm” and “5 cm or greater”. Table  3 show 
the probabilities of the vertical position noise during mag-
netic “Night”/“Dawn”/“Day”/“Dusk” and during the time 
of sunlight or darkness to be in the categories “Less than 
1 cm”, “Between 1 and 5 cm” and “5 cm or greater”. Table 4 
show the probabilities of the time-to-fix during magnetic 
“Night”/“Dawn”/“Day”/“Dusk” and during the time of sun-
light or darkness to be in the categories “Less than 10 s”, 
“Between 10 and 30 s” and “30 s or greater”.

The tables for MTRM re-confirms its near-flawless 
performance in all parameters. The tables for the rest 
of the monitor receivers show again that performance 
is poorer at night-time and for receivers further away 
from the nearest network RTK receiver. In terms of the 
statistics for position errors of 5 cm or more, the increase 
from day-time to night-time was approximately tenfold. 
For TM01 (at 1.2 km distance) the increase in occurrence 
was from 0.3% to 2.0%, while for TM05 (at 11.5 km dis-
tance) it was from 2.3% to 14.7%. From those numbers 
we also see an approximate ten-fold increase in the 

Table 2   Probability for height 
error magnitude

|posErr| Mag.Night (%) Mag.Dawn (%) Mag.Day (%) Mag.Dusk (%) Darkness (%) Sunlight (%)

Tromsø-monitor (MTRM)
 < 1 cm 95 95 95 95 92 97
 1–5 cm 5 5 5 5 8 3
 ≥ 5 cm 0.0 0.0 0.0 0.0 0.0 0.0

Tromsø-test-1 (TM01)
 < 1 cm 66 77 78 72 68 77
 1–5 cm 32 23 22 27 31 23
 ≥ 5 cm 2.0 0.3 0.3 1.0 1.7 0.4

Tromsø-test-3 (TM03)
 < 1 cm 46 65 70 61 53 65
 1–5 cm 47 33 30 36 42 33
 ≥ 5 cm 7.5 2.0 0.6 3.4 6.0 1.8

Tromsø-test-4 (TM04)
 < 1 cm 34 50 55 46 42 50
 1–5 cm 51 44 43 47 47 46
 ≥ 5 cm 14.9 5.3 2.0 6.5 11.1 4.4

Tromsø-test-5 (TM05)
 < 1 cm 32 45 52 44 40 46
 1–5 cm 54 49 46 49 49 49
 ≥ 5 cm 14.7 6.1 2.3 6.7 10.4 5.0

Simavika-monitor (MSIM)
 < 1 cm 31 41 44 37 34 41
 1–5 cm 52 53 55 55 53 54
 ≥ 5 cm 16.9 5.5 1.5 8.1 12.5 4.2
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night-time occurrence of large coordinate errors from 
TM01 to TM05. The occurrence of large values of posi-
tioning noise exhibits a similar day/night difference, but 
does not appear to increase as rapidly with distance. The 
statistics for positioning disturbances sorted by the Sun 
being in view or not show similar behaviour, with signifi-
cantly more disturbances during darkness than during 
sunlight, but with a lower ratio than when comparing 
the magnetic night and day. There is necessarily a large 
degree of correlation between these two ways of sort-
ing the observations. The Fig. 7 provides a visualization 
of how the disturbances vary as a function of the time-
of-day and year. This supports the conclusion that the 
time-of-day has a greater explanatory power than the 
amount of direct solar radiation, but that there is a semi-
annual modulation of the level of activity and a possi-
ble modulation from the background ionization due to 
direct radiation.

Assumptions about normality of observations are com-
monly used in data analysis by the modeler and help to 
carry out the inference and hypothesis testing [35–37]. 
Most test statistics, for instance the Student t-test and 
Fisher F-test, rely on normality assumptions. Based on the 
results seen earlier, we suspect that data from disturbed 
periods will deviate from the Gaussian distribution.

To check this, we reconfigured one of the monitor 
receivers (TM05) to record coordinates at 1 s resolution 
without the periodic resets described in the introduction. 
This removes the ability to test the time-to-fix, but allows 
a better view of the distributions. With this configuration, 
a dataset of more than 1 month was recorded during 
2022. No major events occurred during the measurement 
period. The dataset was split into 5 min length intervals 
and the distributions were analyzed to assess the devia-
tion from the Gaussian distribution. Two representative 
examples of the results are included in this paper.

The normality detection indicator used in this investi-
gation is the p-value of the test, which is defined as the 
observed significance level. A small value indicates there 
is a strong evidence for the alternative hypothesis H1 and 
will lead to rejection of H0 . The H0 hypothesis is that the 
data has a Gaussian distribution, while H1 is the opposite. 
Mathematically, the p-value reads:

where c0 is the observed value of the test statistics T ( ⋅ ) , 
and P( ⋅ |H0) denotes the probability under H0 . One major 
advantage of using p-value is that the hypothesis testing 
becomes very easy, because the probability tables are no 

(2)p = P(T ≤ c0|H0)

Table 3   Probability for vertical 
position noise

std(pos) Mag.Night Mag.Dawn Mag.Day Mag.Dusk Darkness Sunlight

Tromsø-monitor (MTRM)
 < 1 cm 97 98 98 98 97 98
 1–5 cm 3 2 2 2 3 2
 ≥ 5 cm 0.0 0.0 0.0 0.0 0.0 0.0

Tromsø-test-1 (TM01)
 < 1 cm 31 60 68 51 38 61
 1–5 cm 63 39 32 46 57 37
 ≥ 5 cm 5.7 1.1 0.4 3.0 4.5 1.4

Tromsø-test-3 (TM03)
 < 1 cm 21 50 59 40 29 51
 1–5 cm 69 48 40 56 64 47
 ≥ 5 cm 9.3 1.9 0.6 4.3 7.2 2.1

Tromsø-test-4 (TM04)
 < 1 cm 18 40 45 29 27 38
 1–5 cm 71 57 53 65 65 59
 ≥ 5 cm 11.4 3.5 1.5 5.6 8.2 3.6

Tromsø-test-5 (TM05)
 < 1 cm 16 37 44 30 29 35
 1–5 cm 73 59 55 66 64 62

   ≥ 5 cm 10.5 3.5 1.3 4.8 7.1 3.4
Simavika-monitor (MSIM)
 < 1 cm 28 42 46 38 34 42
 1–5 cm 55 53 53 56 54 54
 ≥ 5 cm 16.5 4.8 0.7 6.5 11.6 3.4
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longer necessary. The interested reader can find a proce-
dure on how to compute the p-value for a specific test 
statistics T ( ⋅ ) in [38, p. 200]. Normality tests that can be 
used are:

•	 Jarque-Bera ( TJB ): The Jarque-Bera normality test [39] 
uses the third and the fourth moments about the mean 
known as the skewness and kurtosis, respectively, to 
assess the deviation from normality.

•	 Kolmogorov-Smirnof(TKS ): The empirical test statistic 
D = T

KS
 is based on the empirical distribution function 

(EDF). Kolmogorv–Smirnov test statistics are used to 
determine if the observations follow a certain distri-
bution not just test for normality [40]. The interested 
reader of the original work of the Kolmogorov’s 1933 
paper is referred to [41].

•	 Shapiro and Shapiro-Francia ( TSF ) normality test [42]
•	 Other test statistics can also be used. For instance; 

Anderson-Darling, Cramer-von Mises, and Pearson chi-
square tests

All of these have been computed, and agree of the devia-
tions from the Gaussian distribution, but in the example 
figures we only list the value of the Kolmogorov-Smirnof 
test. Figure 13 shows an example of good data, where the 

Gaussian assumption is reasonable, while Fig. 14 shows 
an example of bad data, where the Gaussian assumption 
does not hold. The distributions are observed to devi-
ate in several ways, including distributions with multiple 
peaks, asymmetric, not centered around zero, and with sig-
nificantly longer tails (more extreme values). This can for 
example lead to erroneous results in integrity test, which 
in the worst case will fail to detect integrity violations.

5 � Conclusions

In this study we have examined the performance of a 
NRTK positioning service at high latitudes ( ≈ 70o N), as a 
function of time-of-day and distance to the nearest NRTK 
receiver.

Ambiguities fixing performance is good at TM01 
(1.2 km), but suffering at TM03 (5.3 km) and greater dis-
tances. At day-time the effect of increased time-to-fix is 
small, while at night it can reach tens of seconds.

Positioning biases and noise are increased at all dis-
tances tested from 1.2  km and greater. The increase 
in occurrence of large coordinate errors (>  5 cm) is 

Table 4   Probability for time-
to-fix

TTF Mag.Night Mag.Dawn Mag.Day Mag.Dusk Darkness Sunlight

Tromsø-monitor (MTRM)
 < 10 s 100 100 100 100 100 100
 10–30 s 0 0 0 0 0 0
 ≥ 30 s 0.0 0.0 0.0 0.0 0.0 0.0

Tromsø-test-1 (TM01)
 < 10 s 98 99 100 99 99 99
 10–30 s 1 1 0 1 1 0
 ≥ 30 s 0.2 0.1 0.0 0.1 0.2 0.1

Tromsø-test-3 (TM03)
  < 10 s 84 94 98 93 88 96

 10–30 s 13 5 2 5 10 4
 ≥ 30 s 3.7 1.1 0.3 1.5 2.7 0.8

Tromsø-test-4 (TM04)
< 10 s 76 90 94 90 83 91
 10–30 s 18 8 5 8 13 7
 ≥ 30 s 6.1 2.1 0.9 2.2 4.2 1.6

Tromsø-test-5 (TM05)
 < 10 s 75 89 94 89 83 91
 10–30 s 19 9 5 8 13 7
 ≥ 30 s 5.9 2.2 0.9 2.2 3.9 1.7

Simavika-monitor (MSIM)
 < 10 s 83 95 99 93 89 96
 10–30 s 10 3 1 4 7 2
 ≥ 30 s 6.4 1.7 0.3 2.6 4.4 1.3
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approximately ten-fold when comparing the monitor 
receiver at 1.2 km to the monitor receiver at 11.5 km.

During magnetic night-time there is a greatly enhanced 
risk that a single measurement will have a large error. The 
increase in occurrence of large coordinate errors is approx-
imately ten-fold when comparing magnetic night-time to 
day-time.

We have observed signs of a semi-annual modulation 
of the level of disturbance, which may be explained by the 
“Russell-McPherron” effect.

The cause of the observed degradations are likely small-
scale (few km or less) ionospheric density structures in the 
auroral oval region.

Fig. 13   Distributions of 
coordinates based on 5 min of 
undisturbed data. Top panel 
shows the X coord. distribution 
along with a best fit of a zero-
centered Gaussian. Middle and 
Bottom panel show the same, 
for the Y and Z coordinates
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During disturbed periods, the distributions of the calcu-
lated coordinates are no longer following a Gaussian distri-
bution. This can lead to misleading integrity information.
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centered Gaussian. Middle and 
Bottom panel show the same, 
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