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a b s t r a c t

In this study, we combine graph optimization and prediction in a single pipeline to investigate an
innovative convolutional graph-based neural network for urban traffic flow prediction in an edge IoT
environment. Pre-processing of the linked graph is first performed to remove noise from the set of
original road networks of urban traffic data. Outlier detection strategy is used to efficiently explore
the road network and remove irrelevant patterns and noise. The resulting graph is then implemented
to train an extended graph convolutional neural network to estimate the traffic flow in the city. To
accurately tune the hyperparameter values of the proposed framework, a new optimization technique
is developed based on branch and bound. For comparison, an intensive evaluation is conducted with
multiple datasets and baseline methods. The results show that the proposed framework outperforms
the baseline solutions, especially when the number of nodes in the graph is large.

© 2022 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

The vast volume of data created by Internet of Things (IoT)
ensors is a difficult computing problem to solve [1–3]. Edge
omputing is a new computing paradigm that is being used to
olve this issue [4,5]. It can bring computing power closer to end
evices, reducing computational and energy consumption. Edge
omputing has been used for various smart city applications [6]
uch as smart home [7], smart healthcare [8], and smart trans-
ortation [9]. In the latter, one of the most important case studies
s traffic forecasting for use in any edge computing environ-
ent [10]. The forecasting of traffic is of the utmost importance

n ever evolving Intelligent Transportation Systems (ITS). At this
tage of ITS, agreement can be found that it has a significant
mpact on global life [11–13]. It is vital to accurately predict accu-
ate traffic flow in order to safeguard public transportation from
oth efficiency and congestion. ITS is also considered for decision
upport in traffic management. Some examples include traffic
ignal changes and controls mechanisms [14–16]. Nonetheless, it
as been able to gradually attract a lot of attention from many
esearch groups [17,18], with a slew of applications in optimal

∗ Corresponding author.
E-mail address: jerrylin@ieee.org (J.C.-W. Lin).
ttps://doi.org/10.1016/j.future.2022.09.018
167-739X/© 2022 The Author(s). Published by Elsevier B.V. This is an open access a
resource allocation, transportation anomaly detection, and city
management [19–21].

1.1. Motivation

Standard Machine Learning (ML) and statistical methods can
be commonly used to first build approaches in the prediction
of traffic flow. However, these methods [22,23] only take into
account temporal data and disregard the importance of spa-
tial data in effective prediction. According to our observations,
road conditions around roadways have a high causal relationship
with the prediction of traffic flow. Deep learning-based traffic
forecasting algorithms have recently been intensively investi-
gated [17,24,25]. Some researchers [26,27] described the traffic
network as grids and capture the spatial correlations using a
convolutional neural network (CNN). Due to the irregularity of
the roadways, modeling with grids will ultimately lose topology
information within the traffic network. Some studies suggested
representing roads as nodes and creating edges based on the
connections between road networks to solve this problem. Then,
using a Graph Convolutional Neural Network (GCNN), which can
efficiently capture various correlations, aggregate the information
of neighboring nodes to further incorporate prior knowledge
about the transportation network and capture the complicated
rticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

https://doi.org/10.1016/j.future.2022.09.018
http://www.elsevier.com/locate/fgcs
http://www.elsevier.com/locate/fgcs
http://crossmark.crossref.org/dialog/?doi=10.1016/j.future.2022.09.018&domain=pdf
http://creativecommons.org/licenses/by/4.0/
mailto:jerrylin@ieee.org
https://doi.org/10.1016/j.future.2022.09.018
http://creativecommons.org/licenses/by/4.0/


Y. Djenouri, A. Belhadi, G. Srivastava et al. Future Generation Computer Systems 139 (2023) 100–108

f
f
u
i
c
l
f
c

m
P
o
r
S

2

r
a
p
n
t
3

spatiotemporal connections. Especially for large cities, the result-
ing graphs usually contain a considerable number of nodes and
edges. Pre-processing of the graphs is required to remove noise,
outliers, and redundant nodes from the graphs before they can be
accurately processed. The abundance of hyperparameters offered
by graph convolutional neural network-based models poses a sig-
nificant additional barrier to traffic flow prediction. The random
selection of these values leads to a significant decrease in the
overall effectiveness of the learning process. In addition, it may
be uncertain whether adequate convergence is achieved, since it
takes a long time to adjust the parameters for such structures.
Branch and bound methods based on optimization have been
successfully used to solve similar problems in the recent research
literature [28,29]. Motivated by the success of graph convolution
neural network [12,18,30], outlier detection [30–32] in solving ITS
applications, and the branch and bound in solving optimizations
problems [28,29] this article presents a new framework for traffic
flow forecasting. The novelty of this work is the development of
an end-to-end framework that first cleans the data using outlier
detection techniques, then processes the cleaned data using graph
convolution neural network, and finally optimizes the learning
process using hyperparameter optimization techniques.

1.2. Contributions

PROMOTION (graPh neuRal netwOrk fraMework fOr TraffIc
lOw forecastiNg) is an intelligent hybrid framework for traffic
low forecasting that we developed in this work. The framework
ses the neural network with graph convolution and explores
ntelligent graph-based pre-processing techniques. First, the road
onditions are collected and the noise is removed with an intel-
igent filter based on anomaly detection. The new urban traffic
lows are then predicted using the neural network with graph
onvolution. Below is a list of our contributions:

1. A unique filtering method based on outlier detection is
used to remove noise from road-based graphs. In addition,
advanced deep learning based on a neural graph convolu-
tional network is used to predict traffic flow from the road
network.

2. Accurately explore the configuration space of different
PROMOTION hyper-parameter values, we propose a new
branch-and-bound optimization technique. This hyper-
parameter optimization approach improves the conver-
gence of PROMOTION for traffic flow prediction.

3. PROMOTION is evaluated using extensive experiments with
known traffic flow prediction data. Results show that our
methodology outperforms the baseline algorithms in both
accuracy and runtime.

Paper Organization. Section 2 gives an in-depth review of the
ain works for traffic flow forecasting, followed by details of the
ROMOTION framework in Section 3. Next, Section 4 evaluates
ur framework. Section 5 provides the lessons learned in this
esearch study and the future directions of PROMOTION. Lastly,
ection 6 gives some brief concluding remarks.

. Related work

Deep learning has recently been used in a variety of problems
elating to intelligent transportation applications, including group
nomaly detection, object detection, and traffic flow forecasting
rediction [30,33–35]. Traffic flow forecasting is a basic compo-
ent that is required in almost all applications. It is defined as the
ask of predicting flows from a certain urban road scenario [11,

5].
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Li et al. [35] used a data-driven strategy to create a new
graph that preserves hidden spatial–temporal relationships. This
data-driven adjacency matrix can extract correlations that may
not be apparent in a particular geographical graph. Then, to
capture spatial–temporal dependencies synchronously, the au-
thors offer a unique spatial–temporal fusion graph module and
present a methodology for simultaneously capturing local and
global correlations by combining a Gated dilated Convolutional
Neural Network (CNN) module with a spatial–temporal fusion
graph module. Long-term spatial–temporal disparities.

Lu et al. [18] predict traffic conditions for several time steps
ahead and present a unique Spatio-temporal adaptive gated graph
convolutional network. It is made up of two primary components:
(1) multidimensional self-awareness, and (2) mix-hop AG-GCN
extraction. To obtain the final prediction results, the output of
several components is weighted together.

Zhang et al. [12] offered a graph-based temporal attention
framework that takes both spatial and temporal correlation into
account when forecasting traffic flow using data from numer-
ous sensors. Because it keeps more features in the algorithms,
this approach can be better capture spatial dependencies when
using graph embedding techniques on sensor networks. It also
introduced an attention technique for identifying temporal rela-
tionships.

Fang et al. [36] developed the long short-term memory with
an attention mechanism for traffic flow forecasting. The attention
mechanism is used to assist the network model in assigning dif-
ferent weights to various inputs, focusing on vital and important
data. It also examines the regular pattern of traffic flow where a
large training data with the associated ground truth is created.

Chen et al. [37] predicted the traffic flow and status of the se-
lected road segment. The solution is based on deep reinforcement
learning and the long short-term memory models. A fuzzy-based
model is also used to characterize the traffic situation.

Zeng et al. [25] introduced a deep learning model for predict-
ing the influx and outflow of each region of the entire metropolis.
In particular, the temporal closeness, and the periodicity of crowd
flow are analyzed using the structure of interactive attention and
convolution. The interactive attention layer learns the importance
of closeness, and the periodicity of crowd flow to model the long-
term dependence of time, and then uses the feature fusion to
capture complex correlations at different levels.

Ouyang et al. [38] proposed a new system for crude oil traffic
flow forecasting that uses long short-term memory and a graph
convolutional network. It first built a maritime transportation
network, then calculated and predicted node traffic flow based
on trajectory data as well as crude oil dock location. A maritime
crude oil transportation network based on the supply–demand
connection, ship trajectory, and route data is created. Then, for
each port, the number of crude oil tankers that completed the
up-load/offtake tasks is determined. The deep learning neural
network called the long short-term memory and graph convo-
lutional network is finally designed to extract the temporal and
spatial properties of crude oil.

Raskar et al. [39] explored a hidden Markov model to create an
improved traffic flow forecast model. The average true range, the
exponential moving average, the relative strength indicator, and
the rate of change is the input features that have been exposed
to the hidden Markov model. The mean fitness-oriented dragonfly
algorithm is also investigated to optimally tune the state numbers
of the hidden Markov model.

Wang et al. [40] explored the time-variant graph convolutional
network to model the dynamic spatial correlations at different
times and capture the traffic graph’s stable spatial correlations.
In addition, a gated multi-scale temporal convolutional module

is constructed to extract the long-range temporal dependencies
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inside traffic nodes, which are then fed into the first model to
jointly investigate traffic node spatial correlations.

Yi et al. [41] developed an attention-based spatiotemporal
raph attention network (ASTGAT), which investigates the atten-
ion mechanism with the graph convolution neural network to
rocess the spatiotemporal features of traffic flow data. It is able
o deepen the network to improve the accuracy of its predictions
y using multiple residual convolutions and high-low feature
oncatenation. These techniques allow dynamic spatiotemporal
orrelations to be captured in the data. The temporal correlations
f the latest, daily, and weekly periods are each modeled inde-
endently by one of the three elements that make up ASTGAT.
t is possible to construct numerous spatiotemporal blocks for
ach component using the attention mechanism, dilated gated
onvolution, and the graph attention network.
To simulate the complicated spatiotemporal interactions in

oad networks, Lan et al. [42] proposed a unique Dynamic Spatial–
emporal Aware Graph Neural Network (DSTAGNN). It is possible
o express the dynamic spatial meaning between nodes through
n improved multi-head-attention mechanism. At the same time,
t is able to capture a wide range of dynamic temporal depen-
encies of features of multireceptive fields thanks to multi-scale
ated convolution.
For the purpose of short-term traffic flow prediction, Jiang

t al. [43] introduced a unique method known as Deep Graph
aussian Processes (DGGPs). To accurately represent the dynamic
patial features, an attention kernel and a combination of gaus-
ian processes are used for aggregation. In addition, they were
ble to solve the current short-term traffic flow prediction models
y combining the aggregation gaussian process, temporal con-
olution gaussian process, and gaussian process with a linear
ernel.
Current traffic flow prediction technologies, especially those

ased on graph convolutional neural networks, have several
eaknesses. When it comes to real-world scenarios, the first
onsideration is scalability in terms of accuracy and processing
ost. The second problem is that these solutions are inadequate.
nly the detection model has been trained, and there is no end-
o-end framework method for a traffic flow prediction scenario.
his study investigates an intelligent and end-to-end traffic flow
rediction framework that could be used in intelligent traffic
cenarios. This can be achieved by incorporating outlier detection
or data cleaning, graph convolution neural network for training,
nd hyperparameter optimization to determine the best param-
ters for the learning process. In the next section, the proposed
ramework is explained in detail.

. PROMOTION: graPh neuRal netwOrk fraMework fOr TraffIc
lOw forecastiNg

.1. Framework overview

In this section, the PROMOTION (graPh neuRal netwOrk fraMe-
ork fOr TraffIc flOw forecastiNg) framework is explained in
etail. As shown in Fig. 1, PROMOTION consists of three stages:
1) Pre-processing: in this stage, an attempt is made to remove
rrelevant nodes from the road network graph. In this context,
he outlier detection algorithm is used to identify regions that
re different from the whole input region. (2) Graph convo-
ution neural network: the graph convolution neural network
rchitecture is extended at this level to accurately predict traf-
ic flows. (4) Hyper-parameter optimization: In this step, we
resent an intelligent approach to automatically identify the
est hyper-parameters for all previous phases of the PROMO-
ION framework. It should be noted that the proposed system
equires a large number of fine-tuned parameters. Therefore,
102
branch-and-bound optimization is used to find the optimal hyper-
parameters of the proposed system. In this way, the space of
hyper-parameters can be explored efficiently and the best ac-
curacy can be achieved. In the following, we give a detailed
explanation of each step of the PROMOTION framework.

3.2. Pre-processing

Input data represented by the road network can be viewed as
a graph, where each node is a road and each edge is a connection
between two adjacent roads. We also consider the information
of the traffic in each road. The generated graphs from the road
network are generally big, especially for big cities in the world.
Pre-processing is needed to reduce the graph size by removing
the irrelevant nodes. In PROMOTION, we consider the use of
outlier detection to remove noises, and unnecessary regions. Our
target is not to exclude these regions but they need further
analysis and investigation by the city planners which is out of
the scope of this research work. To identify outliers, we use the
Local Outlier Factor (LOF) [44], which determines the uniqueness
of each node based on its distance from the k-nearest neighbors.
Because it makes no assumptions about data distributions, the
LOF algorithm can find outliers regardless of data distribution.
The key assumption is that the density around an outlier node
differs dramatically from that of its neighbors. LOF is an unsu-
pervised method for detecting outliers. It is useful when the data
being analyzed is not labeled or cannot be labeled. This is typical
in a road network with a large number of roads created. The
reachability density value is determined for each node in the
graph. This reachability density value is based on the number of
neighbors of each node. Local reachability density will then be
used to calculate the LOF value. Nodes with a LOF value larger
than one are considered as outliers and removed from the graph.
Edges related to these nodes are removed as well.

3.3. Graph Convolutional Neural Network

Convolutional Neural Networks (CNNs) were developed for
grid-like data, which is essentially image data with pixels ar-
ranged in a grid-like structure. An image can be viewed as a
graph in which each pixel is a node connected to all its neighbors.
However, this graph has some unique characteristics. It is nearly
regular in that all nodes have the same number of neighbors,
except for those at the boundary, and the arrangement of these
nodes is ordered. CNNs use both of these characteristics to learn
good representations. However, general graphs introduce some
difficulties. They are not always regular, but even irregular, and
the neighboring nodes are not ordered, and even if they are
ordered, they have no semantic meaning. Therefore, conventional
CNNs cannot be used directly in this case. For this reason, Graph
CNN (GCNN) is used in this work to make such generalizations.
Graph Convolutional Neural Networks (GCNN) are a deep learning
framework for processing graph structured data. Instead of a
pixel whose value is updated by the information contained in
its neighboring pixels (as in convolutional neural networks), we
have a node whose properties are updated by the information
contained in its neighboring nodes. In the proposed GCNN, each
node can be classified separately, the graph can be classified
as a whole, the edges can be classified, or the existence of a
link between two nodes can be investigated. To create a Graph
Convolutional Neural Network (GCNN), we begin by building the
graph’s adjacency matrix A: For instance, in a non-oriented graph,
Aij = 1 if and only if there is a connection between nodes i and
j, and A = 0 if and only if i and j are disjoint. In addition, we
ij
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Fig. 2. GCNN diagram.

create the node matrix H and then construct the matrix shown
below:

H ′
= σ

(
D̂−1ÂHW

)
, (1)

where W is a node-by-node shared linear transformation that
may be learned (which is a linear layer in a deep learning frame-
work), σ is a nonlinear function such as ReLU, Â = A+I (it ensures
that a node is always connected to itself to avoid discarding the
central node.), D̂ is the degree matrix (̂D−1 is present to normalize
he adjacency matrix and prevent the features from exploding
hen they are summed). It is known as the mean-pooling update
ule. The results of symmetric normalization are as follows:

′
= σ

(
D̂−1/2ÂD̂−1/2HW

)
, (2)

The next thing to do is to set the update rule for the Graph
onvolutional Network (GCN). At the moment, this is the Graph
onvolutional layer that is most commonly used. Alternatively,
n an extended model, nodes can transmit any message along
dges −→eij ; the node then aggregates all received messages using
permutation invariant function (like a sum). Let m be the
ij
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message transmitted from node i to node j, computed as follows
sing the message function fe:

→
ij = fe

(
−→
hi ,

−→
hj ,

−→eij
)

(3)

ollowing that, using the readout function below, all messages
ntering a node are aggregated:

v =
−→
h′

i = fv

⎛⎝−→
hv ,

∑
j∈Ni

−→mji

⎞⎠ , (4)

here Ni is the collection of neighbors of node i. This gives rise
o the message-passing neural network MPNN, which is useful
n practice for small graphs. Both fe and fv are typically tiny
ultilayer perceptrons. A more general version is as follows:

→
h′

i = σ

⎛⎝∑
j∈Ni

αijW
−→
hj

⎞⎠ , (5)

here αij is a coefficient that is either defined explicitly which
auses some shortcomings, or

ij =
exp

(
aij

)∑
k∈Ni

exp (aik)
, (6)

where

aij = a
(
−→
hv ,

−→
hj ,

−→elj
)

(7)

a can be learned through a shared self-attention mechanism,
as we have seen. The graph attention network update rule is
what it is called. Fig. 2 explains the Graph Convolutional Neural
Network (GCNN) used in our model.

3.4. Hyper-parameters optimization

Let P = {P1,P2 . . .P|P|} represent the set of all parameters
that were used by the proposed framework. Let us call the
domain space of the parameter Pi, which contains all of its
potential values, D(Pi). The different configurations are repre-
ented in the configuration space C, and each configuration is
collection of values for all parameters in P . The investigation
f all configurations in C is required to determine the opti-
al values of all parameters in P , which necessitates a lot of
omputing and memory resources, especially for quantities with
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Fig. 3. Branch-and-Bound diagram.
ontinuous values like the loss rate. Furthermore, because the
umber of all configurations is proportional to the number of all
arameters and the domain values of each parameter, the total
umber of configurations is enormous. The number of all possible
onfigurations in C can be computed by the following formula:

=

|P|∏
i=1

|D(Pi)| (8)

Example 1. Consider the following configurations, we varied the
epochs from 10 to 20,000 with 10 steps, this generates 2000
possibles values of epochs. We varied the loss rate from 0.01 to
0.10 with steps of 0.0005 this will also generate 2000 possible
values for the loss rate. The total number of configurations in C
will be 4 million.

As a result, when processing the preceding use case, standard
enumeration-based methods such as depth-first search [45], and
A* [46] would be bluntly blocked. We offer an effective heuristic
based on branch and bound [47] for exploring configurations
in C to tackle this problem. The following are the fundamental
operations of the proposed approach (see Fig. 3):

The Branch-and-Bound technique as described is well-known
as far as algorithms go and can be used for any discrete optimiza-
tion problems, combinatorial optimization problems [48] as well
as also for any mathematical optimization [49]. The main scope
of its use is where keeping track of what can be the lowest bound
to date found is and needs to be remembered. This kind of lower
bound is used to compare with all possible solutions and keep
only one. The new solution or the previously retained solution
is considered the new lower bound if and only if it is smaller
than the previously retained lower bound. Although one could
argue that we are primarily interested in solving minimization
problems, any maximization problem can be formulated as a
minimization problem by increasing the objective function by −1.
nly convex problems have a guaranteed global optimal solution.
he branching process involves the construction of a root tree
ontaining all possible solutions to the problem. Then we have
he option of performing an exhaustive search (examining every
ranch of the tree) or eliminating the branches that we know are
ot solutions and not examining them (this is called pruning). If
104
the problem is convex, we can prune only if one of the following
conditions is satisfied (if the problem is not convex, these require-
ments may force us to prune prematurely and/or miss a local or
global optimum):

1. The infeasibility of the value of a variable (a constraint),
which is in our case the actual value of any hyperparam-
eter. Therefore, we eliminate any and all of the branches
that can be linked to that actual value. Due to the fact that
by going down, we are simply adding more constraints,
therefore if and only if one it can be shown to be already
infeasible, there is really no need to go any further.

2. We finally reach a known objective function that can be
shown to be worse than the actual best solution.

3. A solution can be found where going down any further can
not help us in finding any better solutions. This is due to
the fact that in the end this can be scene as just adding
more constraints. Hence, in the end we can just compare
the current solution with the best one found to date.

The question here is which variable do we need to branch
upon? This is an illustration of a binary problem (a binary prob-
lem in this context is an optimization problem where the vector
X of the variables xi for i = {1, 2, 3, . . . , n} is represented in this
given form:

X ∈ {0, 1}n (9)

where n is the number of variables in the problem) relaxed to:

0 ≤ xi ≤ 1, for : i = {1, 2, 3, . . . , n} (10)

For instance, consider this solution: X = [0.1, 0.6, 1, 0, 1], we
make a branch on the variable whose value is closest to 0.5. (in
this example it is x2). We propose two exploration strategies:

1. Depth-first strategy: First climbs down a branch until it is
unable to continue go up, and then begins go back up the
branch.

2. Breadth-first strategy: At each depth, we examine several
branches and then descend further, repeating the proce-
dure until we reach the bottom.
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Fig. 4. Runtime of PROMOTION and the baseline solutions for flow forecasting.
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4. Performance evaluation

4.1. Environmental settings

Extensive tests for traffic flow forecasting have been car-
ried out to validate the proposed PROMOTION framework using
four public traffic network datasets. PEMS03, PEMS04, PEMS07,
PEMS08 [50]. They are made up of four districts in California,
accordingly. All of this information is gathered via the Caltrans
Performance Measurement System (PeMS) and aggregated into
5-minute periods, resulting in 288 traffic flow points in a single
day. The spatial adjacency networks for each dataset are built
using a distance-based road network. To normalize the data input,
Z-score normalization is used. PROMOTION is compared to the
following approaches:

1. STGCN [51]: spatio-temporal Graph Convolutional Net-
works that combines graph convolution with a one-
dimensional convolution unit

2. STGNN [52]: Spatial–Temporal Graph Neural Network,
which is a complex transformer model with a learnable
positional attention mechanism as well as a sequential
component.

3. STFGNN [35]: Spatial–Temporal Fusion Graph Neural Net-
works, which is based on fusion operation of diverse spatial
as well as temporal graphs, addressed for different time
periods in parallel, and could successfully learn hidden
spatial–temporal relationships.

4. GraphWaveNet [53]: It is a framework that blends adaptive
adjacency matrices with 1D dilated convolution in graph
convolution.

The strategies are implemented on a computer with an Intel
Core i7 CPU installed and also coupled with an NVIDIA GeForce
105
GTX 1070 graphics unit (GPU). The benchmark known as mAP
(mean Average Precision) is used in evaluating the proposed
framework for PROMOTION. Most applications of mAP involve
testing various aspects of traffic flow predictions. It is possible
that it is defined by:

mAP =

∑n
i=0 AvgP(i)

n
, (11)

here n is considered as the corrected predicted flows among all
lows, and AvgP(i) is calculated as the precision results at i-rank.

.2. Runtime

The runtime of PROMOTION is compared to the baseline traffic
low forecasting techniques utilizing different ITS sets, the results
re shown in Fig. 4. The X-axis depicts the proportion of the
ata used for each test, while the Y -axis represents the run-

time for each test in milliseconds. The results demonstrate that
PROMOTION outperforms STGCN, STGNN, and STFGNN and that
it is competitive with GraphWaveNet. The proposed solution’s
runtime is less than the STGCN, STGNN, and STFGNN approaches,
whatever the percentage of data used in the experiments that
varied from 20% to 100%. Furthermore, PROMOTION outperforms
GraphWaveNet in three data collections, while GraphWaveNet
exceeds PROMOTION in only one case. The effective graph con-
volution neural network with the pruning strategy utilized to
discover and remove outliers are responsible for these promising
results.

4.3. Accuracy

The accuracy of PROMOTION is compared to the baseline
traffic flow forecasting techniques utilizing different ITS sets,
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Table 1
Mean average precision of PROMOTION and the baseline solutions for flow
forecasting.
Data PROMOTION STGCN STGNN STFGNN GraphWaveNet

PEMS03(20%) 0.53 0.35 0.38 0.38 0.39
PEMS03(40%) 0.59 0.37 0.39 0.41 0.42
PEMS03(60%) 0.66 0.41 0.42 0.44 0.46
PEMS03(80%) 0.68 0.42 0.45 0.49 0.52
PEMS03(100%) 0.75 0.47 0.51 0.55 0.58

PEMS04(20%) 0.59 0.33 0.36 0.41 0.43
PEMS04(40%) 0.68 0.37 0.42 0.45 0.49
PEMS04(60%) 0.74 0.39 0.47 0.50 0.58
PEMS04(80%) 0.77 0.41 0.51 0.53 0.59
PEMS04(100%) 0.79 0.45 0.55 0.56 0.63

PEMS07(20%) 0.55 0.52 0.50 0.48 0.47
PEMS07(40%) 0.63 0.57 0.55 0.54 0.52
PEMS07(60%) 0.69 0.59 0.59 0.59 0.55
PEMS07(80%) 0.75 0.64 0.62 0.66 0.59
PEMS07(100%) 0.81 0.69 0.65 0.70 0.63

PEMS08(20%) 0.63 0.58 0.57 0.55 0.61
PEMS08(40%) 0.69 0.63 0.64 0.61 0.62
PEMS08(60%) 0.72 0.68 0.69 0.66 0.70
PEMS08(80%) 0.75 0.72 0.70 0.68 0.71
PEMS08(100%) 0.83 0.75 0.74 0.69 0.73

Table 2
Mean average precision of PROMOTION and the advanced baseline solutions for
flow forecasting.
Data PROMOTION ASTGAT TVGCN DSTAGNN DGGP

PEMS03x1K 0.61 0.58 0.59 0.60 0.57
PEMS03x10K 0.62 0.57 0.58 0.55 0.59
PEMS03x100K 0.73 0.68 0.66 0.69 0.64

PEMS04x1K 0.64 0.62 0.60 0.58 0.57
PEMS04x10K 0.61 0.57 0.59 0.52 0.55
PEMS04x100K 0.68 0.68 0.67 0.66 0.65

PEMS07x1K 0.59 0.57 0.57 0.55 0.56
PEMS07x10K 0.61 0.60 0.59 0.60 0.61
PEMS07x100K 0.62 0.62 0.61 0.60 0.60

PEMS08x1K 0.71 0.55 0.56 0.53 0.62
PEMS08x10K 0.74 0.71 0.70 0.67 0.69
PEMS08x100K 0.72 0.72 0.68 0.65 0.69

the results are shown in Table 1. By varying the percentage of
data from 20% to 100%, the results reveal a clear superiority of
the PROMOTION against the baseline solutions (STGCN, STGNN,
STFGNN, and GraphWaveNet). For instance, the mean average of
PROMOTION is 0.75 in dealing with 100% of PEMS03 data, where
the mean average precision of the other solutions does not exceed
0.60 for handling the same scenario. This result is reached thanks
to the efficient combination between the data pruning, the graph
convolution neural network, and the hyper-parameter optimiza-
tion executed by the branch and bound strategy. Thus, the data
pruning allows efficient training of the graph convolution neural
network by removing outlier and irrelevant data. In addition, the
branch and bound-based optimization allow to retrieval of the
best parameters for the training process.

4.4. PROMOTION vs. Advanced traffic flow forecasting solutions on
big data

The final experiments aim to compare the accuracy of PROMO-
ION with more advanced baseline traffic flow prediction meth-
ds on big data. The results show that PROMOTION significantly
utperforms the baseline solutions (ASTGAT [41], TVGCN [40],
STAGNN [42], and DGGP [43]) in replicating the original data
rom 1000 to 100,000, which can be seen in Table 2. For example,
or a 100,000 times of the PEMS03 data, the average accuracy

f PROMOTION is 0.73, while the average accuracy of the other
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solutions in the same situation is no more than 0.69. The effective
integration of data pruning, graph convolution neural network,
and hyperparameter optimization through the branch-and-bound
approach has led to this result. By eliminating outliers and unnec-
essary data, data pruning enables effective training of the graph
convolution neural network. Moreover, branch-and-bound based
optimization enables the recovery of the ideal training process
parameters.

5. Discussions and future directions

This section outlines the main advantages of using the pro-
posed PROMOTION framework for traffic flow forecasting. We
also offer some suggestions for how to make the PROMOTION
framework better. It is clear that the framework as presented has
a high level of novelty and applicability to real-world Internet of
Vehicles (IoV) scenarios. However, there are still ways to make
the framework operate better.

1. Deep learning, graph pruning, and optimization are an
effective mix of smart technologies that create a high level
of precision. Runtime efficiency is still an issue when it
comes to managing large graphs and forecasting traffic
flow in real-time. Creating hybrid systems that combine
evolutionary and precise approaches [54] to improve the
PROMOTION performance could be an intriguing route to
take.

2. Traffic has been effectively estimated using the recom-
mended methods. It outperforms earlier methods for
traffic flow forecasting in terms of accuracy. The PROMO-
TION’s findings on other ITS applications, such as trajectory
analysis [55,56], vehicle routing problem [57,58], and traf-
fic congestion [59,60] would be fascinating to investigate.

3. When it comes to PROMOTION, it can be difficult to un-
derstand the results. This is because they are based on
black-box models that do not clearly define how conclu-
sions are drawn from the results. For urban planners to
have confidence in a particular outcome, they need to
understand how that outcome is arrived at. The field of eX-
plainable Artificial Intelligence, or XAI, is working to solve
this problem. It offers a number of different approaches
to provide some level of explanation for deep learning AI
solutions. The PROMOTION system will be upgraded to in-
corporate XAI approaches. This will allow a more accurate
evaluation of the results from PROMOTION.

6. Conclusion

We investigated a graph convolution neural network-based
framework for urban traffic flow forecasting in an edge environ-
ment. It combines graph pre-processing, forecasting, and branch
and bound in a single pipeline called PROMOTION. To reduce
noise from the set of original road networks of the urban traf-
fic data, preprocessing of the associated graph is initially done.
We used the outlier detection strategy to efficiently explore the
road network and remove irrelevant patterns and noises. The
extended graph convolution neural network is then used to fore-
cast the urban traffic flow from the generated graph. We also
designed a new branch-and-bound optimization technique to
precisely adjust the hyper-parameter values of PROMOTION. In-
tensive evaluations are used with different datasets and various
baseline methods for comparison. The results reveal the supe-
riority of PROMOTION compared to the baseline solutions in
particular when the number of nodes in the graph is considerably
large.
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