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A B S T R A C T

Char conversion is a complex phenomenon that involves not only heterogeneous reactions but also external and
internal heat and mass transfer. Reactor-scale simulations often use a point-particle approach (PP approach)
as sub-models for char conversion because of its low computational cost. Despite a number of simplifications
involved in the PP approach, there are very few studies that systematically investigate the inaccuracies of
the PP approach. This study aims to compare and identify when and why the PP approach deviates from
resolved-particle simulations (RP approach). Simulations have been carried out for CO2 gasification of a char
particle under zone II conditions (i.e., pore diffusion control) using both PP and RP approaches. Results
showed significant deviations between the two approaches for the effectiveness factor, gas compositions,
particle temperature, and particle diameter. The most significant sources of inaccuracies in the PP approach are
negligence of the non-uniform temperature inside the particle and the inability to accurately model external
heat transfer. Under the conditions with low effectiveness factors, the errors of intra-particle processes were
dominant while the errors of external processes became dominant when effectiveness factors were close to
unity. Because it assumes uniform internal temperature, the models applying the PP approach always predict
higher effectiveness factors than the RP approach, despite its accurate estimation of intra-particle mass diffusion
effects. As a consequence, the PP approach failed to predict the particle size changes accurately. Meanwhile,
no conventional term for external heat transfer could explain the inaccuracy, indicating the importance of
other sources of errors such as 2D/3D asymmetry or penetration of external flows inside the particles.
1. Introduction

Biomass is a source of renewable energy that is carbon neutral since
it absorbs CO2 from the atmosphere during photosynthesis. Therefore,
it is an attractive option for replacing fossil fuels to mitigate climate
change effects. However, biomass is cumbersome to use directly as a
source of energy. Gasification is a convenient way of utilizing biomass
and other solid fuels since the gas produced from the process has a
wide range of applications. Entrained flow gasification has the highest
share of large-scale gasifiers of coal in the world [1], and the process
can produce high-quality syngas, which is favourable for the syn-
thesis of biofuel [1–3]. However, entrained flow biomass gasification
(EFBG) is still not available at the industrial level due to some barriers.
Apart from economic challenges, major technical challenges of EFBG
technologies include biomass feeding at elevated pressures, formation
of smoothly flowing slags, and the elimination of incomplete carbon
conversion in the form of char and soot [2,4].

One way to study gasification is by using numerical simulations. A
major challenge of numerical simulations is the large variation of time
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and length scales existing in the gasification process. As an example,
particle sizes are very small ((10−6−10−3) m) compared to the reactor
size ((100 − 101) m) of an entrained-flow gasifier. Due to the wide
gap, not only in length scales but also in time scales, fully resolved
simulations of entire gasifiers are not practical with contemporary
computational resources and methods. For a recent review of numerical
approaches related to numerical simulations of coal conversion, please
see [5]. In entrained flow biomass gasification, particles are suspended
in the fluid, and the particles can therefore interact with the fluid or
neighbouring particles through momentum, heat, and mass transfer.
The current state-of-the-art is to use sub-grid models to mimic small-
scale phenomena (such as particle–fluid interactions) such that larger
mesh sizes and time steps can be used. Therefore, the fidelity of simula-
tions is highly dependent on the accuracy of the sub-grid models. One
such modelling approach is the so-called point-particle (PP) approach,
where every particle is considered as a point in space (occupying
zero volume). The momentum, heat, and mass transfer between a
particle and the fluid are calculated through drag coefficient (𝐶𝐷),
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Nusselt number (Nu), and Sherwood number (Sh) models, respectively.
Furthermore, the rates of heterogeneous reactions are calculated as a
product of intrinsic reaction rates and the effectiveness factor, which
accounts for the effects of internal mass diffusion limitation. Here, it is
essential to have models to calculate the variation of particle diameter,
density, and evolution of internal particle surface area with the progress
of the heterogeneous reactions. On the other hand, the variation of
properties such as temperature and gas compositions throughout the
particles is neglected in the PP approach.

The most widely used constitutive models for 𝐶𝐷, Nu and Sh of a
particle immersed in a bulk fluid were developed under simplified con-
ditions, such as non-porous particle, isothermal conditions, neglecting
neighbour particle effects, and neglecting effects of Stefan flow [6–8].
Recently, a lot of improvements have been made to the models for
𝐶𝐷 [9–11], Nu [9,11,12] and Sh [13] in terms of different shapes, the
effect of porosity, the effect of Stefan flow, and effect of neighbouring
particles. However, most recent works such as [14–17] still consider the
constitutive models with an improvement for Stefan flow effects based
on a model developed in a quiescent environment. More surprisingly,
no previous study has considered additional transport mechanisms in
the boundary layer, such as Stefan flow-driven advection and Dufour
effects [18]. Therefore, it is vital to know how these models perform
for the simulation of reactive particles in convective flows using PP
approaches. It is especially important for model improvements to elu-
cidate under which conditions the models with the PP approach fail and
the reasons for deviations. Such studies are possible only through the
comparison of the results from the PP approach with results produced
from fully particle-resolved simulations (both particle interiors and the
boundary layer), which are rare in the literature. Hereafter, we call
such an approach a resolved-particle (RP) approach.

Char gasification is the rate-limiting step during gasification. Apart
from that, char gasification usually occurs in Zone II, where the gasi-
fication reaction is controlled by both pore diffusion inside the char
particle and chemical kinetics [19–21]. This makes the gasification
process harder to model in comparison with Zone I and Zone III. Zone I
is where the reaction rate is controlled by chemical kinetics (diffusion is
fast and thus negligible). Therefore, the reaction rate can be modelled
solely by the kinetics rate. The particle density is varying and the
diameter of the particle is constant throughout reactions. Zone III is
where the reaction rate is controlled by diffusion. Here, the reaction
rates are fast compared to the diffusion rates, such that reactions
occur only at the surface of the particle. Therefore, the density is
constant, and the particle shrinks due to reactions. Hence, in Zone III,
the reaction rate can be modelled by the mass transfer coefficient at
the external surface of the particle. In Zone II, both particle diameter
and density decrease with the progress of the reactions. The apparent
reaction rate of a char particle in Zone II depends on many parameters,
such as particle size, porosity, pore size distribution, diffusion rates of
the gases into the pores, and intrinsic reaction rate [22]. Therefore,
detailed studies of char conversion in Zone II would provide deeper
insights into important parameters and modelling approaches. Detailed
information about the three-zones can be found in [5].

When utilizing the PP approach simulating char conversion, there
are two main categories of inaccuracies involved in the simulations.
The first inaccuracy is the lack of knowledge of the exact chemical and
physical properties of the char. For example, the thermal conductiv-
ity of char depends on the nanostructures (curvature, stack distance,
and connectivity) of defected graphene-like aromatic planes and 𝜇m-
scale pore-structure alignment. These structures are unique for each
material and keep changing during the reactions, meaning it is not
realistic to have precise knowledge of these parameters. The second
inaccuracy is due to the fact that the particle interior, and the boundary
layer surrounding the char particles, are not resolved but have to be
modelled. While the former of these two categories of inaccuracies
is related to how well the fuel is characterized, and how precisely
2

the models we use to describe these chemical and physical properties
Table 1
List of parameters that were varied for different simulation cases. Effectiveness factor
(𝜂), particle Reynolds number (Re), and Stefan Reynolds number (Re𝑆𝑓 ) are the values
estimated from the results of the resolved particle simulation.

Case 𝑇∞ 𝑝∞ 𝑑𝑝 𝑈∞ 𝑌𝐶𝑂2 ,∞ 𝜂 Re Re𝑆𝑓
(K) (atm) (μ𝑚) (m/s) (-)

1 1999 1.807 189.3 0.45 0.512 0.23 0.5 0.09
2 1999 1.807 189.3 2.70 0.512 0.44 3.0 0.03
3 1851 4.201 442.6 0.44 0.512 0.21 3.0 0.04
4 1891 4.506 97.21 0.32 0.512 0.74 0.5 0.08
5 1891 4.506 97.21 1.93 0.512 0.69 3.0 0.02
6 1735 7.672 228.1 0.32 0.99 0.58 3.0 0.03

can be fitted to experimental measurements, the latter category of
inaccuracies is purely numerical. Hence, the latter category is not
affected by shortcomings of material characterization or fitting with
experiments. Which of the two inaccuracies is dominating is highly
case-specific and cannot be determined a-priori. For the remainder of
this paper, the focus will be purely on the latter of the two categories
of inaccuracies.

As stated above, the objective of this study is to identify and
quantify the origins of inaccuracies in the point-particle approach for
char gasification modelling. First, we carried out resolved-particle sim-
ulations of char particle gasification under different conditions. Both
the exterior and interior of the particle are resolved. A non-equimolar
gasification reaction is considered to create a Stefan flow. The results of
simulations were compared with the modelling results from the point-
particle approach. Then, we identified the differences between the
two approaches and the reasons behind the differences and suggested
improvements of the point-particle approaches.

2. Methodology

2.1. Simulation case setup

Fig. 1 shows the overall arrangement of the simulation cases. Char
gasification in entrained flow biomass gasification (EFBG) process is
considered as a case study. More details about char gasification mod-
elling can be found in these Refs. [19,20,22]. This work only considers
the non-equimolar Boudouard reaction (C + CO2 → 2CO) as a represen-
tative gasification reaction for simplicity. The char particle is modelled
as a porous medium (See Fig. 1). Since there is no oxygen in the
simulation domain, gas-phase reactions are neglected.

In EFBG, pulverized particles are suspended in the bulk gas with
particle volume fractions below 0.001. Therefore, the simulation is set
up to be an isolated particle immersed in a uniform, non-isothermal
bulk gas flow. Here, uniform bulk flow means that, far upstream
of the particle, the bulk fluid flow has uniform properties, such as
velocity, pressure, temperature and other thermo-physical properties of
the fluid, both with respect to time and space. Particle diameters and
slip velocities in EFBG vary within the range of <1 mm and 0.1−3 ms−1,
espectively [23]. Therefore, the same ranges of parameters are used for
his work as summarized in Table 1.

Three non-dimensional numbers, namely, particle Reynolds num-
er, Stefan Reynolds number, and the effectiveness factor are consid-
red in Table 1. Here, particle Reynolds number (Re) is defined as:

e =
𝜌𝑔𝑈𝑑𝑝
𝜇

, (1)

where 𝑈 is the relative velocity between the particle and the bulk
flow, 𝜌𝑔 is fluid density, 𝜇 is fluid viscosity and 𝑑𝑝 is particle diameter.
Stefan Reynolds number (ReSf ) is defined by the same formula, but the
velocity of Stefan flow is used in place of the relative velocity. The
effectiveness factor (𝜂) is defined as:

=
𝑚̇𝑐,𝑡𝑜𝑡 , (2)

𝑚̇𝑐,𝑠𝑢𝑟𝑓
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Fig. 1. Overview of the simulation domain.
where 𝑚̇𝑐,𝑡𝑜𝑡 is the actual conversion rate of the char particle, while
̇ 𝑐,𝑠𝑢𝑟𝑓 is the char conversion rate the particle would experience if the

entire particle had a reaction rate equal to that at the surface.
The values of 0.5 or 3 are chosen for the Reynolds number, while the

effectiveness factor (𝜂) is either considered as low; 0.2–0.3 (cases 1–3)
or high; 0.6–0.7 (cases 4–6). Note that the exact effectiveness factor
or Stefan Reynolds number was not possible to estimate in advance
due to uncertainties in the existing analytical models. Therefore, the
values shown in Table 1 were taken from the results of particle-resolved
simulation.

Particle Reynolds numbers considered here are equal to or less than
3. Therefore, the flow around the cylindrical particles can be assumed
to be axisymmetric and two-dimensional (2D) without flow separation,
which is a valid assumption when the Reynolds number is less than
3.2 [24]. Therefore, the particle-resolved simulation was carried out in
the 2D domain.

The details of the methodology for the RP approach can be found
in Section 2.2. The details of the methodology for the PP approach is
discussed in Section 2.3.

2.2. Resolved-particle approach

The following assumptions and simplifications were used for the
simulations;

1. the particle is an infinitely long cylinder and consists only of
ash-free carbon (no impurities),

2. the bulk fluid flow entering the simulation domain consists of
only nitrogen (N2) and carbon dioxide (CO2),

3. the solid particle is stationary,
4. the local porosity is increasing with the progress of the reaction,
5. the fluid is incompressible (variable density condition was used),
6. the gas and solid phases inside the particle are in local thermal

equilibrium (𝑇𝑔 = 𝑇𝑠), and
7. radiative absorption in the gas phase is neglected (i.e., particles

exchange radiation directly with the reactor wall).

Inside the particle, the fluid flow follows the Navier–Stokes equation
with a resistance due to the existence of the solid phase. The resistance
is calculated using Darcy–Forchheimer law [25,26]. Further details of
the equations can be found in the following section.
3

2.2.1. Governing equations outside the particle
The continuity equation is given by

𝜕𝜌𝑔
𝑑𝑡

+ ∇ ⋅ (𝜌𝑔 ⃖⃗𝑢) = 0, (3)

where 𝜌𝑔 is gas phase density and ⃖⃗𝑢 is the velocity of the gas phase.
Momentum conservation gives:
𝜕(𝜌𝑔 ⃖⃗𝑢)
𝑑𝑡

+ ∇ ⋅ (𝜌𝑔 ⃖⃗𝑢⃖⃗𝑢𝑇 ) = −∇𝑝 + ∇ ⋅ 𝜇[∇⃖⃗𝑢 + ∇⃖⃗𝑢𝑇 − 2
3
(∇ ⋅ ⃖⃗𝑢) ⃖⃗𝐼], (4)

where 𝑝 is pressure, 𝜇 is dynamic viscosity, and ⃖⃗𝐼 is the identity matrix.
The energy conservation equation reads as
𝜕(𝜌𝑔𝑐𝑝,𝑔𝑇 )

𝑑𝑡
+ ∇ ⋅ (𝜌𝑔𝑐𝑝 ⃖⃗𝑢𝑇 ) = −∇ ⋅ 𝜆𝑔∇𝑇 , (5)

where 𝑐𝑝 is specific heat capacity of gas, 𝑇 is temperature, and 𝜆𝑔 is
thermal conductivity. Models used for estimation of all the thermophys-
ical and transport properties are shown in Supplementary Materials
(section S1). The gas species equation reads as
𝜕(𝜌𝑔𝑌𝑖)
𝜕𝑡

+ ∇ ⋅ (𝜌𝑔 ⃖⃗𝑢𝑌𝑖) = −∇ ⋅ (𝐷𝑒𝑓𝑓 ,𝑖∇𝑌𝑖), (6)

where 𝑌𝑖 is mass fraction of gas species 𝑖 and 𝐷𝑒𝑓𝑓 ,𝑖 is effective diffusion
coefficient of gas component 𝑖. The calculation of 𝐷𝑒𝑓𝑓 ,𝑖 can be found
in Supplementary Materials (section S2).

2.2.2. Governing equations inside the particle
The model was derived based on the recommendation given in [22].

Since the solid phase inside the particle is stationary, the continuity and
momentum conservation equations are solved only for the gas phase,
while the volume occupied by the solid phase is accounted for by the
local porosity. Hence, the continuity equation reads as:
𝜕(𝜖𝜌𝑔)
𝑑𝑡

+ ∇ ⋅ (𝜌𝑔 ⃖⃗𝑢) = 𝑅𝐶 , (7)

where 𝜖 (= 𝑉𝑔∕𝑉𝑐𝑒𝑙𝑙) is the local porosity of a cell in the computational
domain, with 𝑉𝑔 as the volume of the gas and 𝑉𝑐𝑒𝑙𝑙 as the total volume of
the cell. 𝑅𝐶 is the char gasification rate due to the Boudouard reaction
(in kg m−3 s−1). The momentum equation for the gas phase inside a
porous medium is given by
𝜕(𝜖𝜌𝑔 ⃖⃗𝑢) + ∇ ⋅ (𝜌 ⃖⃗𝑢⃖⃗𝑢𝑇 ) = −∇𝑝 + ∇ ⋅ 𝜇[∇⃖⃗𝑢 + ∇⃖⃗𝑢𝑇 − 2 (∇ ⋅ ⃖⃗𝑢) ⃖⃗𝐼] − 𝐹 , (8)

𝜕𝑡 𝑔 3 𝑑



Fuel 370 (2024) 131743T.R. Jayawickrama et al.

i
l

𝐾

w
a

𝜆

T
p

𝑄

w
i
z
s

𝑄

w
t

𝑅

w

H

𝑘

w
𝑝
f
g

𝑓

l
u
b
t
g
a
v
w
s
t

i
c
c
f
s
c
m

2

f
s
I
p
u
m
p

2

R

𝜂

where

𝐹𝑑 =
𝜇
𝐾
⃖⃗𝑢, (9)

s the momentum transfer calculated based on Darcy–Forchheimer
aw [25,26] and

=
𝑑2𝑝𝑜𝑟𝑒𝜖

3

150(1 − 𝜖)2
, (10)

is the permeability as given by the Carman–Kozeny equation with an
average pore diameter 𝑑𝑝𝑜𝑟𝑒 [3,27].

A single energy equation can be used for the gas and solid phases
due to the assumption of local thermal equilibrium of the two phases
(see assumption 6):
𝜕[𝜖𝜌𝑔𝑐𝑝,𝑔 + (1 − 𝜖)𝜌𝑠𝑐𝑝,𝑠]𝑇

𝜕𝑡
+∇⋅(𝜌𝑔𝑐𝑝,𝑔 ⃖⃗𝑢𝑇 ) = ∇⋅(𝜆𝑒𝑓𝑓∇𝑇 )+𝑄̇𝑟𝑎𝑑,𝑝+𝑄̇𝑠, (11)

here 𝑐𝑝,𝑠 is specific heat capacity of solid, 𝜌𝑠 is the true density of char
nd 𝜆𝑒𝑓𝑓 is the effective thermal conductivity calculated as:

𝑒𝑓𝑓 = 𝜖𝜆𝑔 + (1 − 𝜖)𝜆𝑠. (12)

he radiative exchange between the reactor wall and the external
article surface is given by

̇ 𝑟𝑎𝑑,𝑝 = 𝜎𝛼(𝑇 4
𝑤 − 𝑇 4

𝑝 ), (13)

here 𝜎 is Stefan–Boltzmann constant, 𝛼 is the emissivity of char, 𝑇𝑤
s wall temperature and 𝑇𝑝 is particle surface temperature. This term is
ero for the internal cells. Furthermore, the enthalpy change due to the
olid phase reaction reads as

̇ 𝑠 = 𝛥𝐻𝑅𝐶 , (14)

here 𝛥𝐻 is the reaction enthalpy. The char reaction rate is expressed
hrough the char conversion rate as

𝐶 = (1 − 𝜖0)𝜌𝑠
𝜕𝑋𝐶
𝜕𝑡

, (15)

here the char conversion rate reads as
𝜕𝑋𝐶
𝜕𝑡

= 𝑘𝑐𝑝
𝑛
𝐶𝑂2.𝑓 (𝑋𝐶 ). (16)

ere, 𝑘𝑐 is the rate constant and expressed as:

𝑐 = 𝐴 exp
(

−
𝐸𝐴
𝑅𝑇

)

, (17)

here 𝐴 is the pre-exponential factor, 𝐸𝐴 is the activation energy and
𝐶𝑂2 is the partial pressure of CO2. Meanwhile, 𝑓 (𝑋𝐶 ) is the conversion
unction. Following the random pore model, the conversion function is
iven by

(𝑋𝐶 ) =
𝑆𝑔
𝑆𝑔,0

=
(

1 −𝑋𝐶
)

√

1 − 𝜓 ln
(

1 −𝑋𝐶
)

(18)

where 𝑆𝑔 and 𝑆𝑔,0 are the instantaneous and initial local specific surface
areas of the char particle, respectively, and 𝜓 is the structure parameter
of the random pore model. The local porosity, 𝜖, is related to the char
conversion, 𝑋𝐶 , via

𝜖 = 𝜖0 +𝑋𝐶 (1 − 𝜖0), (19)

where 𝜖0 is the initial porosity of the char.
The gas species equation reads as

𝜕(𝜖𝜌𝑔𝑌𝑖)
𝜕𝑡

+ ∇ ⋅ (𝜌𝑔 ⃖⃗𝑢𝑌𝑖) = −∇ ⋅ (𝑌𝑖𝜌𝑔 ⃖⃖⃖⃗𝑣𝑐𝑖 ) + 𝜈𝑖𝑅𝐶 , (20)

where 𝑌𝑖 is mass fraction of gas species 𝑖, 𝜈𝑖 is stoichiometric coefficient
in the Boudouard reaction related to species 𝑖, and 𝑣𝑐𝑖 is diffusion veloc-
ity of gas species 𝑖. The calculation of 𝑣𝑐𝑖 can be found in Supplementary
Materials (section S2).

The RP approach commonly imposes particle shrinkage by removing
the remaining solid reactant of each cell at predetermined local conver-
sion or porosity due to the impractically long computation time for the
4

Table 2
Common parameters used for all the simulation cases.

Type Parameter Value Unit

Char 𝜌𝑐 1200 kg m−3

𝜆𝑐 0.13 W m−2 s−1

𝑐𝑝,𝑐 1500 J kg−1 s−1

𝜖0 0.7917 –
𝜏0 1.2632 –
𝑑𝑝𝑜𝑟𝑒 250 × 10−9 m
𝜓 1 –

Reaction kinetics [28] 𝐸𝐴 2.62 × 105 J mol−1

A 1.19 × 109 s−1MPa−𝑛

n 0.46 –
𝛥𝐻0 17.78 × 105 J kg−1

Radiation 𝛼 0.8 –

final stage of the conversion [19,22]. In this paper, the reaction rates of
heterogeneous reactions were evaluated until the local porosity of each
cell reached 0.99. At this point, the corresponding cell was considered
to have reached complete conversion and all the remaining carbon was
removed from the cell. When this happened the cell type was changed
from porous material to pure gas phase.

2.2.3. Boundary conditions and initial conditions
The simulation domain is shown in Fig. 2. The domain has the

following boundaries: inlet, outlet, slip wall, and symmetry. At the in-
et boundary, all the physical, chemical, and transport properties are
niform across the boundary, except for pressure, where the Neumann
oundary condition is used. The temperature is increased from room
emperature (300 K) to reactor temperature within 10 ms, while the
as density is decreased accordingly. Neumann boundary condition is
pplied at the outlet boundary, except for pressure where a specific
alue is defined. Slip wall boundary condition is used on the upper
all of the domain where the surface normal velocity is zero. At the
ymmetry plane, the velocity normal to the boundary is zero, and all
he other properties have Neumann boundary conditions.

The initial velocity and pressure fields were obtained based on
sothermal simulation results at room temperature (300 K). Initial
onditions, boundary conditions and dimensionless numbers for the
ases are shown in Table 1. Other constant parameters that are common
or all the cases are listed in Table 2, based on the literature data
ummarized in Supplementary Materials (section S3). Hereafter, the
ases with higher 𝜂 means cases 4–6 in Table 1 and cases with lower 𝜂
eans cases 1–3 in Table 1.

.2.4. Numerical code validation and solution procedure
Simulations were carried out with the finite volume computational

luid dynamics (CFD) code OpenFOAM v6 [29] with our own numerical
olver based on the governing equations described above. The Pressure-
mplicit with Splitting of Operators (PISO) algorithm was used for the
ressure–velocity coupling. All the finite volume differential schemes
sed were second-order accurate. The details about the validation,
esh refinement and domain size selection of the simulation model are
resented in Supplementary Materials (section S4).

.2.5. Estimation of effectiveness factors
The effectiveness factor can be calculated as follows based on the

P approach:

𝑟𝑒𝑎𝑙 =
𝛴
[

𝑘𝑐,𝑐𝑒𝑙𝑙𝑝𝑛𝐶𝑂2 ,𝑐𝑒𝑙𝑙
𝑓 (𝑋𝑐𝑒𝑙𝑙)𝑑𝑉

]

∕𝑉𝑝
𝑘𝑐,𝑠−𝑎𝑣𝑝𝑛𝐶𝑂2 ,𝑠−𝑎𝑣

𝑓 (𝑋𝑎𝑣𝑔)
, (21)

where 𝑠 − 𝑎𝑣 is values based on averaging over the outer surface
of the particle, 𝑑𝑉 is the volume of a mesh and 𝑉 is the volume
𝑝
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Fig. 2. The schematic image of the computational domain with the boundary condition, domain size, and mesh size. Here 𝑑𝑝,0 is diameter of the cylindrical particle, and Δ𝑗 is
the size of the mesh in direction 𝑗.
of the particle. When it is important to know only the effect of gas
composition, we can calculate 𝜂 as follows:

𝜂𝐶𝑂2,𝑏𝑎𝑠𝑒𝑑
=
𝛴
[

𝑘𝑐,𝑠−𝑎𝑣𝑝𝑛𝐶𝑂2 ,𝑐𝑒𝑙𝑙
𝑓 (𝑋𝑎𝑣𝑔)𝑑𝑉

]

∕𝑉𝑝
𝑘𝑐,𝑠−𝑎𝑣𝑝𝑛𝐶𝑂2 ,𝑠−𝑎𝑣

𝑓 (𝑋𝑎𝑣𝑔)
. (22)

2.3. Point particle approach

Unlike the resolved-particle (RP) approach, the point-particle (PP)
approach does not consider the variation of properties such as temper-
ature and gas composition inside the particle. The following sections
describe the detail of the model using the PP approach.

2.3.1. Conservation of enthalpy and mass of the particle
Enthalpy of the particle varies due to diffusion of heat in the bound-

ary layer (convective heat transfer), radiative heat transfer with the
walls of the reactor, enthalpy changes due to the Boudouard reaction,
advective heat transfer due to the Stefan flow and enthalpy transfer
due to diffusion of gas species (Dufour effect), such that the particle
temperature evolution is given by:

[𝜖𝜌𝑔𝑐𝑝,𝑔 + (1 − 𝜖)𝜌𝑐𝑐𝑝,𝑐 ]𝑉𝑝
𝑑𝑇𝑝
𝑑𝑡

= ℎ𝐴𝑝(𝑇∞ − 𝑇𝑝) + 𝜎𝛼𝐴𝑝(𝑇 4
𝑤 − 𝑇 4

𝑝 )

−𝑅𝐶𝛥𝐻 −𝑄𝑆𝑓 −𝑄𝐷𝑢𝑓𝑜𝑢𝑟,
(23)

where ℎ is heat transfer coefficient, 𝐴𝑝 is the external surface area of
the particle, and 𝑇∞ and 𝑇𝑤 are far-field gas and wall temperature. The
heat of reaction is temperature dependent and expressed as:

𝛥𝐻 = 𝛥𝐻0 +
∑

𝑖
(𝜈𝑖,Boud

𝑊𝑖
𝑊𝐶 ∫

𝑇𝑝

𝑇0
𝑐𝑝,𝑖 𝑑𝑇 ), (24)

where 𝛥𝐻0 is the heat of reaction at the standard temperature, 𝜈𝑖 is
the stoichiometric coefficient of species 𝑖, 𝑊𝑖 is the molar mass of
species 𝑖, 𝑊𝐶 is the molar mass of char and 𝑇0 is temperature at
standard condition. The advective transport of heat by the Stefan flow
is expressed as:

𝑄𝑆𝑓 = 𝑅𝐶
𝑊𝑔,𝑇𝑝

𝑊𝐶 ∫

𝑇𝑝

𝑇0
𝑐𝑝,𝑔𝑑𝑇𝑝, (25)

where 𝑊𝑔 is molar mass of gas mixture. The Dufour term is the enthalpy
transfer due to gas species diffusion to/out of the particle;

𝑄𝐷𝑢𝑓𝑜𝑢𝑟 =
∑

𝑖
𝑚𝑎𝑥

{

0, ℎ𝑚,𝑖(𝐶𝑖,𝑝 − 𝐶𝑖,∞)𝐴𝑝 ∫

𝑇𝑝

𝑇0
𝑐𝑝𝑑𝑇

}

−
∑

𝑚𝑎𝑥

{

0, ℎ𝑚,𝑖(𝐶𝑖,∞ − 𝐶𝑖,𝑝)𝐴𝑝 ∫

𝑇∞
𝑐𝑝𝑑𝑇

} (26)
5

𝑖 𝑇0
where ℎ𝑚,𝑖 (see Eq. (36) for details) is the mass transfer coefficient of
gas species i, and 𝐶𝑖,𝑝 and 𝐶𝑖,∞ are gas concentration of species 𝑖 at
particle surface and far-field, respectively.

The mass fraction of gas species inside the particle was calculated
from the species balance considering convective mass transfer, con-
sumption or generation by reactions, and advective transport by Stefan
flow as:

𝜖𝜌𝑔𝑉𝑝
𝑑𝑌𝑖,𝑝
𝑑𝑡

= ℎ𝑚,𝑖𝑊𝑖𝐴𝑝(𝐶𝑖,∞ − 𝐶𝑖,𝑝) + 𝜈𝑖,Boud
𝑊𝑖
𝑊𝐶

𝑅𝐶 −𝑀𝑖,𝑆𝑓 , (27)

where ℎ𝑚,𝑖 is the mass transfer coefficient of species 𝑖 on a molar basis,
𝐶𝑖 is the concentration of species 𝑖, and the advective transport of
species by the Stefan flow is given by:

𝑀𝑖,𝑆𝑓 =

(

∑

𝑖
𝜈𝑖,Boud

)

𝑅𝐶
𝑊𝑔,𝑝

𝑊𝐶
𝑌𝑖,𝑝. (28)

2.3.2. Heat and mass transfer coefficients
Heat transfer coefficient without the effect of Stefan flow was

calculated by:

ℎ0 = Nu𝜆𝑔,∞∕𝑑𝑝, (29)

where the Nusselt number was calculated based on Whitaker [7] as:

Nu = (0.4Re
1
2
∞ + 0.06Re

2
3
∞)Pr∞0.4(

𝜇∞
𝜇𝑝

)
1
4 . (30)

Reynolds and Prandtl numbers were calculated from:

Re∞ =
𝜌∞𝑈∞𝑑𝑝
𝜇∞

, (31)

and

Pr∞ =
𝑐𝑝,∞𝜇∞
𝜆∞

, (32)

where subscript ∞ represents the gas properties based on far-field
conditions and 𝑝 based on particle conditions.

Mass transfer coefficient without the effect of Stefan flow was
calculated by:

ℎ𝑚0,𝑖 =
𝐷𝑖𝑁2

Sh𝑖
𝑑𝑝

, (33)

in m s−1, and 𝐷𝑖𝑁2 is the binary diffusion coefficient between N2
and species 𝑖. The Sherwood number is also calculated based on the
Whitaker model:

Sh𝑖 = (0.4Re
1
2
∞ + 0.06Re

2
3
∞)𝑆𝑐0.4𝑖,∞(

𝜇∞ )
1
4 , (34)
𝜇𝑝
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where Schmidt number was calculated from:

Sc𝑖,∞ =
𝜇∞

𝜌∞𝐷𝑖𝑁2 ,∞
. (35)

arameters with sub-script ∞ are calculated based on temperature
𝑇∞), CO2 mass fraction (𝑌𝐶𝑂2 ,∞), and CO mass fraction (𝑌𝐶𝑂,∞), all
t far-field conditions.

The effects of Stefan flow were considered for both heat and mass
ransfer coefficients as [30]:

𝑖 = ℎ0𝑖 ⋅
𝜙𝑆𝑡𝑓 ,𝑖

𝑒𝜙𝑆𝑡𝑓 ,𝑖 − 1
, (36)

here the correction term for the heat transfer coefficient was calcu-
ated as:

𝑆𝑡𝑓 ,𝑡ℎ = 1
ℎ0

𝑅𝐶𝑐𝑝,𝑔
𝜋𝑑𝑝

, (37)

and that for mass transfer coefficient was calculated as:

𝜙𝑆𝑡𝑓 ,𝑚𝑎𝑠𝑠,𝑖 =
𝑛̇𝑡𝑜𝑡𝑎𝑙
ℎ0,𝑚𝑎𝑠𝑠,𝑖

, (38)

here

̇ 𝑡𝑜𝑡𝑎𝑙 =
𝑅𝐶

𝑊𝐶𝐴𝑝

(

∑

𝑖
𝜈𝑖,Boud

)

. (39)

.3.3. Reaction rate
The rate of carbon consumption by the Boudouard reaction, 𝑅𝐶 in

g s−1, is calculated from the particle conversion, 𝑋𝑝, the initial void
raction of the particle, 𝜖0, the true density of char, 𝜌𝑐 , and the volume

of the particle, 𝑉𝑝, as:

𝑅𝐶 =
𝑑𝑚𝑐
𝑑𝑡

= (1 − 𝜖0)𝜌𝑐𝑉𝑝 ⋅
𝑑𝑋𝑝

𝑑𝑡
. (40)

The conversion rate considers the effects of intra-particle diffusion via
the effectiveness factor as [28,31]:
𝑑𝑋𝑝

𝑑𝑡
= 𝜂 ⋅ 𝑘𝑐 ⋅ 𝑝

𝑛
𝐶𝑂2 ,𝑝

⋅ 𝑓 (𝑋𝑝), (41)

where 𝜂 is the effectiveness factor and 𝑝𝐶𝑂2 ,𝑝 is the partial pressure
of CO2 at the particle surface. The same Arrhenius type expression as
the RP approach (Eq. (17)) was applied for the rate constant, 𝑘𝑐 . The
structure-function, representing the change of the specific surface area
from the initial value is given by:

𝑓 (𝑋𝑝) =
𝜌𝑝
𝜌𝑝,0

√

1 − 𝜓 log
( 𝜌𝑝
𝜌𝑝,0

)

. (42)

The effectiveness factor for the cylinder particles can be calculated as:

𝜂 = 𝑓𝑐
1
𝜙

⋅
𝐼1(2𝜙)
𝐼0(2𝜙)

, (43)

here 𝑓𝑐 is the correction factor as suggested in [32] and 𝐼𝑖(𝑎) is the
odified Bessel function of 𝑖th kind [33]. The Thiele modulus, 𝜙, is

alculated as [33]:

=
𝑑𝑝
4

√

(𝑛 + 1)
2𝐷𝑒,𝐶𝑂2

𝑘𝑐𝑓 (𝑋𝑝)𝜌𝑐ℎ𝑎𝑟(1 − 𝜖0)
𝑊𝐶

𝑅𝑇
𝑝𝐶𝑂2

, (44)

where 𝐷𝑒 is the effective diffusion coefficient of the porous particle.
Calculation of 𝐷𝑒 is shown in Supplementary Material (section S2).

.3.4. Variation of particle diameter and density
The particle diameter remains constant until the conversion at the

urface of the particle is converted to a critical value when the particle
s considered to be completely consumed. The time when particle
iameter starts to change (𝜏) can be then evaluated as the moment

when 𝑋𝑠 = 𝜂 [20]. Therefore, the surface conversion is calculated
in parallel through the integration of the local conversion rate at the
particle surface as:
𝑑𝑋𝑠 = 𝑘 ⋅ 𝑝𝑛 ⋅ 𝑓 (𝑋 ). (45)
6

𝑑𝑡 𝑐 𝐶𝑂2 ,𝑝 𝑠
nce 𝑋𝑠 reached critical conversion (95% in this study), the particle
ize is calculated based on [20]:
𝑑𝑟𝑝
𝑑𝑡

=
𝑑𝑚𝑝
𝑑𝑡

1 − 𝜂
2𝜋𝑟𝑝𝜌𝑝

, (46)

here the particle density is calculated as:
𝑑𝜌𝑝
𝑑𝑡

=
𝑑𝑚𝑝
𝑑𝑡

𝜂
𝜋𝑟2𝑝

. (47)

2.3.5. Calculation procedures
After deciding the time step for the point-particle calculations, tem-

perature and gas species mass fractions were calculated using Eq. (23)
and (27). Then all the time-varying parameters were calculated using
the Euler-explicit method at each time step. The more detailed sequence
of point-particle calculations can be found in Supplementary Material
(section S5). The point-particle results were compared with volume-
averaged parameters from particle-resolved simulations for the 6 cases
in Table 1.

3. Results and discussion

3.1. Comparison of the point-particle and resolved-particle approaches

Simulation results from the point-particle (PP) approach and
resolved-particle (RP) approach were compared with respect to particle
diameter (𝑑𝑝), particle temperature (𝑇𝑝), gas composition (𝑌𝑖,𝑝), char
onversion (𝑋𝑝), char conversion rate ( 𝑑𝑋𝑝𝑑𝑡 ) and the effectiveness

factor (𝜂). The data from the RP approach were averaged over the
ntire particle volume (volume-averaged) and over the external curved
urface of the particle (surface-averaged). Changes in particle diameter
rom the RP approach were evaluated as the average distances between
he initial centre of the particle and the surface at the front, side, and
ack of the particle. It should be noted that cases 1–3 have lower 𝜂

values (0.2–0.4) than cases 4–6 (0.6–0.7). Here, we call the cases 1–3
as ‘‘low 𝜂 cases’’ and the cases 4–6 as ‘‘high 𝜂 cases’’.

Fig. 3 shows char conversion plotted against time and char con-
version rate plotted against char conversion for all the cases as a
comparison between the RP approach and the PP approach. All the
cases show a significant difference between the two approaches. The
predictions by the PP approach and the RP approach are closer to
each other in high 𝜂 cases (Fig. 3(c)) than in low 𝜂 cases (Fig. 3(a)).
Moreover, the PP approach underestimates conversion rates for high
𝜂 cases while it overestimate the conversion rates for low 𝜂 cases.
It indicates the existence of at least two sources of errors in the PP
approach.

Another interesting observation is that the deviation of the PP
approach from the RP approach is most profound for cases 1 and 4.
The common properties of case 1 and case 4, apart from the particle
Reynolds number, are high ratios of Stefan Reynolds number to particle
Reynolds number (Re𝑆𝑓∕Re ≈ 0.16–0.18). The ratios for the other cases
were Re𝑆𝑓∕Re ≈ 0.007–0.013, which is one order of magnitude lower
than for cases 1 and 4.

Fig. 4 shows the effectiveness factor plotted against char conver-
sion. The effectiveness factor of the RP approach is calculated as the
local reaction rates integrated over the particle volume divided by
the volume-integrated reaction rate obtained if the temperature, mass
fractions of gas species, and particle conversion inside the particle were
equal to the surface-averaged values (see Eq. (21) for more details).
It clearly depicts that the PP approach overestimates the effectiveness
factors. The relative differences become more pronounced for lower 𝜂
cases. This explains the overestimation of the conversion rate by the
PP approach at low 𝜂 cases as it directly affects the conversion rates
as shown in Eq. (41). Several potential reasons exist for overestimating
the effectiveness factors in the PP approach. Firstly, the PP approach
does not consider the change of temperature inside the particle, even
though it considers mass diffusion resistance. Reactions in this study
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Fig. 3. Time vs. char conversion (a and c) and char conversion vs. conversion rate (b and d). Solid lines — RP approach; Dashed lines — PP approach.
are endothermic, and this can lower the internal particle temperatures.
Therefore, in reality, the effectiveness factor can be significantly lower
than calculated by the PP approach, where a uniform temperature is
assumed. Secondly, the effectiveness factor in the PP approach was
developed based on the mass diffusion through quiescent gas inside
the pores. In reality, the non-equimolar reactions create a net outgoing
flow, which can increase the diffusion resistance.

In order to elaborate more on the effect of temperature gradient
inside the particle, we make the following thought experiment: Assume
two particles that are identical, except that the thermal conductivity
is finite for one of them while it is infinite for the other. Let us
call the former, which will have an internal temperature gradient,
p1, while the latter, which has uniform temperature, is named p2.
Furthermore, assume that the reactions are equimolar, such that there
is no Stefan flow, and that the relative velocity between the particles
and the surrounding flow is negligible. Finally, let us choose parameters
such that the overall char conversion rate is the same for p1 and p2.
For endothermic reactions it is now clear that we have the following
temperature relations:

𝑇∞ > 𝑇𝑝1,𝑠 > 𝑇𝑝2,𝑠 = 𝑇𝑝2,𝑐 > 𝑇𝑝1,𝑐 , (48)

here subscripts 𝑠 and 𝑐 refer to the surface and the centre of the par-
icle, respectively, while 𝑇∞ is the far-field temperature. Since 𝑇𝑝1,𝑠 >
𝑇𝑝2,𝑠, the reaction rate at the surface of p1 is higher than that of
p2. Based on our assumption that the char conversion rates are the
same for the two particles, the char conversion rate in the particle
interior must therefore be slower for p1 than for p2. From the definition
of effectiveness factor, this immediately implies that the effectiveness
factor of p1 is lower than that of p2. Since the PP approach with
the Thiele model implicitly implies an infinite thermal conductivity,
this supports the explanation for the difference in effectiveness factors
between the RP and PP approaches given in the paragraph above.

Now, let us relax the assumption that the char conversion rate of the
two particles is the same. Note that this does not change the fact that
7

the surface temperature of a particle with infinite thermal conductivity
is underestimated compared to a particle with finite conductivity. For
endothermic reactions, heat transfer to the particle is crucial in order
to maintain the conversion rate. Since the heat transfer rate to the
particle is proportional to the temperature gradient in the boundary
layer surrounding the particle, the lower surface temperature of the
particle with infinite conductivity results in a higher heat transfer rate.
We know from the above that this particle also has an overestimated
effectiveness factor. The result of this (high heat transfer and high
effectiveness factor) is a higher char conversion rate, which is indeed
what we observe for the PP approach.

As previously discussed in our studies [19,20], the errors in the
estimations of the effectiveness factor may result in errors in particle
size prediction. Fig. 5 compares the change of particle diameter at
different char conversions from the PP approach and the RP approach.
The onset of particle shrinkage in the PP approach was much later in
char conversion than in the RP approach. This is reasonable because
the PP approach overestimated the effectiveness factors (Fig. 4), which
delays the start of shrinkage with respect to char conversion [19,20].

Fig. 6 shows the normalized particle temperature, 𝜃 = 𝑇𝑝∕𝑇∞, as
a function of char conversion. The temperature is normalized because
each case has a different far-field temperature. The volume-averaged
temperature was calculated based on the temperature field over the
particle of the RP approach. All the data show a similar general trend;
the particle temperature quickly rose to around 90% of the far-field
temperature and slowly increased toward the far-field temperature at
the later stage of the conversion. In all the cases, the particle tempera-
tures from the PP approach are lower than those from the RP approach.
The difference was more significant for the cases with low 𝜂, which tend
to have higher temperature differences inside the particle. The results
clearly show that the heat of reaction was large enough to affect the
particle temperature. The difference in the particle temperature is quite
important for the estimation of conversion rate as it is very sensitive
to the temperature (Eq. (17)). In fact, conversion rates of the high 𝜂
cases from the PP approach are lower than the RP approach (Fig. 3(d))

despite overestimating the effectiveness factors by two-fold (Fig. 4(b)).
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Fig. 4. Effectiveness factor variation as a function of char conversion for low 𝜂 cases (a) and high 𝜂 cases (b). Solid lines — RP approach; Dashed lines — PP approach.
Fig. 5. Normalized particle diameter variation with char conversion for low 𝜂 cases(a) and high 𝜂 cases (b). Solid lines — RP approach; Dashed lines — PP approach. The diameter
is normalized with the initial diameter of each case. Each case has three plots based on the diameter variation of the front, side, and back of the particle. In the future, diameter
is referred to as the average of the three diameters.
Fig. 6. Volume averaged temperature variation with char conversion. Solid lines — RP approach; Dashed lines — PP approach. Temperature is normalized with a far-field
temperature of each case.
The effectiveness factor is calculated in the PP approach to account
for the effects of mass diffusion resistance under the assumption that
the particle temperature is uniform. To have a better understanding of
the gasification conditions inside the particle, contour plots of temper-
ature from the RP approach are studied. Fig. 7 shows the temperature
contours for cases 1 and 4 at different char conversions. These cases
have high Re𝑆𝑓∕Re ratios while case 1 has low 𝜂 and case 4 has high
𝜂. It is apparent that temperature gradients within the particle are
significant at all the conversion stages (𝑋𝑝 = 0.1–0.8) for both cases.
In addition, case 1 (low 𝜂) shows asymmetric temperature distribution
with the front side of the particle having lower temperature, indicating
more intense reaction zones there. It is also an indication that the
consumption of reactant gas (CO2) at the front of the particle may
affect the reactions at the back of the particle since most of the CO is
8

2

consumed in the front, leaving little to be used by the rear side. Such
phenomena have not been considered even with three-dimensional
particle models in recent studies [34] because the direction of bulk
gas flows is not considered in such studies. Case 1 (Fig. 7(a)) exhibits
about 50 K of temperature difference within the particle, and case 4
(Fig. 7(b)) about 70 K, which may cause the variation of local rate
constant by 60–80%. All the cases in Table 1 have shown temperature
differences close to or more than 50 K within the particle at 𝑋𝑝 =
0.1–0.8. Temperature contours of the other 4 cases are presented in
Supplementary Materials (section S6).

Fig. 8 shows the contours of CO2 mass fraction (𝑌𝐶𝑂2
) for the cases 1

(low 𝜂) and 4 (high 𝜂). It is very clear that CO2 mass fraction inside the
particle is close to zero for case 1. We could say that there is a strong
diffusion resistance, and all the CO that reaches the particle surface is
2
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Fig. 7. Temperature contours of case 1 (a) and case 4 (b) of the normalized temperature (𝑇 ∕𝑇∞, where 𝑇 is the temperature at each point of the particle surface). Both cases
have similar Reynolds numbers. Case 1 has low values of effectiveness factor, and case 4 has high values.
consumed by reactions near the particle surface, which is similar to the
zone III conditions. In fact, there is a low-temperature region near the
particle surface (see Fig. 7) because of the heat of the reaction. To get
more insight Fig. 9 shows CO mass fraction (𝑌𝐶𝑂) contours for cases 1
and 4. CO (reaction product) is most likely generated near the external
surface of the particle for case 1. The uniform CO distribution in case
1 shows that it has not only produced outward Stefan flow but also
diffused inward and accumulated inside the particle.

Case 4 (high 𝜂) has non-zero but lower 𝑌𝐶𝑂2
inside the particle than

at the particle surface. Hence, CO is most likely generated throughout
the particle. The CO generated at the outer region of the particle may
diffuse or advect outward from the particle and create a non-uniform
𝑌𝐶𝑂 profile inside the particle.

The state-of-the-art models using the PP approach [22] assume (1)
uniform temperatures within the particle, which did not happen in
the RP approach for the cases simulated in this work. In addition,
(2) effectiveness factor (𝜂) correlations do not consider the convective
effects due to reactions (Stefan flow) inside the particle. Finally, (3)
the 3D effects (asymmetrical thermophysical parameters inside the
particles) are not considered in the PP approach. These assumptions are
potential sources of deviations between the results of the RP approach
and the PP approach. In addition, the deviation of particle temperature
between the RP approach and PP approach (see Fig. 6) throws doubt
upon the accuracy of external heat transfer models. The next section is
dedicated to studying possible deviations between the two approaches
in detail.

3.2. Origins of deviations between the RP and PP approaches

Simulations with the point-particle approach (PP approach) applies
various sub-models and assumptions. Simulation with the resolved par-
ticle approach (RP approach) eliminates many of the models. Instead,
the RP approach resolves the particle interior and the boundary layer in
a numerical mesh and use this to directly solve relevant evolution equa-
tions. This approach is much closer to reality than the PP approach.
Therefore, the results from the RP approach can be used to identify
the sources of inaccuracies of the PP approach. When used to model a
9

reacting particle with a Stefan flow, the potential sources of error can
be listed as follows based on findings of the previous section and by
studying the PP equations:

1. 3D/2D asymmetry within the particle due to the effects of
external flows

2. non-uniform temperature within the particle
3. neglecting the effects of convective flow inside the particle

(Stefan flow)
4. external heat and mass transfer from/to the particle

In order to gain insights into these potential errors, we carried out a set
of simulations with the following procedures to test the significance of
some of the uncertainties:

1. RP approach with significantly higher thermal conductivity of
char to eliminate non-uniform temperature within the particle,

2. PP approach using surface-averaged temperature from the RP
approach results instead of solving Eq. (23) to examine the
effects of the uncertainty in external heat transfer models,

3. PP approach using surface-averaged 𝑌CO2
from the RP approach

results instead of solving Eq. (27) to examine the effects of
deviations due to external mass transfer models of CO2,

4. PP approach using both surface-averaged temperature and 𝑌CO2
from the RP approach results to examine the uncertainty in
internal particle phenomena independent of external transport
phenomena, except for the effects of the 3D asymmetry

Remaining uncertainties, such as the effects of intraparticle convective
flow due to Stefan flow and 3-D/2-D asymmetry due to the interaction
between internal and external phenomena, were considered to be out-
side the scope of this work. Instead, they will be addressed in future
work by comparing the results with, for example, 1D particle models.
The above 4 tests were carried out for case 4 (high 𝜂 case with highest
Re𝑆𝑓 /Re ratio). Char conversion was plotted against time while other
parameters such as conversion rate, effectiveness factor, normalized
particle diameter, particle temperature, and CO and CO2 mass fraction
were plotted against char conversion.
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Fig. 8. CO2 mass fractions contours of case 1 (a) and case 4 (b). Both cases have similar Reynolds numbers. Case 1 has low values of effectiveness factor, and case 4 has high
values. White solid line in (a) indicates the particle surface during conversion and black dashed line indicates the initial particle diameter.
Fig. 9. CO mass fractions contours of case 1 (a) and case 4 (b). Both cases have similar Reynolds numbers. Case 1 has low values of effectiveness factor, and case 4 has high
values.
3.2.1. Non-uniform temperature inside the particle
Figs. 10 and 11 show the comparisons between an ordinary RP

approach, an RP approach with 100 times higher thermal conductivity
of char, and a PP approach. The high conductivity RP approach resulted
in an almost uniform temperature within the particle, which is in line
with the underlying assumption of the PP approach. However, the
conversion rates of the high conductivity RP approach (green-dashed-
dot line in each figure) deviated more against the PP approach than
the ordinary RP approach (black-solid line in each figure). The surface
temperature of the ordinary RP approach is higher than the average
10
particle temperature and reduces the external heat transfer rate. There-
fore, the high conductivity RP approach gives higher surface-averaged
particle temperature than the ordinary RP approach (see Fig. 11(a)).
Meanwhile, the effectiveness factor of the ordinary RP approach based
only on 𝑌CO2

(Eq. (22)) is slightly higher but comparable to that of the
high conductivity RP approach. When the effects of the temperature
are considered (Eq. (21)), the effectiveness factor of the ordinary RP
approach becomes significantly lower than the high conductivity RP
approach. Hence, the high conductivity RP approach results in a faster
char conversion rate (see Figs. 10(a) and 10(b)).



Fuel 370 (2024) 131743T.R. Jayawickrama et al.

b

o
t
a
b
t
c
a
m

t
r
t
t
m
c
e
t
o

3

R
s
c
T
t
1
s

a
t
H

Fig. 10. Comparison of resolved-particle approaches (RP approach) with ordinary conductivity for char, RP approach with high conductivity for char, and point-particle approach
(PP approach) for case 4. (a) Time vs. char conversion. (b) Char conversion vs. char conversion rate. (c) Char conversion vs. effectiveness factor. Black-dashed lines is 𝜂𝑟𝑒𝑎𝑙 and
lack-solid line is 𝜂𝐶𝑂2,𝑏𝑎𝑠𝑒𝑑

for RP approach (see Eqs. (21) and (22) for more details). (d) Char conversion vs. normalized particle diameter.
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When looking closely at the particle temperature and mass fractions
f CO2 and CO for case 4 (Fig. 11), the PP approach underestimates
he particle temperature and 𝑌CO while it overestimates 𝑌CO2

. The
pplication of the high conductivity RP approach makes the deviation
etween the RP approach and the PP approach even larger. This means
hat, unlike for low-𝜂 cases, the temperature gradient inside the particle
annot be the main cause for the difference between the RP and PP
pproaches for the high-𝜂 case 4. Instead, the difference is probably
ore due to the effect of the particle-internal Stefan flow.

In summary, for high-𝜂 cases, uniform particle temperature assump-
ion alone cannot explain the reason why the PP approach does not
eproduce the conversion rates predicted from the RP approach. The
wo sources of errors, that is, the underestimation of external heat
ransfer rates and the uniform particle temperature assumptions, are
ost likely cancelling their effects on conversion rates. Therefore, the

urrent test does not give an individual insight into the errors in
xternal heat and mass transfer. The next section will look further at
he performance of the PP approach when removing the inaccuracies
f external heat and mass transfer models.

.2.2. External heat transfer
When we use the average surface temperature obtained with the

P approach as boundary conditions for the PP approach — instead of
olving the energy equation (Eq. (23)), we can remove the inaccuracies
reated from the errors in the model terms for external heat transfer.
he terms in question are the heat transfer coefficient (ℎ), the advective
erm due to Stefan flow (𝑄𝑆𝑓 ), and Dufour terms (𝑄𝐷𝑢𝑓𝑜𝑢𝑟). Figs. 12 and
3 examine how the results from the PP approach improve by using the
urface averaged temperature from the RP approach results.

The largest improvement is in gas mass fractions (see Figs. 13(b)
nd 13(c)) although it can simply be the coincidence, considering
he large deviation in the prediction of char conversion (Fig. 12(a)).
11

igh consumption (overprediction) of the CO2 and CO production in
he particles is most likely compensated by the previously discussed
verprediction of external mass transfer rates. When looking at particle
emperature (Fig. 13(a)), the particle average temperature of the RP
pproach is slightly lower than that of the surface-averaged tempera-
ure used in the PP approach. The PP approach with the given surface
emperature shows a comparable effectiveness factor (Fig. 12(c)) to
hat of the RP approach calculated only based on 𝑌CO2

variation. It is
much higher than the effectiveness factor of the RP approach with the
consideration of both temperature and mass fraction variations inside
the particle. From these results, we can interpret that the deviation
of the conversion rate mainly originates from the failure of the PP
approach in considering the drop in the temperature inside the particle.

Then, questions about the external heat transfer rates arise. The
inaccuracies must have originated from the errors in ℎ, 𝑄𝑆𝑓 , or 𝑄𝐷𝑢𝑓𝑜𝑢𝑟
nless the effects of 3D/2D asymmetry are significant. We can examine
he contribution of terms 𝑄𝑆𝑓 , 𝑄𝐷𝑢𝑓𝑜𝑢𝑟, 𝑀𝑖,𝑆𝑓 by removing them from
qs. (23) and (27). The effect of the Nusselt number (Nu) can be
xamined by replacing model-based Nu with Nu calculated from the
P approach. Fig. 14 shows the volume-average temperature when the

erms are removed (𝑄𝑆𝑓 , 𝑄𝐷𝑢𝑓𝑜𝑢𝑟, 𝑀𝑖,𝑆𝑓 ) or replaced by values from the
P approach (Nu). It shows that the effects of terms 𝑄𝑆𝑓 , 𝑄𝐷𝑢𝑓𝑜𝑢𝑟,𝑀𝑖,𝑆𝑓
re negligible compared to the effect of the Nusselt number. This can
e seen from the improvement in the particle-averaged temperature by
sing Nu from the RP approach. We could say the rest of the deviation
f the temperature could be due to hot gas entering the particle or
dditional unknown effects.

.2.3. External mass transfer
As discussed in the previous section, the PP approach seems to

verpredict mass transfer rates of CO2. By eliminating the inaccuracy
f external mass transfer rates, we can evaluate how errors of the PP
pproach in external heat transfer and uniform temperature assumption
nside the particle compensate for each other. Hence, we compared the
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Fig. 11. Comparison of resolved-particle approaches (RP approach) with ordinary conductivity for char, RP approach with high conductivity for char, and point-particle approach
(PP approach). (a) Char conversion vs. volume-averaged particle temperature. (b) Char conversion vs. CO2 mass fraction. (c) Char conversion vs. CO mass fraction.

Fig. 12. Comparison of the resolved-particle approach (RP approach), the point-particle approach (PP approach), and the PP approach using average surface temperature from
the RP approach instead of Eq. (23). (a) Time vs. char conversion. (b) Char conversion vs. char conversion rate. (c) Char conversion vs. effectiveness factor. Black-dashed lines is
𝜂𝑟𝑒𝑎𝑙 and black-solid line is 𝜂𝐶𝑂2,𝑏𝑎𝑠𝑒𝑑

for RP approach (see Eqs. (21) and (22)for more details). (d) Char conversion vs. normalized particle diameter.
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Fig. 13. Comparison of the resolved-particle approach (RP approach), the point-particle approach (PP approach), and the PP approach using average surface temperature from
the RP approach instead of Eq. (23). (a) Char conversion vs. volume-averaged particle temperature. (b) Char conversion vs. CO2 mass fraction. (c) Char conversion vs. CO mass
fraction.
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Fig. 14. Comparison of the particle temperature from resolved-particle approaches
(RP approach) with point-particle approach (PP approach) using different approaches.
The exclusions of heat and mass transfer by advection due to Stefan flow, PP-w/o
(Q𝑆𝑓+M𝑖,𝑆𝑓 ), the exclusion of Dufour term, PP-w/o Q𝐷𝑢𝑓𝑜𝑢𝑟, and the use of Nusselt
number extracted from the RP approach, PP-Nu∞,𝑅𝑃 , in Eqs. (23) and (27) were
considered.

PP approach and RP approach results with PP approach results using
the surface-averaged mass fraction of CO2 from the RP approach results
instead of solving Eq. (27). Figs. 15 and 16 show the comparison of
results from the RP approach and PP approach with the PP approach
using given CO2 mass fraction.

Instant observation is that the PP approach results with the given
mass fraction of CO2 show a very close char conversion rate and particle
temperature to those from RP results. However, a large deviation
13
from the RP approach remains for the effectiveness factor, CO gas
composition, and particle size changes. The deviation of CO is relatively
expected because overprediction of the mass transfer rates of CO is not
adjusted in the model. The PP approach with the given mass fraction
of CO2 showed a higher effectiveness factor than the RP approach,

hile their conversion rates showed similar values. This is due to the
ompensation of the high effectiveness factor in the PP approach with
on-uniform temperature in the RP approach. In conclusion, it is a
oincidence that the reaction rates of the two simulation results show
negligible difference in this case. The difference in conversion rates
ay become apparent under different reaction conditions, especially at
ifferent effectiveness factors.

.2.4. Intra-particle heat and mass transfer
When the PP approach is carried out by using both surface-averaged

article temperature and CO2 mass fraction from the RP approach,
e can eliminate the inaccuracy of external heat and mass transfers.
he comparison of the PP approach results with such treatment with
he RP approach results can highlight the inaccuracies in the intra-
article transport phenomena. Figs. 17 and 18 show the results of such
imulation cases, i.e., the PP approach using the pre-determined particle
emperature and CO2 mass fraction as surface averaged values in RP
pproach results.

The effectiveness factor from the PP approach shows a relatively
imilar value as the effectiveness factor of the RP approach based only
n the variation of 𝑌𝐶𝑂2

inside the particle (i.e., no consideration of the
ffects of the temperature or local conversion variation). Nevertheless,
he effectiveness factor of the PP approach is slightly higher than
hat based on the 𝑌𝐶𝑂2

variation from the RP approach results. One
otential reason for this deviation is the outward convective flow inside
he particle. The effectiveness factor used in the PP approach was
eveloped based only on mass diffusion and without convective flows
rom non-equimolar equations. When the real effectiveness factor of
he RP approach is used as a reference, the difference becomes more
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Fig. 15. Comparison of resolved-particle approaches (RP approach), point-particle approach (PP approach), and PP approach using the average surface mass fraction of CO2 from
RP approach instead of solving Eq. (27). (a) Time vs. char conversion. (b) Char conversion vs. char conversion rate. (c) Char conversion vs. effectiveness factor. Black-dashed lines
is 𝜂𝑟𝑒𝑎𝑙 and black-solid line is 𝜂𝐶𝑂2,𝑏𝑎𝑠𝑒𝑑

for RP approach (see Eqs. (21) and (22) for more details). (d) Char conversion vs. normalized particle diameter.

Fig. 16. Comparison of resolved-particle approaches (RP approach), point-particle approach (PP approach), and PP approach using the average surface mass fraction of CO2 from
RP approach instead of solving Eq. (27). (a) Char conversion vs. volume-averaged particle temperature. (b) Char conversion vs. CO2 mass fraction. (c) Char conversion vs. CO
mass fraction.
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Fig. 17. Comparison of resolved-particle approaches (RP approach), point-particle approach (PP approach), and PP approach using the average surface mass fraction of CO2 and
average surface temperature from RP approach instead of solving Eqs. (23) and (27). (a) Time vs. char conversion. (b) Char conversion vs. char conversion rate. (c) Char conversion
vs. effectiveness factor (𝜂𝐶𝑂2 ,𝑏𝑎𝑠𝑒𝑑 ). (d) Char conversion vs. normalized particle diameter.

Fig. 18. Comparison of resolved-particle approaches (RP approach), point-particle approach (PP approach), and PP approach using the average surface mass fraction of CO2 and
average surface temperature from RP approach instead of solving Eqs. (23) and (27). (a) Char conversion vs. volume-averaged particle temperature. (b) Char conversion vs. CO2
mass fraction. (c) Char conversion vs. CO mass fraction.



Fuel 370 (2024) 131743T.R. Jayawickrama et al.

v
–

s
S

D

t
K
R
w
E
b
r
N
h
n
c

D

A

s
0
p
(
t
n
a
a
N
b
H
t
f

A

a

R

significant, which indicates that the effect of non-uniform temperature
is larger than the effects of internal convective flows (𝜂𝑟𝑒𝑎𝑙 is not shown
in Fig. 17(c)).

The PP approach results do not indicate any onset of the decrease in
particle size for this condition. The point particle approach does not in-
clude the effect of the non-uniform temperature inside the particle. This
intrinsic inaccuracy makes the effectiveness factor of the PP approach
always deviate from that of reality (or the RP approach) as long as the
heat of the reaction is not zero. Therefore, it is reasonable that the PP
approach overestimates the critical conversion for the onset of particle
shrinkage.

None of the tests discussed in Sections 3.2.2–3.2.4 did improve
the prediction of variation in particle diameter. The main reason is
probably the fact that the prediction of the real effectiveness factor
from the PP approach is too high for this case. Another potential
reason, which is unique for zone II conditions, is the inability of the
PP approach to consider the variations of porosity inside the particles
caused by earlier stages of reactions. When the effectiveness factor is
significantly lower than unity, the porosity near the particle surface
becomes higher than the particle core. Therefore, the inherent assump-
tion of the effectiveness factor, that is, the uniform porosity inside
the particles, increases the effectiveness factor at the later stage of
conversion compared to the reality. This deviation can result in a delay
in the onset of particle shrinkage by the PP approach.

According to Haugen et al. [20], the onset of particle diameter
variation is predicted accurately by Eq. (46) when the particle inte-
rior temperature is uniform and the variation of parameters is one-
dimensional. Results in this work show that the effectiveness factor
from the PP approach and therefore the onset of particle diameter
become inaccurate when the temperature of the particle interior is not
uniform and affected by two-dimensional variation of parameters.

4. Conclusions

A series of simulations using the resolved particle and point particle
approaches highlight a few important sources of inaccuracies in the
point particle approach.

The dominant source of inaccuracies for the intra-particle heat and
mass transfer is the effects of non-uniform temperature distribution,
i.e., lower particle temperature due to endothermic reactions. Since the
effectiveness factor commonly applied in char conversion models do
not consider the effects of non-uniform temperature, the PP approach
always overestimates the effectiveness factor. The inaccuracy in pre-
dicting the effectiveness factor also results in the inability to predict
the particle size changes.

When the inaccuracies of both external and internal heat and mass
transfer are considered, the eventual outcome is dependent on the
effectiveness factor because of the shift in their relative importance.
When the effectiveness factors are relatively large (close to zone I
conditions), the errors in external heat transfer dominate the overall
conversion rates. When the effectiveness factors are smaller (near zone
III conditions), the inaccuracy of using uniform particle temperature
becomes more important, and the PP approach tends to overestimate
the conversion rates. Interestingly, this study sheds light on a few
occasions when one or more parameters from the PP approach results
agreed very well with the RP approach, solely by the coincidence of
two or more errors cancelling each other. It strongly suggests that the
accuracy of the point particle approach must be examined thoroughly
by comparing several parameters, preferably at a wide range of reaction
conditions.

Other potential sources of errors, such as the 2D/3D asymmetry
and intra-particle convective flows, were also identified. Future studies
should include comprehensive comparisons of several different mod-
elling approaches, such as the point particle approach, one-dimensional
particle model, and multi-dimensional resolved-particle model with and
without the direct solution of external flows.
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