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Abstract. Security breaches still continue to flourish despite of the
many technical measures in place. More often than not, the human users
get the blame. Social engineering attacks use various manipulation tech-
niques to fool users into giving away sensitive information or make se-
curity mistakes that are further exploited in cyber attacks. This study
has investigated how common, cyber-enabled social engineering attacks,
such Business Email Compromise (BEC) phishing and romance scams
can be used to exploit individuals, systems or organizations. We investi-
gate studies from the literature and apply a qualitative approach based
on in-depth interviews with sample victims of such attacks. Our results
contribute to the understanding of why established social engineering
protection measures sometimes fail and how the victims have experi-
enced the aftermath of such events. Based on our findings and literature
comparison, we provide reflections on how mitigations can be improved
to reduce the success rate of social engineering attacks.
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1 Introduction

Social engineering was originally coined by economist John Gray already in 1842
[17] and can be understood as the art of using manipulation and psychological
persuasion to make people compromise information systems [25]. More than 150
years after Gray, Schneier [41] stated that “only amateurs attack machines, pro-
fessionals target people”. Security breaches continue to flourish, and humans are
frequently referred to as the weakest link and the ones to blame, both in aca-
demic papers as well as the media [1, 3, 16, 18, 23, 26, 32]. This could be because
social engineering attacks are commonly used as gateways for other more sophis-
ticated attacks [53]. According to Verizon’s Data Breach Investigation Report
for 2022, 82% of all security breaches include human actions [49]. However, there
are also advocates for the humans, claiming that this blame is rarely justified
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[53, 56, 10]. We should rather rethink how we build our systems, working pro-
cedures, trust, company cultures, responsibilities and supporting mechanisms.
Humans are difficult to upgrade and patch, and blaming them does not seem to
help tackling the attacks.

To address these challenges, there is a need for more interdisciplinary research
to better understand why social engineering attacks are so successful. According
to Washo [50], social engineering research lacks a framework to view the topic
and to apply findings in real-world organizational settings. Security economics,
as proposed by Anderson [6], allows researchers to describe information security
shortcomings from an economic perspective, leading to a better understanding of
why security breaches still occur despite robust technical measures. In addition
to economic concepts, such as information asymmetry, misaligned incentives and
externalities, security economics has come to include concepts from behavioral
economics and psychology as well. Since social engineering relies on using psy-
chological tricks on the victim, it seems fruitful to look into how these concepts
can be used as a framework for the following research questions:

– Why do theoretical solutions to social engineering issues not always work out
as expected in reality?

– Which measures can reduce the success rate of social engineering attacks?

Our study combines theory from the literature with reflections from a sam-
ple of victims of real-life incidents to answer these questions. We focus on the
prevalent social engineering attack types Business Email Compromise (BEC)
phishing and romance scams, but believe the results are transferable to most of
the other variants as well.

Section 2 gives an overview of the central social engineering attack types
for our study, and briefly introduces the related work on which we are leaning
on. Section 3 explains our methods, before our results are presented in Section
4. These results are discussed and reflected upon in Section 5, and Section 6
concludes the paper.

2 Background and related work

There are forms of social engineering attacks that have existed as long as man-
kind itself, and new ones appearing alongside with new technological develop-
ments. Ivaturi and Janczewski [21] created a taxonomy to give an overview of
the different types, separating between direct person-person interaction and in-
teraction via some other medium, such as cyberspace. Koyun and Al Janabi [24]
have done similarly with their social engineering taxonomy, splitting between
human-based and computer-based types. They argue that the latter makes use
of technology to interact with a large number of victims at once. Literature
surveys by Salahdine and Kaabouch [40] and Aldawood and Skinner [5] show
more than twenty categories, which again can be divided into sub-categories. For
instance, phishing attacks can be divided into spear phishing, whaling phishing,
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vishing phishing, interactive voice response phishing, and business email compro-
mise phishing. In our study we have focused on two prominent types of social
engineering attacks, namely business email compromise phishing and romance
scams. According to Verizon [48], phishing is the most common and widespread
form of social engineering. Here, the attacker primarily uses email in order to
reach a large number of potential victims, both organizations and individuals.
Attackers depend on persuasion techniques that make the attacker seem trust-
worthy, likable and have a sense of authority [14, 22]. Business Email Compro-
mise (BEC) is a type of phishing attack [2], which relies on email fraud that
targets organizations by making it seem as if the sender of the email is legit and
a trusted party. Within the BEC category, there are CEO fraud, invoice fraud,
blackmailing emails and others as well.

Romance scams is believed to be a common and among the most lucrative
cyber-enabled scams for criminals according to Yen and Jakobsson [54]. It be-
longs to the advance fee fraud category, where the objective is to steal large
sums of money from targeted victims [51]. The criminals typically create false
profiles on online dating sites or social media, and establish a false relationship
with their victims. Thus, they are targeting both the heart and purse of their
victims through digital means.

In the literature there are many examples of related social engineering studies.
Longtchi et al. [30] have recently performed a literature study on why social
engineering attacks succeed despite of so many proposed defense techniques.
They have found that defenders tend to prefer technical solutions, but that
does not match well with attacks based on psychological techniques. Based on
the original work of Mitnick and Simon [33], many (e.g., [5, 34, 40]) describe a
common pattern or cycle of steps for social engineering attacks, consisting of i)
researching/information gathering about the victim(s), ii) building trust with
the victim, iii) exploitation of trust, and finally iv) execution/exit. In contrast
to these studies, we have taken the viewpoint of the victim, hence it is stages
ii-iv, along with the aftermath of the attack, where we relate our findings.

Most existing social engineering victimization studies are in the form of ques-
tionnaires. For instance, Whitty [51] has investigated the personal characteristics
of romance scam victims in the UK through an online questionnaire. Studies
from Renaud et al. [38] and Budimir et al. [9] investigate the emotional re-
sponses of victims after security incidents. Workman [52] has conducted another
social engineering field study covering 588 respondents using a questionnaire.
The Norwegian Business and Industry Security Council conducts a bi-annual
phone survey related to security incidents within private and public organisa-
tions. The 2022 edition [35] included 2500 respondents, and when asked about
why security breaches could occur, the main given reason was “coincidence or
bad luck” (61%). The next prominent reasons were “human error” and “lack of
security awareness”.

More similar to our interview study, is for instance Banire et al. [8]. They
collected data from 20 victims and found that the outcomes of successful so-
cial engineering are mainly due to five factors; absent-mindedness, ignorance of
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attacks, inadequate security measures, situation (circumstance) of the victim,
and trusting stolen identities of personal contacts. In an interview study of 16
undergraduate students in the UK [11], concepts such as gullibility, weakness
and naivety were all mentioned in the context of cybercrime victimization.

There are also examples of studies investigating the offending side of such
attacks. For instance, Steinmetz et al. [44] have interviewed 37 professional and
nonprofessional social engineers to find out which traits can be associated to
vulnerable organizations.

3 Methods

Qualitative research, such as interviews, focus on gathering insights of the expe-
riences of people [12]. Though it might not be possible to generalize the findings
to entire populations, the results might challenge or confirm established truths,
discover local variations and provide new insights that should be investigated
further. Compared to existing social engineering victimization studies, which
tend to collect quantitative data through surveys, we have in our study chosen
to go more in-depth with a smaller group of respondents to collect details on
their personal perspectives.

We chose semi-structured interview as the main data collection method. An
interview guide ensured that the interview touched upon the specific topics we
were interested in. This is not as strict as a structured interview, allowing for
follow-up questions where this is deemed valuable [47]. Before collecting our in-
terview data, we applied to and got an approval from the Norwegian Agency for
Shared Services in Education and Research that the treatment of personal infor-
mation was in accordance with the Personal Data Act. This act incorporates the
European Data Protection Regulation (GDPR). The interview guide consisted of
reflection questions about the incident, such as how the victims experienced it,
attitude on security, why the attack succeeded, how it was perceived by others
and what could have been done differently. A transcript of the interview guide
can be found in the Appendix.

Finding victims of social engineering attacks willing to come forth is a known
challenge. In our case, a sample of respondents were recruited through conve-
nience sampling, meaning contacting people who had already talked publicly
about their incident or people in our professional network we knew had been
attacked. All respondents were interviewed during the Spring of 2022. The in-
terviews were performed through video calls due to spread localization and re-
strictions from the COVID-19 pandemic. They lasted up to 90 minutes and were
recorded, with the consent of the interviewees, transcribed and coded. Coding
qualitative data turns the raw data into a story by identifying the most relevant
topics and elements by labeling words, paragraphs, and sentences with a word or
a phrase that summarizes the content [29]. Our codes were based on central con-
cepts from the literature on social engineering and extended inductively based
on new themes that were identified during the transcription phase.
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Table 1. Characteristics of the incidents

Attack Type and exposure Victim

A BEC, publicly known University hospital
B BEC, anonymous Private service company
C Romance scam, publicly known Private person
D BEC (artificial), anonymous Private IT company

4 Results

The next section describes the attacks based on the victim stories. The following
sections correspond to the coding system that we used during the analysis of the
interviews transcriptions. We have included what we consider to be the most
relevant findings.

4.1 Attacks and victims

Our study encompasses four social engineering attacks with their own distinct
characteristics. Table 1 shows an overview of the attacks and victims, which are
further detailed below based on the explanations of the victims.

Attack A: In 2019 the University of Tromsø (UiT) planned to buy a new
medical computerized tomography (CT) scanner from a British supplier. The
supplier sent the invoice over email, which is standard procedure for foreign
suppliers. The following day the same person at UiT received an email that
seemingly was from the supplier, asking when they could expect the payment.
The email domain was not from the supplier, but the UiT employee did not
notice this, thus the BEC attack was in motion. The email contained a lot of
information from the original invoice that UiT received the day before, and the
UiT employee regarded it as a genuine inquiry and answered in the same email
thread. The imposter asked if UiT could change a bank account number, and
gave a credible explanation to why this was necessary, which included practical
challenges regarding Brexit. UiT made the payment of €1.2 million to the new
bank account number and discovered some weeks later that the money was lost.
UiT went public with this story to increase internal and external awareness of
such frauds, and one representative (Victim A) volunteered to be an informant
in our interviews.

Attack B: This incident is similar to A, but seen from the other side of
a corrupted payment transaction. Victim B represents an anonymous service
provider company, where the attacker intersected the communication between
the company and one of their clients in a man-in-the-middle manner. Victim B
was supposed to receive payments from their client in two iterations. The first
payment appeared as expected, but then the client received an email with a new
bank account, and the client transferred the second payment to this one. During
this process, both parties received impersonated emails from what seemed to be
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the other party. This was discovered after some time, and the client took the
burden of a new payment. This incident is still an unresolved police investigation.

Attack C: In 2019, Victim C went public with a story of how a professional
social engineer had manipulated her for several months. She met the fraudster
through an online dating platform, and started dating him under the impression
that he was a wealthy businessman. After some time, they became a couple.
Later on, he made her believe that he was in trouble and needed financial help
from her. The victim applied for loans in nine different banks in Norway and
the United Kingdom and provided him with the money. She eventually realized
he was a fraudster and reported him to the police. When she felt like the police
did not do enough to solve the case, she told her story to the press, and this
story has recurred in various news articles, as well as a documentary on Netflix
(The Tinder Swindler, released in 2022 also featuring other victims). After the
incident, she has acted as a spokesperson for fraud victims claiming that banks,
police, and other stakeholders are not helping fraud victims sufficiently.

Attack D: Victim D works in an IT company and received an email that
looked like it was coming from his CEO, asking him to click on a link to fill out
a survey about the company’s state and how the employees were feeling. The
company had sent out surveys like this before, and the victim considered the
email to be credible. The victim felt encouraged to answer because there were
issues he wanted to highlight, but thought it was a bit strange that the deadline
was on the same day. The link led him to a Microsoft Single Sign On (SSO)
page, where he provided his username and password. Shortly after, he received a
message saying he failed security training. This was an artificial attack setup by
the company, nevertheless, we found it interesting to investigate how the victim
perceived the event and reflected on such exercises.

4.2 Why attacks succeed

Misaligned incentives

“I feel that the banks can do so much more, but they have zero risk with
keeping things the way they are” -Victim C

Misaligned incentives can be an explanation to why social engineering attacks
are successful. Misaligned incentives were discussed by almost all interviewees,
who had various ideas of how incentives are influencing the success of social
engineering attacks.

Victim C brought up that the banks have stronger economic incentives to
make it easier to grant consumer loans, than they have ethical incentives to make
it harder to get granted a loan in order to protect the customers from scams. She
also mentioned that the banks face no economic risk themselves when involved
in a scam. She explained that this is because if the bank grant a customer a
consumer loan, it falls upon the customer to pay back the loan, even though
they were tricked into establishing the loan.

All the victims that reported the incident to the police, Victim A, Victim
B and Victim C, described challenges in that process that can be understood
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using misaligned incentives. One aspect mentioned by particularly Victim A and
Victim C, is that the police are not doing enough for victims of scams. All victims
experienced that all or parts of their cases were dropped, despite existing trails
of evidence. Furthermore, crimes that involve different police districts, such as
Victim B, or go across borders, such as Victim A and Victim C, are described in
the interviews as even harder to get the police to look into. Victim A indicated
that international complications obstructed further investigation of the incident.
Victim A also said that it is hard to discuss the reason of the incident with their
supplier because the supplier had incentives not to disclose it due to potential
loss of reputation.

4.3 Bad luck

“I don’t believe in luck, being lucky or unlucky.” -Victim D

Inspired by the findings from the broad survey by the Norwegian Business and
Industry Security Council [35], we asked all the interviewees whether or not bad
luck could be an explanation to why the social engineering attack was successful.

Most of the interviewees agreed that bad luck was not the main reason behind
their incident. They believed that to blame it on bad luck would also make it
more challenging to uncover the root cause of the problem. Victim D expressed
that if bad luck is a mix of circumstances, having your thoughts in another place
and poor training, then maybe. In general, Victim D thought there were a lot
of factors playing at the same time. Victim A said that blaming it on bad luck
is a way to not take the blame, and that would prevent taking these incidents
seriously.

Shame

“It is not embarrassing to be tricked by professionals.” -Victim C

Victim C said that one of the reasons she was open in the media about being
scammed was to show to other victims of similar scams that it is not embarrassing
to be tricked by professionals. She wants to show that victims are not alone in
their situation and reduce the shame of falling for social engineering. She thinks
a lot of the shame comes from not being seen as a victim by the police and
others, and the treatment by others is an extra punishment. Victim C expressed
that if the police reinforces the initial shame, victims will not dare to be open
about the incident.

Victim A said that UiT had focused on not blaming and shaming individuals
for the mistake around the invoice fraud and instead focused on organizational
learning and what they need to do differently to avoid similar incidents.

Culture of trust

“Trust is a beautiful and good thing we have in Norway” -Victim C
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Several of the interviewees discussed the concept of trust as an important aspect
related to social engineering. A recurring explanation from the interviews as to
why people generally fall for social engineering attacks is that people want to be
helpful to people they trust.

Victim C said that most of her fellow victims easily trust people and want to
help out when someone needs them. Even though Victim C trusted the attacker
and fell for the scam, she still meant that trust is a good thing and that the
trust in Norway is positive. Even though she has suffered substantial economic
losses, she still trusts people. She expressed that this is because what happened
to her was very special, and her life would be destroyed if she had to be skeptical
about every person in her life.

Victim A mentioned that trust might also be a security issue when it comes
to trusting the assessments of your co-workers. This is seen as one of the reasons
why UiT fell for the attack. When the recipient of the fraudulent email forwarded
the email to other employees for processing, the other employees assumed that
the first recipient had done a thorough enough job of checking the validity of the
email. Hence, no questions were asked by the others. Victim A mentioned that
in general, they have a very trusting culture, where employees trust that others
have checked validity of inquires.

Transparency

“It is important that this incident does not end up in the media” -Victim
B

The victims were asked about their opinions regarding transparency related to
social engineering attacks and why they chose to or chose not to be transparent
about their case. All the interviewees mentioned the importance of being open
and transparent about security incidents and that this can reduce successful
social engineering attacks due to increased awareness and available information.
However, getting people to discuss security incidents is more complicated.

Victim B fears the negative media attention the security incident could cause
for his employer and strives to keep it secret and out of the media’s attention.
Despite withholding his story from the public, he believed that being open about
incidents like this would generally be helpful for others. Victim A, on the other
hand, chose to be open about the security incident even though they too believed
it would negatively impact the reputation of the university. However, Victim
A said that there had not been much direct criticism towards the university
after sharing details of this incident. He also stated that he has experienced
a certain acceptance that it is possible to be deceived, and that the victims
do not have all of the blame, even though the incident still negatively affected
the reputation. UiT went public with it because of the external and internal
benefits of openness. According to Victim A, awareness is the key to preventing
attacks like this from happening repeatedly. Furthermore, he expressed that it
can reduce the chances of successful attacks when being transparent, especially
through sectorial cooperation.
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Victim C said that transparency about being subjected to a social engineering
attack hopefully can reduce the shame around being a victim of such attacks.
It is essential for her to be open about her experiences because she hopes it will
prevent similar incidents and make the process after a successful scam easier to
handle for future victims.

Victim A stated that he is critical to all the publicly available information
in the public procurement databases. He said that this is a goldmine for those
who want to execute a social engineering attack.

Humans as the weakest link

“I think there are other things that are weak links as well, because not
every area of what we’re doing is up to speed.” -Victim D

The claim that humans are the weakest link in a security chain has been widely
accepted and established as mentioned in Section 1. The interviewees have differ-
ent opinions on the matter. Victim A and Victim D expressed that humans are
the weakest link if all the recommended security procedures are implemented,
but if this is not the case, they do not think humans are the weakest link. Victim
B agrees with the claim that humans are the weakest link, and he argues that
he thinks humans are too inattentive. In contrast, Victim C disagrees with the
statement and argues that automation has more blame than humans.

4.4 Recommended measures

This section presents suggestions given by the interviewees against social engi-
neering attacks. These were identified from questions related to countermeasures.
We have mainly included the measures the interviewees meant are important to
focus more on.

Security awareness improvements

“Our people were fooled when they should not have been.” -Victim A

Some interviewees expressed that they did not think security training was ef-
fective enough and gave recommendations on how this could be improved. For
instance, Victim A emphasized that improved awareness, competence and vig-
ilance of social engineering can make the attacks less successful. Furthermore,
Victim A believed that focusing not only on countermeasures against social en-
gineering attacks, but also learning about how attackers attempt to attack and
scam can be effective.

Victim D wanted to support more technical measures that can help create
awareness. For instance, he recommended implementing warnings for emails that
come from outside the organization.
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Attitude change Victim C stated that it is crucial that the police change
their attitude towards victims and focus on not shaming and blaming them. She
said that being shamed by the police and others results in people not daring
to be transparent and open about security incidents. Victim C also said that
she wants the banks to change attitude towards their customers and take more
responsibility before and after scams.

Better policies

“The bigger the consequences are for you as a private person, the more
manual elements should be included in the process.” -Victim C

Victim C said she thought less automation in banks could be useful and could
reduce successful attacks or the consequences of attacks. She elaborated that
extra verification when doing larger bank transfers than usual could be a valuable
policy for the banks to implement.

Victim A suggested that an independent verification channel would help re-
duce attacks. This recommendation was given in the context of invoice fraud.
At the same time, he emphasized that countermeasures cannot be overwhelming
and that organizations do not have unlimited resources to spend on measures
against social engineering.

5 Discussion and reflection

5.1 Lessons learned

Throughout the interviews, it became clear that there are several explanations
for why the theoretically secure solutions that can protect against social engi-
neering attacks fail in practice, giving insight into our first research question. The
following sections discuss explanations given by the interviewees, and reflects on
how this compares to other studies from the literature. Here, we also highlight
which measures that could mitigate social engineering attacks, addressing our
second research question.

Aligning incentives According to Norwegian legislation [31], it is the private
individuals that are economically liable if they fall for social engineering scams.
This is because the banks are only responsible for covering the loss if it is caused
by unauthorized transactions, and the transactions in these attacks are normally
authorized by the victims themselves. However, according to Anderson [6], this
makes the banks careless, which leads to a more significant number of success-
ful scams. Victim C’s statements substantiate this. Currently, the banks have
stronger incentives for having smooth solutions with high usability to maintain
and increase their customer base, than spending extra resources on approving
consumer loans. A change in financial liability alignment might motivate the
banks to be more supportive to their customers.
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Most of the victims talked about challenges with reporting and follow-up from
the police. Similar frustrations from victims have been seen in many other cases
in Norway, such as [27, 45, 46]. From the police’s perspective, this prioritization
is understandable given limited resources and competence, and the fact that
working across international borders is challenging. However, the consequence of
dropping these cases is that the adversaries know that the risk of being caught
is low, making the potential payoff worth the risk, thus creating more incentives
to do so. Similarly to us, Baddely [7] points to limited capacity of government
institutions and small chances of being caught as significant reasons to why
attacks prevail. Currently, the Norwegian police does not really know the extend
of such cybercrime due to low reporting. Making reporting easier, with better
follow-up, would at least give a better picture of the situation, and could lead to
additional policing resources and mandates for following up cross-border cases.

Improving transparency Some of the benefits of transparency have been de-
scribed in previous papers, such as improved probability estimates for decision-
makers [42]. One of our main takeaways from the interviews is that transparency
should be regarded as an externality when discussing social engineering from a
security economic perspective. This is because increased transparency provides
increased insights about what we can learn about these attacks, and thus pro-
tect ourselves better. Transparency about social engineering incidents should be
considered a public good within information security, since the information is
non-excluding, being openly available, and non-rivaling, as no single person’s use
of this information excludes other people’s use of the information. At the same
time, openness and transparency allows the adversaries to know more about
which attacks are successful and could help them adapt their attack patterns.
This should be regarded as a negative externality.

We found valuable insight in the cases where the interviewees disagree, most
evidently found when comparing Victim B and Victim A’s interviews. Both sup-
ported transparency as an ideal to improve security. However, unlike Victim A
at UiT, Victim B prioritized his employer’s need for secrecy. From the interviews
we conclude that one negative effect of transparency is loss of reputation, which
negatively affects the attacked organization more than the positive externali-
ties from increased transparency. This is an example of how a moral hazard is
manifested in the battle against social engineering attacks, because each actor
benefits from being selfish and withhold information that can negatively affect
their reputation, even though society as a whole benefits from increased trans-
parency. It also shows how transparency as a public good is exposed to the “free
rider problem” described by Baddeley [7], where one actor benefits from the
transparency of others. Victim A also shared his doubts about everyone being
transparent about security breaches. He did not believe their supplier would
share information about breaches as they had no incentives to be transparent.

Shame cripples transparency During the interviews, we discovered the im-
portance of shame as an aftereffect of successful social engineering attacks.
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Shame can come from the victim’s thoughts, for example they can feel that
they should have realized what was going on. Shame can also originate from
other individuals who blame the victim for falling for the scam. Victim C em-
phasized that she has encountered several social engineering victims who, like
herself, felt shame caused by themselves and how others acted after the attack.
The quotes below displays some of the comments people left on social media
about Victim C after the incident she was involved in became known.

“This is exactly what a gold digger deserves, no sympathy from me”
“Great that she has to pay herself, it’s no human right to be in love and
stupid. Her greed took the upper hand”
“Banks can’t cover idiocy”
“It’s her own fault, and an expensive lesson learned”

There were also comments and replies in social media defending her actions,
as can be seen from the sample quotes below.

“It is easy to judge other people. Being exposed to a narcissistic, manip-
ulative person is not something to feel ashamed of”
“Everyone can be fooled, even high-ranked Professors”
“The criminals go free and the victim is penalized both legally and so-
cially”
“It is insane that the banks give out consumer loans without any collat-
eral”

Whom to blame is a discussion out of scope for our study, we merely address
that public comments like these inflict the feeling of shame both for Victim C
herself and others who see them. Though some comfort can be found in sup-
portive comments, social media now function as an enforcer that often feels like
an extra punishment for the victim. The study of Renaud et al. [38] also dis-
covered that those who had caused a cyber security incident often felt guilt and
shame, and that the responses of their employers either exacerbated or amelio-
rated these negative emotions. Similarly, the study by Conway and Hadlington
[11] found that victim blaming and self-blaming are commonplace. This topic
of shame for the victims deserves more extensive studies. From what we gather,
it is an important element to consider when looking at why existing counter-
measures continue to fail. This is because shame reduces the willingness to be
transparent. The victims might also need more time to recover from the attack
if they feel stronger shame, which makes the attack even more costly for the af-
fected parties. Budimir et al. [9] conclude in their study that there is a need for
emotional support systems that can avoid the negative long-term psychological
consequences the victims experience.

Limitations of security awareness training According to Pyzik [37], in-
creased information security awareness is one of the best mitigation measures
against a social engineering attack. However, multiple studies [19] conclude that
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“traditional security awareness training” that focuses on what employees should
and should not do as well as awareness of risks and threats is ineffective in
regards to changing employees’ behavior.

Another challenge with training is limited efficiency against personalized at-
tacks. Security awareness training can give general advice and raise awareness
around attacks and countermeasures, but it is hard to even discover attacks when
they are very personalized, as seen with the incidents related to Victims A-D.
Malicious use of advanced AI-based techniques, e.g. shown by Lies [28], Guo et
al. [15] and Zeng [55], can severely increase the amount and quality of person-
alized attacks. This is indeed a serious challenge we are facing to an increasing
degree. Based on their literature review of social engineering training programs,
Aldawood and Skinner [4] suggest to profile at-risk employees and developing
more targeted training programs at different levels.

Trust as an asset or a challenge Even though many people participate in
security awareness training and hear about security incidents, it is in the human
nature to trust people in their everyday life. Trust is, as commonly known, a
central tool in almost all social engineering attacks, and can result in that we
ignore security training and security policies. Social engineering attackers take
advantage of this. From the interviews, we conclude that trust is essential for
making people help you and returning favors. A lack of trust will lead to duplicate
work through extra checking, decrease productivity and create doubt between
co-workers, which can contribute to a negative culture within the organization.

There is a fine line on how much trust we should give people and which
precautions to take. The interviews show that too little trust will negatively
impact people’s lives, but trusting the wrong people or having too much faith
that people take sufficient security precautions can lead to severe consequences
as seen in Attack A. The colleagues’ trust in each other was one of the reasons
why the attack succeeded, because everyone assumed that the others had quality-
checked the fraudulent email. This is in line with the findings of Banire et al.
[8], where misplaced trust in stolen identities of personal contacts is one of the
main reasons why attacks succeed.

Strengthening the weakest link Whether humans are the weakest link within
security seems to be a subjective perspective, and different opinions also mani-
fested themselves in the interviews. For example, Victim B stated that humans
are inattentive and that this is one of the reasons why we are the weakest link. We
believe that this mindset has great implications when working to prevent social
engineering. This is because the chosen measures to prevent and react to these
attacks rely heavily on how you look at humans in the security chain. Looking at
humans as the weakest link might lead to a culture where more blame is placed
on the person that was tricked even though there are other weaker links in the
security chain. We believe this can lead to more shame when being subjected to
a social engineering attack, which again can create negative repercussions like
fear of telling the IT department. Viewing humans as the weakest link can also
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prevent us from finding the root cause as to why the attack was successful and
prevent similar attacks, just as blaming bad luck. This perspective can lead to
extra awareness training to minimize the damage humans can do, but on the
same time, create too demanding policies for so-called misbehavior. The conse-
quence can be security fatigue among users and lack of motivation because it
seems hopeless to keep striving for optimal security behavior when you consider
yourself as the weakest link no matter what. The paradox Adams and Sasse
presented [1] almost 25 years ago, where increased security mechanisms lead to
less secure behavior, seems to still be accurate.

According to Whitty [51], there is a popular belief that mostly “stupid”
people fall for romance scams. Contrary to this, her study shows that those
who were more highly educated were also more vulnerable to becoming romance
scam victims. A study by Saad and Abdulla [39] showed that the most likely
romance scam victims in Malaysia were well-educated, married and with a good
income. Similar findings are reported by Pinto et al. [36] related to phishing
attacks. This corresponds to our Victim C, who has a high education and a
knowledge-intensive job. Whitty also found that impulsive and trusting people
with addictive personalities are likely victims of romance scams. Though we
may be able to improve people’s awareness, trying to change their personalities
is probably not something we should and are able to do.

Security 2 We believe it would be beneficial to switch the mindset from seeing
humans as the weakest link to seeing them as a security resource. Such a change
of attitude can reduce successful engineering attacks because it can empower and
motivate people to pay more attention if they know they can be of assistance.

In line with this empowerment, we want to introduce a new concept, namely
Security 2, which focuses on the many things that go well instead of only look-
ing at the things that go badly. This is inspired by the Safety 2 concept from
Hollnagel et al. [20], recognizing the capabilities to succeed under varying con-
ditions and emphasizes that more things go well than wrong. People can gain
digital confidence by learning about others that have been able to prevent social
engineering attack. Based on this, new recommendations on security measures
can be developed and shared. Additionally, we believe that this will give people
a sense of motivation, making them more inclined to focus on preventing social
engineering attacks when they know it is possible.

5.2 Limitations

Local context One commonality among the victims in our study is that they
were all in Norway. This local context has a significant since Norwegians in
general tend to trust others. They happen to be the most trusting citizens in
Europe towards public institutions such as the police or politicians [43]. This
was seen as an advantage during the COVID-19 pandemic, when the popula-
tion trusted the government and promptly followed socializing and vaccination
advice. However, overly trust can be a disadvantage for Norwegians in relation
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to social engineering attacks. At the same time, Norway is considered to be
technologically advanced and an example of a society that depends heavily on
information systems, and thus, a society exposed to cyber threats. For instance,
Norwegians use digital services well above EU average and companies have a
high online presence [13]. We have no real assurance that the cultural combi-
nation of trustfulness and being online makes Norwegians more prone to social
engineering than other populations.

Different interview coverage The study was based on information gathered
from semi-structured interviews, where the focus was to get the interviewees
talking, without interrupting them too much. As a result, not all questions were
asked to all interviewees, because they either covered the topic before the ques-
tion was proposed, or the question was deemed less relevant for the current
interviewee. Having different questions, and thus answers, made direct compar-
ison between interview results not really possible.

One side of the story The interviewees have only described their own experi-
ences. Particularly with the victims of social engineering attacks, their personal
feelings color their experiences and descriptions of what happened, as well as how
they felt others perceived what happened. Therefore, a limitation to this study
is that we only have presented one side of each attack. We do not know how the
other people involved in attack A and B look at the situation. Regarding Victim
C’s counterpart, we have only registered statements in various media, being very
critical towards Victim C. We have chosen not to present such communication
in this study. It is therefore likely that our discussion is somewhat biased by the
interviewees’ perspectives, even though this is something have tried to minimize.

6 Conclusion

We have collected data from victims of social engineering attacks and used con-
cepts from security economics to explain and reflect on our results. To a large
extent, our findings substantiate findings from existing literature.

Most of the interviewees shared a common belief on why social engineering
attacks are successful. Misaligned incentives, shame, culture of trust and (miss-
ing) transparency were to a large extent pointed at as the most important factors.
Also, defining humans as the weakest link might decrease security because this
notion can obfuscate other weaknesses. Therefore, an attitude switch from hu-
mans being the weakest link to security resources is necessary. Furthermore, it is
important to remove the shame related to being a victim of a social engineering
attack. We encourage organizations, as well as the society in general, to respect
and support instead of blaming, and focus on how social engineering can be pre-
vented in the future. This can be accomplished by also highlighting successful
attack prevention stories to increase awareness and build security confidence.
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Appendix

Interview guide - Victims

About the attack

1. Can you tell about the attack and what happened?
2. Can you describe the process, the work and what has happened since the

attack was discovered place?
3. Do you know who is behind the attack?
4. Why do you think they did this?
5. What costs are associated with the event?

Understanding and prevention

1. Why do you think you and those around you fell victim to such an attack?
2. Why do you think the attack was successful?
3. Why do you think that measures against social engineering attacks do not

always work as expected in practice?
4. Before the incident took place, were there procedures that should act as

measures against such attacks? Do you now have any measures to prevent
such an incident?
(a) What could you have done to prevent this?
(b) What could the other actors have done to prevent the attack?

5. Do you think such an attempted attack will happen to you again?
6. Have you received any assistance from the police or similar actors in connec-

tion with the attack? Is there something you have particularly appreciated
that has been done, or something you have particularly missed

7. Do you feel that there are measures you can take to make sure that some-
thing similar does not happen again? Or should such measures be done by
someone else? Has any other actor have any incentives to introduce measures
to prevent this type of attack?

8. Do you know how to obtain information about possible measures against such
attack? Do you think it is easy/difficult to find information about measures
that can protect against such attacks?

9. Incentives are largely about the motivation one has for doing an action.
A possible reason for insufficient effort on security is misaligned incentives,
which means that whoever is in a position to prevent an attack, have no
incentives to take restrictive measures. Do you have any thoughts about
how misaligned incentives between different actors can affect security within
a system or between systems?
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10. Externalities take place when an actor exhibits behavior that affects the
utility of another actor, without taking into account the cost/benefit to the
other party. Examples are network externalities, such as a social medium
becoming more useful for each individual member when more join. Negative
externalities happen for instance when a factory pollutes the climate, but
where the consequence of this is not included in anyone’s account, and the
consequence of the pollution is ignored. Do you have any examples of how
externalities affect security in your organization?

Attitudes

1. Before the incident took place, were attacks like this something you thought
about in your everyday work?

2. Why is it important to you that information about this event is not exposed?
3. What do you think about measures such as two-factor authentication? Do

you feel it has any value, or is it mostly a frustration to deal with?
4. The Norwegian dark numbers survey shows that the majority of people ex-

posed to a security breach say that the reason was bad luck or coincidence,
do you have any thoughts about this?

5. Humans are often seen as the weakest link when it comes to security, what
are your thoughts on this?

Follow-up questions

Victim A

1. Is this something you have spoken to the supplier about? Have they been
asked to provide such information to you?

2. Do you have stronger routines to deal with this now?
3. Do you feel that your openness around this matter has had any negative or

positive effects effects on the reputation of the university?
4. You chose to go public with it, why did you do it, what did you want to

achieve with it?
5. Do you have an opinion on which security measures are worthwhile and

which are not?

Victim B

1. Do you need to keep things secret as to not expose the others parties?
2. It is a policy where you work that this is not the kind of thing you want

publicity on?
3. You are part of an environment with people who work on similar things. Is

this something you have talked about with others in the industry?
4. Do you think it would have been useful to talk more about it internally in

the industry, given that this could remove the fear of media exposure?
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Victim C

1. You talk about several new laws, which ones are you referring to?
2. You mention trust. Trust during the pandemic has been of value, whereas

your type of attack targets people who want to trust and be kind. Do you
wish you were less trusting? Or would it be a bad thing to be less trustful
after your experience?

3. You have gone out publicly and talked about this, why? What do you want
to achieve?

4. Do you think shame is the reason why people are not so open about this, or
do you think it is something else that makes it embarrassing?

5. You often encounter a conflict between ease of use and security, which also
applies here. Can you elaborate on your experiences with this?

6. Do you regret coming forward, or do you feel it was worth it?

Victim D

1. Which best practices do you not follow?
2. Do you think that security training is useful? What do you think can be

done to improve the usefulness of it?
3. Are you more security aware now?
4. Do you want your company to implement such security trainings?
5. Were you annoyed by the event? Or were others in the organization annoyed?
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