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Abstract

We propose a web-based platform of integrated intelligent agents that incorporates multiple Functional Mock-up Units (FMUs)
and surrogate modelling techniques. In this platform, each FMU envelops a stand-alone simulation component that represents an
aquaculture system, such as the fish growth model, water quality model, and fish behavior model. Some FMUs may be computa-
tionally expensive to simulate or have different time step intervals, making integration with other FMUs difficult. To address these
challenges, we employed surrogate models to substitute the more computationally expensive models. In this work, surrogate mod-
els are trained using simulation data and selected based on robustness analysis to ensure the overall system input-output reliability.
The platform also includes a Chatbot component utilizing natural language processing and decision-making techniques to interpret
user requests and provide tailored FMU configurations, enhancing the user simulation experience. Overall, the proposed platform
provides a comprehensive and efficient approach to modelling and simulating complex systems such as fish farms. Robustness
analysis ensures the platform’s accuracy and reliability, while the user-friendly interface enables easy tailored experimentation.
By providing a framework for exploring the potential of aquaculture as a key source of food and income, the proposed platform
represents a valuable interactive simulation tool for researchers, policymakers, and industry professionals seeking to improve the
sustainability, efficiency, and economic viability of the aquaculture industry.
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1. Introduction

Simulation has long been an essential tool for researchers, policymakers, and industry professionals to better
understand complex systems and explore potential solutions. In recent years, there has been a growing interest in
simulation-based approaches to address challenges in aquaculture, particularly as the global demand for seafood con-
tinues to increase [5, 12, 20, 1, 23]. Aquaculture is an important source of food and income for many communities
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worldwide, but it faces significant challenges related to water quality, disease outbreaks, and environmental sustain-
ability. Efforts to model and simulate aquaculture systems have faced challenges due to the computational complexity
of the models involved. Specifically, models that involve biological processes can be computationally expensive and
limited in their ability to represent the complex interactions between biological and physical components [11, 2, 25].
Integrating models with different time step intervals can also be challenging, further complicating the task of sim-
ulating aquaculture systems. Despite these challenges, the need for accurate and efficient modelling of aquaculture
systems has spurred ongoing research and development in this area.

To address the challenges of modelling and simulating aquaculture systems, we propose the design and implemen-
tation of a web-based platform of a system of integrated intelligent agents. The contribution of this paper is fourfolds:

e Design and implement an online system that integrates simulations of various components essential for creating
digital twins of different aquaculture systems. By incorporating robustness analysis, the system ensures the
effective functioning and reliable performance of the integrated components across diverse circumstances.

e Employ surrogate modelling to substitute computationally complex components that are difficult to integrate,
thereby facilitating efficient simulations. The surrogate models, developed and validated through robustness
analysis, provide faster integration without compromising accuracy. This approach significantly enhances the
platform’s performance by reducing computational time and effort.

e Deploy natural language processing techniques to allow end-users to customize and tailor their simulation setups
easily. The incorporation of robustness analysis in the natural language processing capabilities ensures that the
system accurately interprets and responds to user inputs, enhancing the overall user experience and minimizing
the risk of errors in simulation configurations.

e Emphasize the benefits of our system to end-users, enabling them to make informed decisions. Through robust-
ness analysis, the system continually evaluates and improves its reasoning and execution processes, resulting in
reliable and trustworthy simulation outcomes.

By integrating robustness analysis across these contributions, the web-based platform not only provides advanced sim-
ulation capabilities but also ensures the system’s accuracy and adaptability in addressing the challenges of aquaculture
system modelling.

The proposed platform includes several components that work together to create a seamless, tailored and effi-
cient simulation experience. The first component is the integration of multiple Functional Mock-up Units (FMUs)
[6], which incorporate and represent different components of the aquaculture system, such as the fish growth model
[24], the water quality model [27], and the fish behavior model [25]. Some of these FMUSs may be computationally
expensive to simulate or may have different time step intervals, making them difficult to integrate with other FMUs.
To overcome these issues, we use surrogate modelling techniques [7] to create surrogate models that act as substi-
tutes for the more computationally expensive models. These surrogate models are trained using simulation data and
carefully chosen based on robustness analysis [15, 22] to ensure they are accurate and reliable. The use of surrogate
modelling techniques reduces the computational cost and increases the efficiency of the simulations, especially when
involving integrated FMUs. In addition, the platform incorporates a Chatbot component based on fine-tuning the well-
known Transformer model [28, 26, 17]. This Chatbot is trained to assist users in configuring simulations of different
experiments based on their input. The Chatbot Assistant utilizes natural language processing and decision-making
techniques to interpret the user’s requests and provide a tailored list of FMU configurations to enhance their simu-
lation experiences. The incorporation of the Chatbot component provides an easy-to-use and flexible interface that
allows users to interact with the system and perform simulations with ease.

Overall, the integration of multiple FMUs and the use of surrogate modelling and Chatbot components offer a com-
prehensive and efficient approach to modelling and simulating complex systems such as aquaculture. The proposed
platform provides a user-friendly interface that enables users to simulate different experiments based on their input,
and its accuracy and reliability are ensured through robustness analysis. As such, it represents a valuable tool for
researchers, policymakers, and industry professionals seeking to improve the sustainability, efficiency, and economic
viability of the aquaculture industry.

In summary, the development of simulation-based approaches for aquaculture systems is crucial to meeting the
growing global demand for seafood while addressing the environmental and sustainability challenges facing the in-
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dustry. The proposed web-based platform offers an innovative solution to the computational complexity of modelling
interconnected FMUs, while also providing a flexible and efficient interface for users. By integrating surrogate mod-
elling and Chatbot components, the platform enhances the accuracy, reliability, and ease of use of aquaculture simula-
tions, making it an ideal tool for researchers, policymakers, and industry professionals. We believe that this platform
has the potential to significantly contribute to the sustainability and growth of the aquaculture industry and provide a
framework for exploring the potential of aquaculture as a key source of food and income.

2. Background

Rapid growth in computational technology over the last decades has stimulated an increased interest in using
mathematical modelling as a tool to predict and replicate the dynamics in aquaculture production systems. Most of
these models have specific focus domains and application areas as they are often developed on a case-by-case basis
with specific applications or situations in mind.

Since not all models within the aquaculture domain are built on the same assumptions integration is difficult.
Traditionally this has been solved through monolithic implementations [13, 25], where submodels are reintegrated
and adapted to a specific case or setting. Recently, more interest has been given to co-simulation that has provided
interesting results both in the automotive as well as the maritime domain. In co-simulation the focus is on creating
independent models with loose coupling between subsystems [14], thereby reducing the time and effort needed to set
up new simulations and different combinations of models.

A master algorithm is responsible for advancing each of the subsystems and making sure they share data at specific
integration steps. As such co-simulation is ideally suited for what we are trying to achieve in this work. However,
performance is still bound by the slowest running subsystem, and with simulations running at steps that are several
thousands of orders of magnitude in difference, we needed to investigate the possibility of speeding up some parts of
the process. This is where we started investigating the surrogate model [7] as a way of achieving faster integration
without sacrificing too much accuracy.

Herein, the fish behavior model is selected for the investigation, as it is running at steps that are much smaller
than the connected fish growth model, and it is intended to simulate the swimming activity and feed intake of each
individual [11, 2] while the fish growth model only needs the average inputs for the entire population. The deformation
of a flexible sea cage (e.g., due to water current) and its influence on the contained fish (up to 200,000 individuals) are
also considered in the fish behavior model [25], therefore it is complex and well suited for surrogate modelling.

Additionally, we emphasize in this work the importance of robustness analysis to ensure the effective functioning
of integrated systems and components in various circumstances. Robustness analysis involves evaluating the accuracy
and dependability of a system’s decision-making and execution processes through the creation of a range of hypotheses
and models that validate decisions or actions, making it more resilient to random variations [15, 22]. The quality of
input data and the manner in which actions are executed while engaging with the environment are crucial factors that
influence system performance. Hence, robustness analysis is applied to ensure that data generated covers the entire
variable domain and measure the system’s performance under different situations. Incorporating feedback loops to
observe and improve the system’s behavior is also critical to robustness analysis.

To the best of our knowledge, there are limited efforts in the literature that address the challenges associated with
integrating FMUs in a web-based platform that incorporates natural language processing and surrogate modelling
techniques. This work aims to contribute to the development of a more efficient and integrated simulation tool for the
aquaculture industry.

3. Methodology

The proposed framework enables virtual experiments as a digital twin to aquaculture research facilities, where
the production systems (e.g., sea cages), environments (e.g., current, wave and water quality) and farmed fish (e.g.,
swimming activity and growth of Atlantic salmon) can be modelled considering the inputs from sensors, equipment
and experimenters. The framework, as depicted in figure 1 consists of four main components: a web user interface
( ), a Bidirectional Encoder Representations (BERT) assistant ( ), an XML predefined simulation config-
uration (purple), and a co-simulation platform that supports the FMI standard [6, 9] to seamlessly connect various
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FMUs (blue). The web interface is available to the public ' and linked with the technical framework integrating the
models so that users can execute virtual experiments without needing a deep insight into how the framework and
submodel integration are implemented. Regular users can run standardised simulations using the provided FMU’s and
xml templates. More advanced users have no restrictions on how they want to combine the submodels and can also
include their own FMU’s in the simulation should they wish to do so.

Web User Interface

Home Tutorials Assistant Downloads

-

L—-
BT
-

XMLs: Predefined Simulation Configuration

FMU FMU FMU FMU
Growth Water Behavior Flow
Model treatment Maodel Model

Fig. 1. The web user interface architecture

3.1. The Web User Interface (WUI) ( )

The WUL is developed using Django [10] and it is designed to provide a user-friendly experience for a diverse range
of users, from beginners to experts. It is compatible with various databases and employs Bootstrap, an open-source
toolkit, to enhance the user experience. Bootstrap provides a comprehensive set of pre-designed and customizable
components, including responsive layouts and interactive elements, enabling the WUI to deliver a visually appealing
and intuitive interface. Additionally, the user interface features a simple and intuitive design, incorporating tutorials,
an assistant interactive interface based on BERT, and quick access links for downloads. The interface also allows users
to specify the infrastructure setup, biomass, and feeding regime, and suggests tailored experimental configurations.

3.2. The Assistant "BERT” ( )

The Assistant interface is linked to a language representation model BERT, which stands for Bidirectional Encoder
Representations from Transformers [28, 26, 17]. The model is designed to pre-train deep bidirectional representations
from unlabeled text by jointly conditioning on both left and right context in all layers. BERT is conceptually simple and
empirically powerful and can be fine-tuned with just one additional output layer to create state-of-the-art models for a
wide range of tasks, such as question answering and language inference, without substantial task-specific architecture
modifications. The model deployed is trained over a 156060 number of phrases with 5 different classes, where each
class represents a simulation setup for interconnected FMU based on the user input. The test accuracy is 0.82 over
100100 test phrases. Figure 2 shows the Assistant model user interface where users are prompted to input their free
text describing a simulation scenario. The BERT model, in turn, interprets this user input and accordingly directs the
user towards tailored simulation experiment configurations. It’s worth noting that with more user input and feedback,

! https://ae2020virtuallab.sintef.no/VL3/
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the BERT model performance can be further improved, achieving a measure of robustness analysis when users interact
with the model over time.

AQUAEXCEL 3.0 Virtual Laboratory  Home Tutorials 2" Downloads B EEOESeE===0=a

Growth-Watertreatment 4
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Fig. 2. The Chatbot in action: directing users to the experiment based on the input text

3.3. The XML Predefined Simulation Configuration (purple)

In this component, the input-output for the models is defined, and the interfaces between the FMUs are specified.
The interfaces specify how the inputs and outputs of each FMU are connected to the inputs and outputs of other
FMUs. The co-simulation platform provides an environment for simulating the FMUs together and exchanging data
between them. After importing an XML template, the simulation can be further configured by setting the simulation
time, step size, and other parameters.

3.4. The Functional Mock-up Units (FMU)s (blue)

FMUs are models that represent systems and components, and can be transferred between various simulation
tools. These FMUs are employed in co-simulation, wherein each FMU can be used to simulate individual stand-
alone systems. For example, the growth model FMU is built to envelop the differential equation-based growth model
presented in [24], and the water treatment model FMU envelops the dynamic reactor model presented in [27]. The
fish behavior FMU is built to envelop an agent-based model described in [25]. The integrated FMUs are built by
connecting the growth model FMU with either the water treatment or fish behavior FMU. Each FMU is built as an
independent software component that implements a set of input and output variables. These variables are used to
transfer data between the FMUs during co-simulation. The variables can be either continuous (e.g. water temperature,
fish weight) or discrete (e.g. feeding rate).

Overall, the web platform is built on the integration of various models using FMUs and the FMI standard, offering
an intuitive front-end for co-simulation experiments. The BERT-based assistant further streamlines the simulation
setup process, enabling users to customize their simulations accurately, focusing on their research and not the technical
details of simulation setup and execution. Additionally, the platform’s flexible design facilitates the expansion and
integration of new models, allowing for the incorporation of additional features in the future. The interactive web
interface created by integrating these four components enables researchers to simulate different aquaculture systems,
explore the effects of various parameters, and build digital twin simulations without costly physical experiments.
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4. Implementation

The web-based platform is built on top of Django [10], a high-level Python web framework that provides a ro-
bust and flexible environment for developing web applications. Django is based on the Model-View-Template (MVT)
architecture, which separates the application’s data model, user interface, and display logic. This separation enables
developers to write clean, maintainable, and scalable code. Leveraging the many features of Django, the platform
offers an intuitive and user-friendly web interface that allows users, regardless of their expertise level, to easily create
tailored co-simulation experiments. The web interface provides a range of tools for creating and executing experi-
ments, while the underlying framework ensures scalability and stability. The back-end SQL database is designed to
store various details, such as simulation experiments, input-output variables of FMUs, XML configuration files, and
data on model interactions and connectivity. This flexible design enables end-users and developers to seamlessly add
more simulation experiments and integration, ensuring scalability in the long run.

To further optimize the user experience, the web-based platform incorporates a BERT-based assistant within the
web user interface. This advanced feature employs the state-of-the-art natural language processing model, Bidirec-
tional Encoder Representations from Transformers (BERT), to suggest appropriate simulation configurations based
on user inputs. This feature ensures that users can create precise simulation setups while minimizing the risk of errors.
The “save” feature plays a crucial role in enhancing the robustness of the BERT model. By collecting user interactions
and feedback, it incrementally expands the dataset, significantly increasing its diversity and coverage. This expanded
dataset enables the BERT model to learn from a wide range of user inputs and effectively respond to various simulation
scenarios. This iterative process of incorporating user feedback serves as a feedback loop, continuously improving the
performance and reliability of the BERT-based assistant.

Currently, the platform has a dataset of (256160) samples spanning 5 different classes, each representing a distinct
simulation setup. This dataset, combined with the robustness analysis measure facilitated by continually storing the
user feedback on BERT responses provides greater flexibility and scalability for both end-users and developers.

In order to integrate the different FMUs into the co-simulation, we use the Functional Mock-up Interface (FMI)
standard [6, 9]. The FMI standard provides a way to package FMUs and their dependencies into a single file, which
can then be imported into the co-simulation platform. This makes it easy to exchange models between different
simulation tools and to reuse models in different applications. During co-simulation, the different FMUs are executed
simultaneously, and their inputs and outputs are exchanged according to the interfaces defined in the FMI file. The
co-simulation platform ensures that the simulation time and step size are synchronized between the FMUs, so that
they can communicate with each other at the correct time.

FMU

Behavior

Model
A
]
]
______ [Ehitafoey
- -~
7 \
1 Surrogate \
E Sampling Models (e B
| number of fish {2000, 200 000] \\ ! LHS T | [ \
weight of fish [0.1, 10] (kg) 1 mmm-g feed ingestion
feeding (false/true) 1 Selection I density (mean, max, std)
feeding duration [1 800, 10 800] (s) 1 1 swimming speed (mean, may, std)
feeding amount [0, 5000] (kg) 1 1 relative swim speed (mean, max, std)
initial gut content [0, 1] (ratio) &
current velocity (0.0, 0.5] (m/s) I Active :
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!
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Fig. 3. Surrogate model workflow

The integration of FMUs into the co-simulation platform posed several challenges. One such challenge was the
varying time step simulations across different FMUs, ranging from 0.1 second (e.g., the fish behavior model) to one
hour (e.g., the fish growth model) and even days or months. Additionally, some FMUs were complex and slow, while
others involved numerous variables and parameters, further complicating their integration into the overall simulation.
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Surrogate modelling was adopted to overcome these complexities, whereby a simpler model was used to approximate
the behavior of a more complex one [4, 29, 3, 21]. A proof of concept was demonstrated through the replacement
of the Fish Behavior Model FMU with a surrogate model that accurately mimicked its behavior and was simpler to
integrate and more efficient.

To build surrogate models for the fish behavior, a dataset with inputs matching those of the complex model is
required. This dataset is generated by running the fish behavior model through an excessive number of simulations.
To ensure that the input domain space is fairly covered, a Latin Hypercube Sampling approach [18] is employed
generating 2000 different samples within the value limits of each input parameter. The inputs for the fish behavior
model include the number of fish, with a range of 2000 to 200000, weight of fish with a range of 0.1 to 10 (kg),
feeding a boolean value (true/false) indicating whether the fish are being fed at the moment, feeding duration with a
range of 1800 to 10800 (sec), feeding amount with a range of 0 to 5000 (kg), initial gut content as a ratio of maximum
gut volume between 0 and 1, and current velocity with a range of 0.0 to 0.5 (mn/s). The model generates outputs that
include feed ingestion, density (mean, maximum, and standard deviation), fish swimming speed (mean, maximum,
and standard deviation), and fish swimming speed that is relative to the water current (mean, maximum, and standard
deviation). As a result, the input dataset has a shape of (2000, 6) and the output dataset has a shape of (2000, 10).

Figure 3 illustrates the surrogate model selection workflow, which involves sampling, training, active learning, and
testing. The Latin Hypercube sampling [18] scheme is adopted to generate initial training samples that are evenly
distributed across the input parameter space. The model provides predictions at testing samples and estimates the
associated prediction uncertainty, enabling active learning [8]. Refining the surrogate model is done iteratively, e.g.
one sample is generated at a time, prioritizing the current model’s expected prediction error.

Fourteen different surrogate models with their variations were tested and evaluated, including Support Vector
Regression (SVR), Least Squares (LS), Quadratic Programming (QP), Multivariate Adaptive Regression Splines
(MARS), Artificial Neural Network (ANN), Kriging, Random Forest (RF), Kernel Partial Least Squares (KPLS), Ker-
nel Partial Least Squares with Kernels (KPLSK), Inverse Distance Weighting (IDW), Radial Basis Function (RBF),
Gaussian Process Regression (GPR), and Radial Basis Function Network (RBFN). The detailed implementations of
these models can be found in [3, 21, 16, 30, 19, 29, 4]. SVR, LS, QP, and MARS build predictive models, while ANN
uses interconnected layers of nodes to produce an output. Kriging uses a hierarchical structure, RF is an ensemble
learning method, and KPLS and KPLSK are useful for high-dimensional datasets and nonlinear relationships. IDW
estimates a point’s value based on its neighboring points, while RBF and GPR are useful for nonlinear relationships.
RBEFN is an artificial neural network, and ELM is a feedforward neural network.

5. Results and discussion

To evaluate the potential of surrogate models as replacements for complex fish behavior models, a five-fold cross-
validation method was employed to determine the most suitable model with robustness analysis. The surrogate model
with the best performance is selected based on its ability to accurately predict the target variable. Performance metrics,
including R? score, Mean Squared Error (MSE), Root Mean Squared Error (RMSE), Mean Absolute Error (MAE),
and Normalized Root Mean Squared Error (NRMSE), were calculated and averaged over the five folds of the cross-
validation algorithm. R? score measures the proportion of variance in the output variable explained by the model’s
input variables. MSE calculates the average squared difference between predicted and actual values, RMSE is the
square root of the average of the squared differences between the predicted and actual values, MAE measures the
average absolute difference between predicted and actual values, and NRMSE is the normalized root mean square
error between the predicted and actual output.

The results in Table 1 demonstrate that the Gaussian Process Regression (GPR) model performed the best among
the surrogate models, as it has the highest R? score (0.99) and the lowest values for MSE, RMSE, MAE, and NRMSE.
Both KPLS and its variation KPLSK models followed GPR in performance, while IDW was the worst performer.

In addition, the GPR model is highly efficient, as it took only 0.0241 milliseconds to execute, whereas the orig-
inal fish behavior model required about 20 minutes per scenario (i.e., input sample). This significant reduction in
simulation time makes GPR a highly attractive option for integration into co-simulations without adding additional
overhead. These findings provide evidence that the surrogate GPR can effectively replace the fish behavior model in
the co-simulation, producing similar simulation outputs but with significantly faster run times. This improvement can
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enhance the user experience by reducing the time required to obtain results, allowing researchers to focus on their
experiments rather than waiting for simulations to complete.

Table 1. Surrogate models performance metrics

Model R? score MSE RMSE MAE NRMS
SVR 0.917 0.003 0.055 0.045 0.118
LS 0.830 0.006 0.079 0.058 0.168
QP 0.955 0.001 0.040 0.028 0.087
MARS 0.955 0.001 0.040 0.028 0.087
KRIGING 0.988 0.0004 0.020 0.011 0.044
KPLS 0.989 0.0004 0.019 0.011 0.042
KPLSK 0.989 0.0004 0.019 0.010 0.042
IDW 0.412 0.023 0.152 0.119 0.324
RBF 0.964 0.001 0.037 0.018 0.078
GPR 0.992 0.0003 0.017 0.010 0.037
RF 0.958 0.001 0.039 0.025 0.084
RBFN 0.886 0.004 0.066 0.048 0.142
ANN 0.848 0.005 0.074 0.054 0.158
ELM 0.727 0.010 0.102 0.076 0.218
GPR model: validation of the prediction model GPR model: validation of the prediction model 16 GPR model: validation of the prediction model
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Fig. 4. The output ground truth y"¢ vs. model predictions . The top row is the GPR model predictions (highest performance R? score 0.99). The
second row is the KPLS model predictions (second-best performer with R? score 0.98). The third row is the IDW model prediction (the lowest R?
score 0.41).

Figure 4 illustrates the comparison between the output ground truth y""¢ and the model predictions § for three
distinct output variables: fish mean swimming speed relative to the water current speed, fish mean density distribution
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along the cage, and feed ingestion or the average amount of food consumed by a fish in the cage. The first row displays
the GPR model predictions, which achieved the highest R? score, the second row exhibits the QP model predictions,
which ranked second in performance, while the third row showcases the kriging model predictions, which achieved
the lowest R score. These findings are consistent with the performance metrics listed in Table 1. The GPR model
produced the least scattered predicted output, which corresponds more closely to the ground truth.

To ensure robustness analysis on the overall system, we implemented several measures. First, we applied robust-
ness analysis on the BERT model by incorporating more user input and feedback during interactions, leading to an
incremental build-up of the model’s training dataset. This approach resulted in better interaction results, catering to
user requests and continuously improving the BERT model’s performance in the long run.

Second, we designed the web platform with a modular and flexible approach by separating the application’s data
model, user interface, and control logic. This separation of concerns makes it easy to integrate new models seamlessly,
ensuring the platform’s scalability for end-users and developers.

Third, we utilized the five-fold cross-validation method to determine the most suitable surrogate model for the
overall system input-output reliability as a measure of robustness analysis. We also selected sample data based on
Latin hypercube to ensure the dataset covers the variable domain as a whole.

Lastly, we replaced complex models, such as the fish behavior model, with faster models and enveloped them
into FMUs as a measure of robustness analysis. This approach made it possible to seamlessly integrate new intelligent
agents, performing specific simulations, to interact within the co-simulation platform, saving end-users time and effort
and enhancing their user experience.

6. Conclusions and further work

In conclusion, the proposed web-based platform represents an innovative and comprehensive approach to mod-
elling and simulating complex aquaculture systems. By integrating multiple FMUs and employing surrogate mod-
elling techniques to substitute computationally expensive models, the platform ensures the accuracy and reliability of
simulations while reducing computational cost and increasing efficiency. The incorporation of a Chatbot component
based on natural language processing and decision-making techniques provides a user-friendly interface that allows
users to easily interact with the system and configure simulations based on their input. The platform represents a valu-
able tool for researchers, policymakers, and industry professionals seeking to improve the sustainability, efficiency,
and economic viability of the aquaculture industry.

In terms of future work, there are several opportunities to further enhance and expand the proposed platform.
One potential avenue for improvement is the inclusion of more FMUs representing additional components of the
aquaculture system, such as feed management systems and disease models. Furthermore, the Chatbot component could
be expanded to incorporate more advanced natural language processing techniques and machine learning algorithms
to improve its accuracy and responsiveness. Finally, the platform could be extended to include a wider range of
aquaculture systems, enabling researchers and industry professionals to explore the potential of aquaculture as a key
source of food and income in different contexts.
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