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Abstract—While the emerging market of Generative Artificial
Intelligence (AI) is increasingly dominated and controlled by the
Tech Giants, there is also a growing interest in open-source AI
code and models from smaller companies, research organisations
and individual users. They often have valuable data that could
be used for training, but their computing resources are limited,
while data privacy concerns prevent them from sharing this
data for public training. A possible solution to overcome these
two issues is to utilise the crowd-souring principles and apply
federated learning techniques to build a distributed privacy-
preserving architecture for training Generative AI. This paper
discusses how these two key enablers, together with some other
emerging technologies, can be effectively combined to build a
community-driven Generative AI ecosystem, allowing even small
actors to participate in the training of Generative AI models by
securely contributing their training data. The paper also discusses
related non-technical issues, such as the role of the community
and intellectual property rights, and outlines further research
directions associated with AI moderation.

Index Terms—Generative AI, Federated Learning, Crowd-
Sourcing, Community, Conceptual Architecture, AI Moderation.

I. INTRODUCTION AND MOTIVATION

GENERATIVE Artificial Intelligence (AI) refers to AI
models that can generate original content, such as text,

images, and music. Unlike traditional AI models that are
trained to recognise and classify existing data, Generative AI
models learn to generate new data by analysing patterns and
structures in large datasets. ChatGPT, developed by OpenAI
and sponsored by Microsoft, is admittedly the most prominent
example of Generative AI, while similar proprietary services
are also developed by the other Big Tech companies.1

At the same time, there is a growing interest in open-
source AI from smaller companies, research organisations and
individual users. It is, admittedly, not feasible for such small
players to compete with the Tech Giants individually, but
what if they could join forces to collectively challenge the
establishing monopoly and lead the development of Generative
AI using community-driven democratic principles?

1Please note that the main focus of this paper is on large language models
(LLMs) as the most prominent and representative example of Generative AI,
albeit the discussed concepts are applicable to a certain extent to other types
of AI-generated content, such as imagery and sound.

A. Motivating Example: Assisted Code Generation

The fact that these leading tools are proprietarily owned
or backed up by big corporations has major implications for
their usage and development. One of the biggest concerns
is the presence of bias, which not only naturally rises from
the data used to train the AI and the training algorithm but
is also artificially introduced in favour of the corporations’
commercial or political interests. This ‘intentional’ bias can
influence consumers who rely on Generative AI tools to
make decisions. Another source of bias is filtering, which
in theory is supposed to ensure that the generated content
meets certain criteria and is appropriate for its intended use.
In practice, however, the companies tend to play it safe and
apply excessive filtering just to protect themselves from pos-
sible ethical scandals. While this is understandable, enforcing
such filtering-based moderation may blur important aspects of
reality. For example, an AI tool that filters out all mentions of
a particular controversial topic may not accurately represent
the diversity of opinions.

Another source of bias is that these tools are usually trained
only on publicly available data scraped from the Internet, and
thus do not account for more specific and nuanced information
that is only accessible to private users. For example, if an
AI model is trained on public code repositories, it will not
incorporate the valuable information exchanged in private
corporate networks (e.g., repositories, chats, issue trackers),
although these are often considered a more trusted source
of professional knowledge than semi-professional answers
and informal discussions on Stack Overflow or Reddit. More
specifically, in the realm of programming and code generation,
these existing models trained on public data sources often
overlook a wealth of insights and professional exchanges
found in private corporate networks. These networks contain
note just code examples, but also specialised practices and in-
novative solutions, serving as valuable repositories of program-
ming knowledge. Yet, such smaller entities with their unique
knowledge are left out from contributing due to privacy and
security concerns, and their valuable information is thereby
excluded from training. Taken together, these limitations can
have significant implications for the accuracy and fairness of
the AI-generated output.



B. Paper Contribution and Structure

With this paper we make a first step towards democratising
and de-monopolising this emerging market by designing a
community-driven Generative AI architecture. The proposed
conceptual architecture relies on several existing technologies,
which collectively represent a promising toolkit for building a
whole open ecosystem for Generative AI. Some key features of
the envisioned solution are the ability to preserve data privacy,
unbiased and fair model training, decentralised operation, and
transparent content moderation, among others. We claim that
the emerging field of Generative AI should not be monopolised
by the few Tech Giants, but rather collaboratively developed
and moderated by an open community of multiple stakehold-
ers, each providing their own perspective on this challenging,
yet exciting technology. In explaining the envisioned approach,
we also draw parallels with the core elements of democracy
to better communicate the proposed concepts and ideas.

The main contribution of this paper is a conceptual archi-
tecture of a community-driven ecosystem for Generative AI.
The description of this architecture is organised as follows.
Section II presents the main technologies underpinning the
design of the proposed architecture and describes their roles
and benefits. Section III draws parallels with similar relevant
projects and critically discusses assumptions and some further
research considerations. Section IV summarises the paper with
some concluding remarks.

II. TECHNOLOGICAL BUILDING BLOCKS

We now present the envisioned conceptual architecture by
describing its individual ‘building blocks’, as depicted in Fig.
1. The architecture can be seen as a vertical stack of tech-
nologies, which, we believe, provide a viable foundation for
building a community-driven Generative AI ecosystem. The
individual layers of the proposed stacked architecture build
upon one another, each providing technological foundation for
building the next layer. This layered structure is explained in
the following subsections starting from the very bottom layer
of hardware infrastructures.

Fig. 1. Main elements of a community-driven Generative AI ecosystem.

A. Ubiquitous connectivity and pervasive computing

Recent technological advances have paved the way for
ubiquitous connectivity [1] and pervasive computing [2] – the

two concepts which revolve around the idea of seamless and
pervasive access to computing resources and services. With the
pervasive availability of network connections, devices and sys-
tems are enabled to be seamlessly connected to the Internet or
other communication networks. It emphasises the widespread
access to high-speed Internet, wireless networks, and advanced
communication technologies. The goal of ubiquitous connec-
tivity is to ensure that people and devices can communicate
and access information from anywhere, at any time. This
connectivity enables the exchange of data, collaboration, and
interaction among various devices and systems.

At the same time, pervasive computing extends the concept
of ubiquitous connectivity by focusing on the integration
of computing capabilities into everyday objects and envi-
ronments. It involves embedding intelligence into a wide
range of personal devices and human-centred spaces, such
as smartphones, ‘wearables’, household appliances, vehicles,
buildings, etc.. The goal is to create an environment where
computing and information processing become seamlessly
integrated into people’s daily lives, without requiring explicit
user intervention. Together, these technological trends support
the growth of emerging technologies such as the Internet
of Things (IoT), smart cities, autonomous vehicles, real-time
analytics, and other applications requiring low latency, high
reliability, and efficient use of network resources [3].

Foundation for the next layer: Ubiquitous connectivity
and pervasive computing provide a distributed infrastructure
of heterogeneous network-connected devices equipped with
computing resources.

B. Edge Artificial Intelligence

The described advances in networking and computing ca-
pabilities of field-deployed devices underpin another relevant
concept – edge computing, which is a decentralised computing
paradigm that brings data processing and computation closer to
the data source or the ‘edge’ of the network, instead of relying
solely on centralised cloud servers [4]. In edge computing,
data processing and analytics are performed at or near the
device/sensor level instead of sending all data to a remote
data centre for processing. The advantages of edge computing
include:

• Reduced latency: By processing data locally at the edge,
response times can be significantly improved, enabling
near-real-time applications.

• Bandwidth optimisation: Edge computing reduces the
amount of data that needs to be transmitted to the cloud
or data centre, thus optimising network bandwidth usage
and reducing costs.

• Enhanced privacy and security: Local data processing
at the edge can help protect sensitive information by
reducing the exposure of data in transit and allowing for
localised security measures.

• Offline functionality: Edge devices can continue to oper-
ate and provide services even when connectivity to the
cloud is disrupted, ensuring uninterrupted functionality.



Data processing at the edge can range from simple data
pre-processing operations to rather advanced AI analytics
using Machine Learning (ML). The latter, commonly known
as Edge AI, refers to the deployment of AI algorithms and
models directly on edge devices, such as smartphones, IoT
devices, edge servers, and other similar computing nodes [5].
It brings AI capabilities and decision-making closer to the
data source, minimising the need for data transmission to
centralised cloud servers. The key idea behind Edge AI is
to run complex ML-driven data analytics locally at the edge
device itself, without relying on continuous cloud connectivity
or sending data to remote data centres. This enables near-real-
time inference, reduces latency, saves bandwidth, enhances
privacy, and enables offline functionality even in the absence
of the Internet connection. All these features are especially
important to the healthcare domain where physiological data
collected by wearable or portable medical devices are pro-
cessed either directly on those devices or on a smartphone
acting as a wireless gateway [6], [7]. Similarly, the data privacy
and network bandwidth constraints are usually critical aspects
in various image and video recognition scenarios involving
CCTV cameras [8], [9].

Foundation for the next layer: Edge AI provides software
frameworks for deploying and running ML algorithms, as well
as data pre-processing on top of heterogeneous, potentially
resource-constrained edge hardware infrastructures.

C. Federated Learning

A natural next step in the Edge AI development was not
only to deploy pre-trained AI models and run inference, but
also to train the models at the edge. While individual edge
devices are still constrained in their computing capabilities to
perform heavy-weight model training, the promising solution
was to combine multiple devices into an aggregated pool of
computing resources and then orchestrate the iterative model
training process. This ML approach, known as federated learn-
ing, enables training models on decentralised data without the
need to transfer raw data to a central server [10]. In federated
learning, the training process takes place directly on edge
devices, such as smartphones, IoT devices, or local servers,
where the data is generated and stored. The main idea is to
bring the model training to the data rather than to move the
data to a central location.

Some prominent federated learning frameworks actively
developed and used by the community include Flower,2 Ten-
sorflow Federated,3 and OpenFL.4 Federated learning has
applications in various domains, including healthcare, finance,
smart devices, and more. It allows for collaborative learning
while maintaining data privacy, making it a promising ap-
proach for training models on sensitive or distributed data
sources. In the context of Generative AI, federated learning
can be applied to train LLMs in a distributed and privacy-
preserving manner. Instead of centralising the training data on

2https://flower.dev/
3https://www.tensorflow.org/federated/
4https://github.com/securefederatedai/openfl/

a single server, training can be performed directly on edge
devices or local servers where the data resides. The main
benefits of federated learning applied to Generative AI include:

• Privacy: Federated learning preserves data privacy since
the raw data remains on the edge devices and is not
directly shared with the central server. This is particularly
important when dealing with sensitive user data.

• Data localisation: Federated learning enables training
on data that is distributed across multiple devices or
locations, allowing for localised training and personalised
models while avoiding data silos.

• Efficiency: Training LLMs can generate a massive amount
of data, making communication between devices and the
central server resource-intensive. By training models on
edge devices, federated learning reduces the need for
data transmission over the network, saving bandwidth and
lowering communication costs.

• Distributed computing power: By promoting decen-
tralised ML, federated learning enables local nodes to
participate in the training process. This can improve
responsiveness, reduce latency, and enhance autonomy.
As a result, leveraging the computing power of multiple
devices or servers enables faster training of LLMs by
parallelising the training process. Such pooled computa-
tional and storage resources federated across a sufficiently
large set of participating nodes can even compete with the
infrastructural computing resources of the Tech Giants.

To avoid a potential bottleneck and a single point of failure,
the community has also proposed so-called gossip learning
[11], [12] inspired by the gossiping behaviour observed in
social networks, which involves the exchange of information
and model updates among participating nodes, rather than with
one central node. Gossip algorithms are distributed protocols
used for information dissemination and aggregation in de-
centralised systems [13]. In a gossip algorithm, information
spreads through the network by means of local peer-to-peer
interactions. The algorithm operates in rounds or iterations,
and in each round, a node (or a subset of nodes) selects one
or more neighbours to exchange information with. Over time,
the information spreads across the network as nodes continue
to interact and share information with their neighbours. In
addition to the default benefits of federated learning, gossip-
based extensions provide the following benefits:

• Scalability: Gossip learning can scale well with large
networks, as each node only needs to communicate with
a small number of other nodes at each iteration.

• Fault tolerance: Gossip learning is resilient to node
failures or network partitions. Even if some nodes become
unavailable, the information can still spread through the
network via other nodes.

• Adaptability to dynamic environments: Gossip learning
can adapt to changes in the network, such as nodes
joining or leaving dynamically, allowing for continuous
learning in evolving environments.

Gossip algorithms provide a decentralised and scalable

https://flower.dev/
https://www.tensorflow.org/federated/
https://github.com/securefederatedai/openfl/


approach for communication in federated learning, allowing
devices to collectively learn from each other while preserving
data privacy. They can also handle communication failures,
device churn, and heterogeneity in device capabilities. Various
gossip algorithms, such as random pairwise gossip, ring-based
gossip, or hierarchical gossip [14], can be employed depending
on the specific requirements and characteristics of the feder-
ated learning scenario. The main steps of a federated learning
setup, enhanced with gossip algorithms, are the following
(depicted in Fig. 2):

1) Initialisation: Each participating device initialises its
local model with an initial set of parameters.

2) Local training: Each device trains its local model using
own data, following a predefined training process. This
can involve multiple training iterations (i.e., epochs).

3) Communication and model exchange: A subset of de-
vices is selected to participate in the communication
process. The selection can be random or based on certain
criteria, such as device proximity or resource availabil-
ity. During the communication round, selected devices
exchange information, which can include sharing model
parameters, gradients, or other relevant updates.

4) Update aggregation: Next, each device updates its local
model by aggregating the received information from
other devices. The aggregation process can vary and may
include techniques like averaging, weighted averaging,
or more sophisticated aggregation strategies [10].

5) Repeat: Steps 2-4 are repeated for multiple communi-
cation rounds or until convergence criteria are met. The
goal is to iteratively refine the local models and improve
the global model without sharing raw data.

Fig. 2. Federated learning workflow based on crowd-sourced training data.

Foundation for the next layer: Federated learning provides
software frameworks for training a global model using private
datasets from distributed interconnected devices.

D. Crowd-sourcing

Federated learning makes it technically possible for dis-
tributed clients to participate in a collaborative model training
process. At the same time, it enables them to safely contribute
their local, potentially sensitive datasets for training. In the
context of Generative AI, these could be, for example, some

technical documentation within an internal corporate network
or photo images stored on a personal smartphone. The involve-
ment of human users or organisations in a federated setup is
strongly related to the concept of crowd-sourcing [15], which
can be used for training LLMs by harnessing the collective
efforts and knowledge of a diverse group of contributors.

In a broad sense, crowd-sourcing is a process of obtaining
services, ideas, or content by soliciting contributions from a
large group of people. It involves breaking down a global
task into small, discrete parts and distributing those parts
among participants, who then upon completion of their local
parts, contribute the outputs to achieve the global task. In
the context of LLM training, crowd-sourcing would assume
the participation of a large and diverse group of online users
contributing with their collected private datasets to train a
global AI model.

Incentive mechanisms play a crucial role in crowd-sourced
federated learning to encourage participation and cooperation
among the participating users and organisations [16]. These
mechanisms aim to align the interests of the participants with
the overall objectives of the federated learning process. Some
common incentive mechanisms applicable in this context can
be based on monetary, reputation or resource rewards given to
the crowd-sourcing participants. Admittedly, designing effec-
tive incentive mechanisms is a challenging task, as it requires
balancing the objectives of individual participants with the
global goals of the Generative AI system, at the same time
ensuring fairness, privacy, and end-to-end security.

Another important aspect of crowd-sourcing, provided a
sufficiently large number of participating actors, is the diversity
– i.e., crowd-sourcing allows for the inclusion of diverse
perspectives and linguistic variations in the training data,
enhancing the language model’s ability to handle different
languages, cultural contexts, competences, beliefs, etc. By
leveraging the collective intelligence and efforts of a diverse
group of contributors, crowd-sourcing enables the creation
of more robust and inclusive models. Taken together, the
sufficiently large number of participants and their diversity
in a federated crowd-sourcing setup will enable the so-called
wisdom of the crowd. The wisdom of the crowd is a concept
that suggests that a group of individuals collectively can make
better decisions or provide more accurate answers than an
individual expert [17]. It is based on the idea that aggregating
diverse opinions and knowledge from a large group leads to a
more reliable and accurate outcome. The wisdom of the crowd
relies on the inclusion of diverse independent viewpoints,
opinions, and knowledge. This way, when individuals with dif-
ferent backgrounds and perspectives contribute their insights,
it reduces biases and brings a wider range of information to
the decision-making process. It is assumed that errors or biases
present in individual opinions (i.e., the minority) are cancelled
out or outweighed by the collective judgement of the majority.
The wisdom of the crowd is a crucial milestone in collective
training of unbiased and fair Generative AI models.

Foundation for the next layer: Crowd-sourcing allows
using private datasets for training going beyond the publicly



available data on the Internet, minimises bias and achieves fair
model training results via the wisdom of the crowd.

E. Hierarchical Moderation

A critical aspect of Generative AI is its moderation. AI
moderation refers to the process of regulating and controlling
the behaviour of AI systems to ensure they operate in a
responsible and ethical manner [18]. In an ideal scenario,
efficiently implementing crowd-sourcing and achieving the
described wisdom of the crowd will assume inherent self-
moderation, where the diversity and the large number of
participants will ensure that biases and errors of individual
training inputs are balanced out by the strengths of others.
This can be compared to the majority and plurality rules
in democracy – the principles of taking most popular group
decisions, where all expressed opinions are treated fairly by
giving each an equal weight.

Humanity, however, knows many examples when the ma-
jority was wrong. Therefore, a more realistic scenario is the
introduction of an additional moderation layer, which will rely
on the democratic power separation principles, such that no
single authority has the power to evaluate the accuracy of the
data or the model (as it happens now with the mainstream
Generative AI tools). Hierarchical moderation (or hierarchical
governance) is a model of content moderation and decision-
making that is structured in a hierarchical manner to ensure
the quality and reliability of its articles [18]. A notable
reference in this context is Wikipedia, which relies on a
distributed hierarchy of community-nominated and elected
editors to ensure the correctness and fairness of user-generated
content. Implementing a similar automated moderation system
for crowd-sourced LLMs would rely on training advanced
algorithms to detect and remove harmful or offensive content.
This could also involve creating separate models that are
trained on inappropriate content, allowing to identify simi-
lar content and flag it for review. It is important to note
that the moderation framework should respect the democratic
principles and operate in a collaborative and consensus-driven
manner. The community’s input and involvement are key to
maintaining the integrity and quality of the contents. The
hierarchical structure, policies, and roles need to be designed
to provide a framework for decision-making and to address
the described content moderation and quality control issues.

Noteworthy, maintaining oversight in community-driven AI
should not mean reinforcing entrenched biases or imposing a
single view of the truth. Rather, it should nurture an environ-
ment that enables AI to continually learn, unlearn, and relearn
in harmony with the evolving human insights. Essentially,
the moderation process should mirror the fluid nature of
understanding – a perpetual journey that encourages humility,
values diverse perspectives, and nourishes a communal spirit.
The focus should be on shared enlightenment and empathy,
fostering an AI that augments common human experiences
rather than homogenising or belittling them. This oversight
includes intensive testing of updates via a validation set,
real-time A/B testing, fairness, and bias evaluations, as well

as adversarial testing. These tests should be performed by
a diverse group of participants using their local validation
sets. The results from these tests need to be collated to
create a global metric that informs whether new knowledge
introduced into the community-driven AI requires modification
or complete exclusion.

Foundation for the next layer: Moderation enables pro-
ducing fair and accurate language models with minimum bias
or misinformation. This way, the models can be further safely
used in various applications.

F. Applications

Finally, with the rest of the elements in place, it will be
eventually possible to build the Generative AI software tools
based on the collaboratively-trained models. The scope of such
tools is not expected to differ from the currently being in use.
While new applications and use cases continue to emerge on
a daily basis, LLMs are already playing a key role in the
following scenarios: various chat bots, virtual assistants and
recommendation systems, content comprehension, generation
and moderation, sentiment analysis and opinion mining, to
name a few. It is expected that the unbiased and transparent
nature of the community-driven Generative AI tools will create
fair competition with the proprietary commercial tools, thus
also facilitating the increased quality of the available products.

Coming back to the motivating example, the proposed
community-driven Generative AI could provide an effective
solution to build a more accurate and intelligent assisted
coding functionality. Leveraging both crowd-sourcing and fed-
erated learning, organisations and individuals can contribute
their unique knowledge to the AI model, including proprietary
coding methodologies that may be less common in public
and open-source code. This non-public data could come from
private repositories, issue trackers and enterprise source code
management systems. Federated learning ensures privacy of
data by only sharing the updated model parameters, thereby
preserving the privacy of proprietary and sensitive information.
Simultaneously, the model becomes enriched with a diverse
range of programming knowledge, extending beyond what
public repositories can offer.

The practical implications of such an approach in the
field of programming could be transformative. Potential ben-
efits include more enhanced problem-solving capabilities, a
richer understanding of proprietary coding practices and im-
proved knowledge of lesser used programming languages.
This community-driven model could democratise AI within
the programming sphere, allowing even smaller contributors
to play a role in AI development. Careful considerations of
intellectual propoerty rights and the fostering of a robust
community to drive this process forward are necessary for the
successful implementation of this model. As such, the pro-
posed community-driven Generative AI provides a promising
alternative that not only addresses current limitations but also
promotes fair competition with proprietary commercial tools.



III. ASSUMPTIONS AND FURTHER CONSIDERATIONS

In this section, we discuss our concerns of non-technical
nature, which should also be taken into account, as well
research considerations going beyond the scope of this paper.

A. Role of the Community

Combined, the described technologies represent a powerful
toolkit for building a community-driven Generative AI ecosys-
tem, which can challenge the establishing plutocracy of big
corporations. We have already seen examples of similar large-
scale collaborative projects in the past. The most notable ex-
ample is NASA’s SETI@home project [19], which connected
more than 5 million users contributing their private computing
resourcing. A more recent example using federated learning
is the MELLODY project,5 which connected several medical
research institutions into a federated learning network used for
drug discovery in the pharmaceutical industry.

Also, the proposed vision shares many similarities with
various open-source software foundations, such as Linux,
Apache, and Eclipse. All these organisations are community-
driven and follow the principles of transparent and open
communication and code distribution. Therefore, an important
assumption of this proposed vision is the active involvement
of the community in establishing and further developing such
an open ecosystem for Generative AI. As we already argued,
even in the presence of crowd-sourcing and decentralised
gossip learning, there is still a need for aggregating the
model, developing the training algorithms, as well as the
moderation – all these activities cannot (and should not) be
fully decentralised.

B. Intellectual Property Rights

Intellectual property rights (IPR) is another important con-
sideration in the context of envisioned architecture, as it
involves collaboration and sharing of information among mul-
tiple parties, followed by generation of new creative content
and its eventual consumption by end users. While there is still
many open questions, the key considerations related to IPR
can be summarised as follows:

• Data and model ownership: In a federated learning setup,
the participants typically retain ownership of their data.
This means that the data used for training the models
remains under the control and ownership of the partici-
pants. At the same time, the resulting global model itself
may be subject to IPR. The ownership of the model
can vary depending on the agreements and arrangements
between the parties involved. It is the responsibility of the
community to establish clear guidelines and agreements
regarding the ownership and use of the trained models.

• Copyright: Copyright law protects original creative
works, such as text, images, music, or videos, from
unauthorised copying, distribution, or use. In the case of
Generative AI, questions arise regarding the ownership of
AI-generated content. Typically, the copyright ownership

5https://www.melloddy.eu/

is attributed to the human creator or the owner of the
AI system, as they provide the input and training data
for the AI model. In the proposed architecture, however,
there is no such single actor. Therefore, it is again up
to the community to decide and agree on the applicable
copyright ownership policies.

• Derivative works: Generative AI models can be used to
create derivative works based on existing copyrighted
material (i.e., private data crowd-sourced for federated
learning). The legal implications associated with the cre-
ation and use of such derivative works need to be further
explored, as they may require permission or licensing
from the original copyright holder.

The application of IP laws to generative AI raises complex
and evolving legal questions. Different jurisdictions may have
different interpretations and regulations regarding ownership,
copyright, and patentability of AI-generated works. As the
whole field continues to advance, legal frameworks are also
evolving to address the emerging challenges and opportunities.

C. Wisdom of the Crowd vs Epistemological Relativism

The responses generated by Generative AI, and LLMs in
particular, are based on statistical patterns and associations
learned from vast amounts of training data. While the models
themselves do not have the ability to directly assess the
majority opinion or conduct a voting process about what is
true and what is false, the crowd-sourcing method used to
collect the training data may rely on the previously described
wisdom of the crowd principle. By its nature, it assumes that
the sufficient number and diversity of contributors will ensure
that individual biases and possible errors will be levelled out
by the rest of the contributors. This can be seen as a strong as-
sumption, especially from the epistemological relativism point
of view. Epistemological relativism is a philosophical position,
according to which knowledge and truth are not absolute,
universal, or objective, but are instead relative to specific
individuals, cultures, societies, or historical contexts [20]. In
other words, different perspectives, beliefs, and interpretations
can be equally valid and legitimate, depending on the context
in which they arise. Epistemological relativism challenges the
notion of universal truths and emphasises the role of individual
perspectives and cultural contexts in shaping knowledge and
truth. It focuses on the diversity of subjective interpretations.
The wisdom of the crowd, on the other hand, suggests that
aggregating diverse perspectives and independent judgements
can lead to a single, more accurate outcome.

These two conflicting viewpoints again highlight the need
for a thoroughly designed community-driven moderation
framework in the proposed architecture. The outputs of LLMs
are influenced by the distribution of the training data, in-
evitably containing certain biases and limitations. Even in the
presence of a moderation framework, when using LLMs in
applications involving decision-making or opinion represen-
tation, it is crucial to consider the limitations and potential
biases in the training data and to supplement the outputs with
appropriate human judgement and critical evaluation.

https://www.melloddy.eu/


D. Bio-inspired Decision Making and Moderation

One possible way of enhancing the conventional AI moder-
ation is to enhance it existing approaches from other relevant
scenarios. Multiple crowd-sourcing contributors participating
in a federated learning setup can be seen as individual agents
providing their individual information into the global shared
pool. Research approaches in the direction of multi-agent
systems [21] developed many decentralised decision-making
mechanisms inspired from malty-party auctions, arbitration,
etc. Swarm intelligence [22] learns how advanced intelligence
emerges from a swarm of low-intelligent individuals. Fur-
thermore, as a step towards Artificial General Intelligence,
community-driven Generative AI could also benefit from even
more advanced mechanisms to address the challenge of de-
centralised decision making and moderation, and look into
bio-inspired approaches and, more specifically, into how such
processes are organised within a human brain.

Although it may sound counter-intuitive, a human brain is
a highly decentralised system. A commonly accepted mod-
ern theory explains a brain’s decision making based on a
global neuronal workspace [23]. When individual inputs from
the body arrive, multiple local processors within the brain
autonomously perform continuous analysis of different parts
of the input, also in combination with the local knowledge
available to them. The results from these local processors
are then ‘broadcast’ to a global neuronal workspace, from
where other local processors can receive them. These other
local processors may (or may not) find certain shared results
interesting, pick them up for further evaluation and eventu-
ally place them back into the workspace. This way, certain
results become more ‘popular’ than others, resulting in more
and more local processors noticing and picking them up,
and eventually becoming the final decision adopted by the
whole brain. This process is to a great extent again similar
to the majority and plurality principles observed in modern
democracy. Applying this bio-inspired global workspace the-
ory to the community-driven Generative AI for decentralised
decision making and moderation might be an interesting and
promising direction, which is however still at a very early stage
of explorations [24]. Many fundamental challenges remain
unaddressed, such as how to effectively broadcast local results,
how to attract attention of relevant agents, how to evaluate and
define the winning majority of the results, etc.

E. Federated Machine Unlearning

Within the sphere of community-driven AI, the elimination
of unwelcome content already present in the trained models is
of paramount importance. Sources of such undesirable content
could be manifold. For example, adversarial data, when used
in the training of generative AI models, can infuse inaccurate
information into the resulting model. Likewise, adversarial
attacks might leak confidential data kept within the model
or users might occasionally produce data, such as inadver-
tent search queries leading to incorrect recommendations.
Furthermore, community-driven AI systems, when trained on
public datasets, often unintentionally inherit deep-seated racial

and cultural biases. All such undesirable content contributes
to encouraging biases, spreading harm, and eroding human
dignity, and therefore should be wiped out from the models.

To this end, another important aspect of community-driven
AI moderation is unlearning [25], [26] – i.e., excluding
some training results after they have already been included
in the model. Federated machine unlearning represents the
collective process of detecting sensitive and inaccurate pre-
dictions in a community-driven AI model and collaboratively
unlearning the information housed within the model. This
collaboration might commence with an individual’s proposal
to unlearn a category, a sample, a task, user-contributed
data, or a data stream created by the AI. Once a proposal
is tabled, the community should embark on an open and
transparent process of consensus-building regarding what to
unlearn and the specific methodology to follow. Every stage
of the consensus-building journey for each proposal should
be documented and retrievable. Upon reaching a consensus,
new datasets for training should be constructed to revise what
was previously learned. As an example, Wu et al. [27] delve
into federated machine unlearning by reversing the stochastic
gradient descent process for training and implementing elastic
weight consolidation. After the fine-tuning/training phase, it
is crucial to confirm and quantify the level of unlearning [28]
achieved within the updated AI model. The data generated
for ‘forgetting’ should challenge the model to reveal sensitive
and incorrect information intended to be forgotten. Metrics
should assess the degree of forgetting realised by the model in
a recurring unlearning process. Federated machine unlearning
is an innovative and emerging field where building consensus
and unlearning present considerable challenges.

IV. CONCLUSION

In this paper, we aimed to challenge the establishing
monopoly of the Big Tech on the Generative AI market
by proposing a conceptual architecture for community-driven
Generative AI. The envisioned architecture consists of sev-
eral technological building blocks, among which we consider
crowd-sourcing and federated learning to be the main enablers.
By soliciting training data from a wide range of contribut-
ing parties, crowd-sourcing can capture a range of opinions,
insights, and expertise that might otherwise be missed, thus
providing a more comprehensive and unbiased view on a topic
than any individual or organisation can offer. By drawing
on a wider pool of perspectives and experiences this way,
crowd-sourcing can help achieving the so-called wisdom of
the crowd, where the collective intelligence arises from the
aggregation of individual opinions, perspectives, and experi-
ences, which can cancel out errors and biases and lead to more
accurate and robust outcomes. At the same time, federated
learning will ensure that data will remain private, since it
assumes that instead of sending data samples to the central
server, each client performs local training on its own data,
and only exposes the updated model parameters which are
then aggregated and shared back to the participating clients.



We have also considered several assumptions and potential
research directions which still need further investigations.
These include the important role of the community that will
drive the whole development process, the IPR implications
associated with the AI-generated content, the general epis-
temological concerns of the knowledge used to train the
AI models, and finally possible ways of enhancing the AI
moderation system by applying bio-inspired decision making
and federated machine unlearning. Addressing all these open
questions requires input from multiple stakeholders, including
technologists, researchers, content creators, and ordinary users,
as well as policy makers and civil society organisations.
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