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Abstract. The cybersecurity landscape is particularly challenging for
SMEs. On the one hand, they must comply with regulation or face legal
sanction. But on the other, they may not have the resource or expertise
to ensure regulatory compliance, especially since this is not their core
business. At the same time, it is also well-attested in the literature that
individuals (human actors in the ecosystem) are often targeted for cy-
ber attacks. So, SMEs must also consider their employees but also their
clients as potential risks regarding cybersecurity. Finally, it is also known
that SMEs working together as part of a single supply chain are reluctant
to share cybersecurity status and information. Given all of these chal-
lenges, assuming SMEs recognise their responsibility for security, they
may be overwhelmed in trying to meet all the associated requirements.
There are tools to help support them, of course, assuming they are mo-
tivated to engage with such tooling. This paper looks at the following
aspects of this overall situation. In a set of four studies, we assess private
citizen understanding of cybersecurity and who they believe to be re-
sponsible. On that basis, we then consider their attitude to sharing data
with service providers. Moving to SMEs, we provide a general overview
of their response to the cybersecurity landscape. Finally, we ask four
SMEs across different sectors how they respond to cybersecurity tool-
ing. As well as providing an increased understanding of private citizen
and SME attitudes to cybersecurity, we conclude that SMEs need not
be overwhelmed by their responsibilities. On the contrary, they can take
the opportunity to innovate based on their experience with cybersecurity
tools.
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1 Introduction

Small-to-medium enterprises (SMEs) reportedly constitute 99% of businesses
worldwide, employing 70% of the workforce [1]. As a sector and similar to larger,
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more resource-rich enterprises, they are subject to many regulations in addition
to their day-to-day business: mandatory in the case of data protection [2] and
highly desirable for cybersecurity not least for reputational reasons [3]. At the
same time, SMEs suffer multiple attacks [4–7], lack resource or skill [8, 9] or
budget [10, 11] to address them, and may not even have access to appropriate
information to mitigate such risks [12, 13]. The risk perception literature identi-
fies behavioural factors about cybersecurity attitudes and activities which need
to be taken into account as well. Bada et al [14], for instance, highlight the need
to consider perceptions and beliefs, whilst Beldad and colleagues [15] emphasise
trust, and Siegrist [16] affect. Others have highlighted that overoptimism [17],
lack of confidence [18, 19] (low self-efficacy [20]), of feeling personal responsi-
bility [21], or even the attraction of doing nothing [22] may be inhibitors to
risk-mitigation behaviours. Finally, Geer and his colleagues suggest that cyber
risks change depending on the operational context [23]. In the empirical work
presented here, we explore factors such as context, self-efficacy and responsibil-
ity from the perspective of different stakeholders in the actor network ecosystem
around SMEs.

1.1 Background

The situation outlined above is exacerbated by the direct involvement of hu-
man agents for everything the SME undertakes including their employees, their
clients and those they collaborate with [24, 25]. SMEs may be more vulnerable to
cybersecurity threats because of their relationships with these stakeholders. For
these relationships are built on mutual assumptions and dependencies: all en-
terprises, for example, rely on their employees to adhere to cybersecurity policy
which may depend on awareness as well as willingness to conform to such poli-
cies [26]; and on their clients to respect and comply with controls [14, 27]. Figure
1 summarises some of the pressures on SMEs to engage with risk-mitigation
strategies, including the main stakeholder types: human agents such as clients
and employees, and institutions like other enterprises and regulators.

Notwithstanding providing advice, regulators exert an influence on SMEs to
comply without the SME being able to influence behaviours of the regulator di-
rectly. With all other stakeholders, this is not the case. Employees work toward
common business objectives to ensure the success of that SME. They are respon-
sible, therefore, for following company policy and implementing what measures
are required. At the same time, they expect the SME to provide a secure envi-
ronment for them to operate and to keep any personal data about them secure.
By contrast, when a client interacts with an SME for goods or services, they ex-
pect their data to be processed appropriately and kept secure. But at the same
time, and especially in cases where a client accesses SME infrastructure such as
placing an order or using a fault reporting system, the SME must equally rely
on them to act in such a way as to avoid exposing the infrastructure to attack.
They expect adherence to security policies, though may not have direct visibility
of what clients do or of what they know. One example would be a requirement in
the terms of service that the client protect their credentials or check for malware
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Fig. 1. Cybersecurity Landscape for SMEs

embedded in any communication they send. Finally, other enterprises must co-
operate across a supply chain, including other SMEs, whilst at the same time
exposing only limited information about cybersecurity threats and controls.

The specific purpose of this study, therefore, is to investigate cybersecurity
awareness and practice amongst the stakeholders where there is a mutual expec-
tation of security-appropriate behaviours as summarised in Figure 1.

2 Method

Against this background, we report empirical findings from three related quan-
titative studies exploring the attitudes and behaviours of different stakeholders
in Figure 1; and a complementary qualitative study regarding SME readiness to
engage with cybersecurity tooling to meet these expectations.

In addition to regulatory requirements (e.g., [2], Art 25), individuals – Clients
or Employees – expect their data to be processed securely, though their own
practices and lack of knowledge may be maladaptive and in turn represent a
risk to the SME. Further, since an SME rarely operates alone, they must pro-
tect information exchange with Other Enterprises, and protect themselves from
vulnerabilities coming from those enterprises.

Providing cybersecurity technology to support SMEs may be contextualised
in technology adoption terms [28]. In this sense, the main focus has been on per-
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ceived easy-to-use (PEOU) and perceived usefulness (PU). This would allow the
SME to satisfy their security obligations whilst reducing their resource commit-
ments and lack of skill (PEOU). Part of PU would include identifying the effect
of the maladaptive behaviours from these groups, namely Clients, Employees
but also Other Enterprises. Providing usable and useful technology to identify
threats, knock-on effects and mitigations should be enough to guarantee tool
adoption, therefore. However, our own previous work has concluded that devel-
oping a narrative around Self-Efficacy and motivational factors like Innovation
may be just as significant [29].

Table 1. Summary of Participants in each Study

Study N Participants Instrument Ethics Approval

1 800 Private Citizens (UK) Anonymous Survey FEPS 67628 and 69107
2 470 Private Citizens (UK) Anonymous Survey FEPS 71408
3 141 SMEs (UK & Norway) Anonymous Survey FEPS 61721
4 4 SMEs (Europe) Semi-structured Interviews FEPS 73328

Table 1 summarises the participants in each of the four studies (numbered
from 1 to 4 as in the first column of the table). Note that respondents to the
anonymous surveys were principally UK based. The Private Citizens represent
the Client type from Figure 1, whilst the SMEs represent the Employee as well
as Other (SME) Enterprises. The three surveys in 2 were run via crowdsourcing
platforms: Studies 1 and 2 used Prolific.co, and Study 3 used Norstat. Partici-
pants were self-selecting.

Table 2. Summary of Survey Instruments

Study Description Reference

1 Based on instrument developed and validated in [30] Pickering & Taylor [31]
2 Derived from focus group discussions; see [32] Pickering et al [33]
3 Derived from cybersecurity experts; see [34] Erdogan et al [35]

Study 1 sought to identify cybersecurity awareness and competence among
private individuals. Participants were balanced across gender identity, age group
and ethnicity. They were randomly assigned to one of four conditions: ranking
cybersecurity threats, ranking potential controls, matching threats and controls,
and identifying who they believed responsible for implementing those controls.
They were then asked to respond to assertions (Strongly Agree to Strongly Dis-
agree) from a model derived from Protection Motivation Theory and previously
validated by [30]. Of the 800 respondents, approximately 46% identified them-
selves as technology experts and 53% as comfortable with technology.

Whilst Study 1 looked at cybersecurity attitudes, Study 2 turned to the
practical implications of such attitudes. Specifically, within the context of secure
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services, how do private individuals feel about sharing their data? Again, partic-
ipants were balanced across gender identity, age group and ethnicity, and were
asked to respond to 48 assertions (a 6-point Likert scale from Strongly Agree to
Strongly Disagree) derived from focus group discussions and divided arbitrarily
into four sections. Each section began with a general question followed by 12
assertions. Each of the general questions had three choices for participants to
identify when or how comfortable they felt about that particular issue. The four
such questions were:

1. Data Sharing: who they would share their data with;
2. Decision Making: how they would make a data sharing decision;
3. Privacy Concerns: general issues around privacy;
4. Jurisdiction: what regulations apply.

One of each - Data Sharing, Decision Making, Privacy Concerns, and Juris-
diction - introduced each of the four groupings of 12 assertions, therefore.

Both Study 1 and 2 were contextualised in terms of health data. But whereas
Study 1 explicitly asked about security threats and controls, Study 2 asked par-
ticipants to consider what they expect when they share their data, that is more
specifically privacy expectations. Although not wishing to conflate privacy and
security, we maintain that they are related [36]. Individual behaviours around
privacy and data sharing, for instance, identify the circumstances under which
individuals might engage with security measures. We therefore believe Study 1
and 2 to be complementary.

Study 3 turned to SMEs themselves. Based on the results from Studies 1 and
2, the aim here is to understand where SMEs stand on issues of security and data
handling. They may feel overwhelmed by their legal responsibilities under data
protection laws, for instance, or be ill-equipped to deal with client expectations
regarding responsibility. Understanding how private individual expectations map
to SME capabilities would be an important finding, of course. The survey for
Study 3 consisted of 27 questions with a mixture of closed response questions
allowing either single or multiple responses, and free-form text input. The ques-
tions were developed based on discussion with cybersecurity experts. They were
grouped into five categories:

1. General information about the SME (5 questions);
2. General information about the respondent themselves (4 questions);
3. Information about the ICT infrastructure (4 questions);
4. Cybersecurity Awareness (8 questions); and
5. Cybersecurity Practices (5 questions)

Study 3 in this context is, therefore, about providing a perspective both of
Employees and Other Enterprises in Figure 1.

Study 4 extends the findings of Study 3, focusing on Employees and Other
Enterprises from a slightly different perspective. Given our previous work on
SME engagement supporting the use of qualitative methods rather than just
traditional technology acceptance methods [29], semi-structured interviews with
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SMEs across four sectors (automotive, finance, healthcare and utilities) were
conducted exploring their attitudes towards a specific modelling technology [37]
to support them with their cybersecurity responsibilities in terms of other SMEs
/ enterprises, and with respect to individuals, be they Clients or Employees.
Following previous experience, participants were simply asked to describe their
attitude to cybersecurity prior to using the technology and then their experience
of using the technology. Based on the three previous studies, we decided to
explore indications of Responsibility and whether they accept such obligations; in
response, whether they may feel Overwhelmed or alternatively believe themselves
capable of meeting all demands (i.e., Self-Efficacy). Finally, if SMEs respond to
the technology not only in terms of meeting specific needs but also in encouraging
future engagement and Innovation. To facilitate a thematic analysis [38, 39] of
the interviews, an initial coding schema was developed therefore as follows:

1. Responsibility : since individuals need to feel responsible before they will
engage; see [20, 21];

2. Overwhelmed : to identify adaptive and maladaptive behavioural attitude;
see the Extended Parallel Process Model [18, 22];

3. Self-efficacy : the belief that the individual is capable of taking action; see
Protection Motivation Theory [40];

4. Innovation : to represent an affective aspect, having previously identified
evidence that technology acceptance advantageously includes creative think-
ing in potential SME-based adopters [29].

Items 1, 2 and 3 relate to constructs from the Theory of Planned Behavior,
of course. For instance, Responsibility for implementing controls derives from
the construct Normative beliefs: what is expected by and from others. Feeling
Overwhelmed or capable (Self-Efficacy) are reminiscent of the construct Per-
ceived Behavioral Control : they represent the two sides of a cost-benefit analysis
in deciding to act. As such, we maintain that these codes are well supported in
the behavioural science literature [41]. The final code, Innovation, is intended
to capture perceptions which go beyond the specific feeling that the SME can
and should act. In the context of motivational factors [42], we believe the suc-
cessful adoption of a technology should encourage feelings of autonomy, at least,
an intrinsic motivator, which will therefore tend to be more persistent. Further,
consistent with Uses and Gratifications theory [43, 44], we would expect adoption
intention to be moderated by enjoyment.

3 Results

In this section, we begin by summarising the main outcomes of the quantitative
studies (Studies 1, 2 and 3 ). Conclusions from these three studies then inform
the interpretation of the outcomes from the final study, Study 4.
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3.1 Study 1

Respondents ranked If I lost my phone or laptop, or someone got my password,
someone getting at my medical records 1 or 2 (most worrying) 55% of the time;
and If the hospital gets hacked, my medical records falling into the wrong hands
51% of the time. They were reasonably consistent, therefore, in identifying unau-
thorised access to data as a significant threat. Regarding controls, 71% ranked
Adding protection (encryption) to all medical data wherever it’s stored, sent or
viewed, so it can’t be tampered with as 1 or 2 (most effective; the next closest be-
ing Making sure that my medical data are protected and can only be looked at by
medical staff with 40% 1 or 2 rankings). Protecting the data itself via encryption,
therefore, was perceived to be the most effective control. As far as responsibility
for implementing controls is concerned, overwhelmingly, participants identified
the NHS or the Hospital as responsible; only in the case of Having an automatic
lock on a phone or computer app, so my data stays safe even if the phone or
computer is stolen did they see themselves as responsible.

It is clear, therefore, that private individuals can make decisions about threats,
controls and indeed about who is responsible. In consequence, we may generalise
this to say that private individuals (Clients in Figure 1) only see themselves
responsible for implementing a control for a device they own. Otherwise, they
perceive responsibility to lie with the service provider, that is the SME offer-
ing a service. In the survey [31], neither an equipment manufacturer nor service
developer was regarded as responsible for the controls.

3.2 Study 2

Study 1 sought to identify a baseline of what private individual perceptions
around cybersecurity might be. Study 2 provides a complementary viewpoint:
namely, is this awareness reflected in data sharing attitudes? Responding to
general attitudinal questions, participants reported that they make decisions
about sharing their data based on trust in the data steward (73% of the time)
rather than any published privacy notice. This is important because trust in
behavioural sciences is regarded as a willingness to expose oneself to risk [45],
not reliance on rights or contract as imposed by regulation. Indeed, 84% disagree
with the statement I feel I make informed choices about privacy and data sharing.
Further, in response to the assertion If I agree to let a company or researcher
use my data, I no longer have any rights to it, 95% agree; and for the assertion
I share responsibility for my data with whoever I release it to, 88% disagree.
whatever rights data protection affords ([2], Chapter 3) clearly do not inform
decisions or empower data subjects [46].

Private individuals do not therefore necessarily understand their own rights
and what these allow them to do. Data sharing decisions are based on trust in the
recipient (data steward). Further, trust in that recipient seems to be influenced
by what they perceive to be the likelihood of third party (onward) sharing. SME
clients (see Figure 1), therefore, may not respond to assurances from the SME
about how they claim to secure the data, even if they do read privacy notices
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or understand their data protection rights. The expectation is that the SME
assumes responsibility. This is consistent with the expectations from Study 1.

3.3 Study 3

Study 1 showed a reasonable level of awareness among private individuals, but
an assumption that responsibility lies with the service provider. Study 2, primar-
ily focused on privacy aspects of cybersecurity, reinforced the belief that service
providers are responsible, but also that engagement (in this case for data sharing)
is predicated on trust not regulation. With that in mind, Study 3 looks specif-
ically at whether SMEs report the ability to be able to provide the necessary
cybersecurity context to meet private individual expectations.

Although 80% of respondents report a moderate to high degree of cyberse-
curity awareness, only 19% report they provide ongoing training, and 73% that
they provide none. Further, 15% reported that they were aware of an attack, and
77% were not. Whether this reflects the actual situation is difficult to judge. The
SMEs in question may not have been attacked (though see [47], for instance), or
whether there is no internal communication of security incidents. Finally, only
16% reported that they use specific tools to identify and mitigate against cyber
attacks; 62% do not, and 23% reported they didn’t know. Overall, and despite
reporting a reasonable level of understanding, there is a lack of training and tool
implementation to mitigate against cyber threats should they occur.

In Study 1, it was clear that clients almost always expect a service provider
to assure the security of their data, and Study 2 that they believe themselves
at the mercy of service providers, having no control once they have shared their
data. The onus therefore is perceived to be on SMEs to protect data, but this
third study highlights that they are not necessarily in a position to assume this
responsibility. More importantly, though, is that if engagement with the SME
is based on trust as suggested by Study 2 rather than policy or regulation and
shared responsibility, then there is a significant reputational risk to the SME.
In the context of the SME collaborating with Other Enterprises, although the
assumption is that working together will be subject to compliance with a service-
level agreement, non-disclosure agreements, or other contractual instruments -
rather than trust - this reputational risk needs to be addressed.

3.4 Study 4

The first two studies indicate that responsibility for security and associated
privacy rests with the SME. The third highlights a concern that training and
tools are not used sufficiently, and therefore the SME may not be in a position
to assume such responsibility. In the fourth and final study, we engaged directly
with SMEs whose business was largely dependent on maintaining the trust of
their end-user clients and the security of their data. For the interviews, we asked
the SMEs to describe their experience with a specific security modelling tool.
As outlined above, a coding scheme was used to identify relevant themes from
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the interviews. (Note that the SMEs are referred to as P1 to P4; there were two
employees involved for P1 and P4, and one for P2 and P3).

Starting with Responsibility, the SME interviewees report an awareness that
they are responsible for the data from their clients, but also to support their
non-technical staff members in appreciating the importance of security:

(P2)... we collect some sensitive data ... we should protect them and also,
[control] access to... to our servers ... and also [help] understand that our
nontechnical employees how to protect them [sic.] data and so... so our
customers data

They recognise, therefore, and accept that they are responsible for their in-
frastructure (our servers), the data they process (we should protect them), and
have an obligation to train or raise awareness with their own staff ([help]... our
nontechnical employees to protect ... data).

(P4) Sometimes there are some sensitive data and sensitive projects and
they just want it [sic.] to be 100% sure that everything is secured from
our side. So we should spend a lot of money on this.

They appreciate, though, that such obligations demand resource, in this
case, financial. Notwithstanding the financial implications, in attempting to meet
these obligations, they can become overwhelmed. Without training and tooling
(see Study 3 ), it may not be possible to move beyond this state:

(P4) We didn’t know how to handle [an] attack from the outside if some-
thing is... not safe in our office.

further:

(P1) it’s complex and the models are getting huge and complex really
quickly

and

(P2) Maybe it’s a bit difficult to manage all threats that we found be-
cause sometimes there are a lot of all of them

Feelings of being overwhelmed mean that the SME may fail to provide the
level of service security that their clients and enterprise partners expect. However
- and remembering that the SMEs were simply asked to describe their experience
as opposed to respond to specific questions on the security tool – the SMEs also
report an increase in Self-Efficacy :

(P1) we have to model the overall architecture of the infrastructure and
[with this tool] we can see where are the caveats of this infrastructure
. . . where we need to intervene

and
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(P2) I think in the future we can understand how... how to apply..., for
example, these are risk reports

If they use appropriate tools, therefore, the SMEs in Study 3 who do not use
tools are missing out, especially given that clients expect them to be responsi-
ble, and despite a possible lack of resource as reported in the literature, would
nevertheless be in a better position to meet the expectations of their clients with
appropriate tooling.

Beyond that, with increasing familiarity with such tooling, the SMEs in-
terviewed began to identify other uses that they were not necessarily aware of
originally. Although task-orientated, there is nevertheless a sense that it’s not
just about utility (PU), but also a sense that they are looking for other oppor-
tunities to use the tools, and to extend their own understanding:

(P1) What can come out of the model that we we create ... the [threat]
path ... that we can see once we finish the model and we sort out all the
threats and we can see the threat paths where an attacker might steal
information or we have information leak. But for us, I think it will be
great advantage.”

(our emphasis), and:

(P3) there is [the] GDPR compliance issue and possible modelling errors.
So, this part of the tool it’s very... important and interesting

What emerges from our interviews is that the SMEs in Study 4 are aware of
their responsibilities and can feel over-faced: cybersecurity is too complex and
beyond their core competence. However, with suitable tooling (which is often
missing, as in Study 3 ), the SME is not only able to meet their commitments
(their Self-efficacy increases), but they begin to see other and more generalised
potential with the tooling (Innovation). We suggest that this actually influences
cybersecurity technology acceptance, which complements its importance for risk
perception and adaptive behaviours in individuals [48–50].

Close collaboration from tool vendors with the SMEs, including encouraging
them to explore the potential of cybersecurity tools rather than simply check
that the tools meet a priori requirements, means that they are able to fulfil the
expectations of their clients as well as comply with regulation. Such narratives
take them beyond feeling overwhelmed to self-efficacy and the development of
innovation [29]. And this is in parallel with their basic business, even though
SMEs are generally assumed to lack (and report, see (P4)’s comments above on
money implications) the resource to support anything beyond their core business.

4 Discussion

The four studies reported here had been run independently. There had been no
overall plan to develop a coherent research approach to identify the challenges for
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the SME security landscape and expectations of their stakeholders. It is perhaps
all the more remarkable that there is an emerging narrative from SMEs who
engage with cybersecurity tooling that they not only meet their obligations but
can also start to see ahead for other opportunities for security technologies to
support their business and reputation. Despite confused client expectations, for
instance, their lack of understanding of their rights under data protection and the
abdication of responsibility to others when sharing their data, even just thinking
about appropriate tools can expand SME self-efficacy and their ability to meet
their obligations while maintaining their reputation vis-à-vis their stakeholders.

Our findings are not inconsistent with what has already been documented
regarding private individuals. It is well-attested, for instance, that regulation
does not necessarily empower private individuals [46]: they feel overwhelmed. In
that context, it is no surprise in Study 2 to discover that private individuals do
not believe themselves to retain control over their data, even though they may be
aware of cyber threats and suitable controls to mitigate them (Study 1 ). Further,
even though regulation imposes responsibilities on those who process personal
data [2], if SMEs are not completely aware of the threats they are exposed
to, do not provide the training, and do not exploit predictive or preventative
tooling (Study 3 ), there is a serious risk to multiple players, not least given the
pervasiveness of SMEs [1]. What we have found in bringing the results from these
studies together is that engagement with tooling can encourage Self-efficacy but
also Innovation within the SME.

The project developing the security tools focused on close collaboration and
support for the SMEs who took part in Study 4. Significantly, though, the inter-
views reported here were not about checking that requirements had been met
with the tools in questions. Instead, they were given free rein to describe what-
ever their experience had been. Their response, as reported above, in developing
the appropriate Self-Efficacy to meet their responsibilities has led them to think
creatively (Innovation): seeing additional potential in the tools [29], without re-
porting any concerns about the resource implications of engaging with them.
This seems to meet a significant need. Whatever the data subject rights are that
regulation foresees, private individuals do not appear to be reassured and still
believe their data are at the mercy of service providers. This imposes an obli-
gation on the SMEs, though, which is more about reputation and the ongoing
negotiation around mutual trust. To enable SMEs to go beyond their statutory
regulatory obligations and focus on the trust of their clients, they need to be
supported to understand how tools work with and for them, not simply tick a
box: Study 3, for example, highlights that awareness does not necessarily trans-
late into action. The aim of tool vendors shifts therefore away from compliance
towards enabling the SMEs to feel empowered to handle cyber security.

Study 4 shows that a disparate set of SMEs across finance, healthcare, auto-
motive and utilities can be helped along this path. So, even though private indi-
viduals do not understand their rights or responsibilities, SMEs can nonetheless
develop and maintain their trust.
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5 Limitations and Future Directions

The studies reported here were not part of a coherent research plan, as stated
above. Further, the SMEs in Study 4 were collaborators on a common project.
It is not clear, therefore, how representative they are of the SME cohort in
Study 3. The connection between the first three studies and the final one may
not be self-evident, therefore. That being said, that a narrative is developing
of how SMEs can meet the expectations beyond what they are required to do
suggests that in future a coordinated set of studies focused on the various as-
pects covered here may identify what support needs to be delivered to SMEs
above and beyond generic awareness and training programmes. In so doing, a
set of concrete recommendations can be generated to encourage SMEs faced
with their responsibilities regarding security to engage with cybersecurity tools
not just from ensuring preparedness for possible cyber attacks but also as a
starting point to think innovatively about how they use tools in-house. Intrinsic
motivation is known to be more robust than short-term extrinsic motivators like
rewards and sanctions [42]. Encouraging a sense of self-fulfilment which seems
to lead to innovation may encourage employees to assume responsibility for se-
curity compliance rather than imposing it on them. This would need further
investigation.

6 Conclusion

Our research has examined different aspects of the SME cybersecurity landscape
from different, stakeholder perspectives, and highlights different expectations
and actual behaviours. Whatever regulation is in place which imposes obligations
on SMEs, such regulation does not necessarily correspond with the expectations
of private individuals. Further, SMEs themselves may be ill-equipped to meet
their regulatory obligations but also to address customer expectation. Explor-
ing how they use and could use cybersecurity tools can encourage self-efficacy,
and therefore enable the SME to satisfy both. The interviews conducted here
– based just on a generalised description of benefit to the individual – provides
further evidence for introducing qualitative methods into our understanding of
technology adoption.

7 Ethics

The various studies reported here were provided separate approval from the Fac-
ulty of Engineering and Physical Sciences (FEPS) Research Ethics Committee at
the University of Science. The reference numbers are shown in the final column
of Table 1 above.
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