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Abstract—This paper presents an approach for applying Vector
Fitting (VF) to identify a small-signal state-space model of
a power electronic converter represented as a multiple-input
multiple-output (MIMO) system. A workflow for the proposed
model identification procedure is presented, with focus on
aspects related to the processing of data from measurements
and on the configuration of the VF algorithm. An example of
how a small-signal state-space model can be identified from
laboratory measurements on a 50 kW grid-forming converter
is presented to demonstrate how VF is suitable for identifying
black-box MIMO models of power converters. The identification
procedure is applied to the full matrix of transfer functions
between the input and output combinations obtained from
the laboratory measurements. The accuracy of the resulting
state-space model is verified in the frequency-domain and by
time-domain simulations. Finally, limitations of the presented
approach are discussed.

Index Terms—power electronic systems, model identification,
state-space models, MIMO systems, laboratory experiments

I. INTRODUCTION

Future power systems will be largely dominated by power

electronic converters. To ensure interoperability between the

different subsystems, models are needed to assess stability

and interaction phenomena. The use of linearized state-space

models and eigenvalue methods is common in power system

analysis. Moreover, participation factors, mode shapes and

eigenvalue sensitivities can provide further insights on the

system behaviour [1]. Another advantage is that the state-space

model of a large complex system can be assembled from

models of the individual components, allowing for a global

eigenvalues-based stability assessment [2]. However, detailed

information about the structure and parameters of the electrical

circuit as well as the control strategy are required for creating

analytical state-space models of a power electronic converter.

If only black-boxed models are available, identification

methods can be applied to obtain state-space models of power
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converters [3]. Especially in distribution systems and smart

grids, it can be relevant to characterize a converter unit from

measurements in a laboratory environment or directly from

on-site measurements of a device.

Several previous publications have applied system

identification methods to power converters. For instance,

the numerical subspace state-space system identification

(N4SID) method was utilized to identify a dq-frame model

of a VSC with an LCL filter in [4]. In that case, time-domain

responses were used to identify the system parameters and

eigenvalues, which were further utilized for controller design.

A first example of using vector fitting (VF) to find the

eigenvalues of a converter unit was presented in [5], for

the purpose of apparent impedance analysis of a black-box

single-input single-output (SISO) dc system. Furthermore VF

has been utilized for sub-system model identification to enable

eigenvalue-based stability analysis of converter systems in [6],

and [7]. VF is also used in [8] to identify circuit and control

parameters in a VSC gray-box model, and this methodology

is further extended in [9]. However, all these publications

employ simulation models to obtain time or frequency

domain data for identification. One example of simulation

results supported by experimental data was presented in [10].

This study was based on a cross-correlation identification

approach but considered only a SISO system. Thus, model

identification of a multiple-input multiple-output (MIMO)

system from experimental measurements, or VF-based

identification from experimental measurements, have not been

previously presented for power electronic systems.

This paper demonstrates the applicability of VF for

MIMO model identification of power electronic converters.

The presented approach is applied to a converter

controlled as a grid-forming unit, by using data from

laboratory measurements. The results are obtained from the

measurements presented in [11], by improved data processing

for generating the input to the VF-based identification. Thus,

it is shown how also measurements with low output amplitude

at the perturbation frequency, corresponding to low transfer

function gain, can be considered in the model identification.
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Fig. 1: System identification workflow

Moreover, the paper indicates how to configure the VF

algorithm for this specific application.

II. SYSTEM IDENTIFICATION WORKFLOW

The main steps that have been applied to identify the

state-space model of a power electronic converter from

measurements are summarized below:

1) Input perturbations are applied to each input and the

corresponding response on all outputs is logged.

2) The amplitude and phase of the response for the

perturbation frequency in the output is determined by a

Fast Fourier Transform (FFT). This is effective to isolate

the output response from the noise especially in the case

where the amplitude of the response is relatively small.

3) The transfer functions in the frequency domain are

extracted for all the combinations of inputs and outputs.

The transfer function data Hij(fk) for the input i and

the output j for each frequency fk is calculated with (1)

as the ratio of the Fourier transformation of the output

perturbation Yij(fk) and the Fourier transformation of

the input perturbation Ui(fk).

Hij(fk) =
Yij(fk)

Ui(fk)
(1)

The transfer functions are constructed point by point

from the collected data.

4) A state-space model is obtained from the experimental

data with the VF algorithm. The order of the state-space

model is determined by progressively increasing the

system order for the VF until the error difference

between successive orders is sufficiently low.

The model to be identified is assumed to be operating at

an equilibrium in symmetric steady state conditions. For the

considered three-phase 2-level (2L) converter, this enables

a representation in the synchronously rotating dq-reference

frame. This also implies that the input perturbations should be

assumed in the rotating reference frame and then transformed

to a stationary frame before being applied to the converter.

Moreover, stationary frame measurements should be translated

into the dq-reference-frame before further processing.

III. EXPERIMENTAL SETUP

The laboratory characterization was carried out on a low

voltage system configured according to Fig. 2. The setup

consists of a 60 kVA 2L voltage source converter (VSC)

with an LCL filter, a star-delta connected transformer with

unity voltage ratio and a grid emulator. The grid emulator

has 6 output channels with a total power rating of 200 kVA,
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Fig. 2: Schematic view of the experimental setup

wherein 3 channels are utilized to provide the ac-side voltages

for the converter under test while 2 channels provide the

dc-side voltage. Controlled voltage perturbations can be

superimposed to all output channels. The characterization tests

were scheduled with an OPAL-RT platform which was also

utilized to generate references for the applied perturbations

and to log the measurement data [11]. The control and logging

was operated at a sampling rate of 100 µs.

The studied grid-forming converter is controlled as a virtual

synchronous machine (VSM) according to the control scheme

documented in [12]. The inner loops (i.e. current control, PLL,

Park transformations) are executed on an FPGA-based control

board while the the outer-loop controls are implemented on the

OPAL-RT platform. The dq-reference frame is aligned with

the phase angle of the internal VSM voltage as defined by a

virtual swing equation.

The grid-forming converter is assumed as a MIMO dynamic

system. The inputs considered for the perturbations are a set

of reference signals for the converter (i.e. active and reactive

power references, p∗, q∗, voltage and frequency references v∗

and ω∗) and the characteristics of the ac voltage applied by the

grid emulator (i.e. the grid voltage d- and q-components vg,d

and vg,q and the grid frequency ωg). The measured outputs are

the d- and q-components of the converter current icv, the output

current io and the the output voltage vo. This leads to seven

inputs and six outputs with 42 corresponding input-output

transfer functions to be evaluated.

For simplicity, pure sinusoidal perturbations of frequency

fk were applied separately at each individual input i

while logging the response on every output j. The tests

were performed sequentially for 100 logarithmically spaced

frequencies between 0.1Hz and 5 kHz. Each disturbance was

ramped up from zero to full amplitude within three seconds.

The data acquisition was started after another three seconds to

ensure the system to be at steady state when data were logged.

The logging lasted either one second or at least three periods

of the disturbance to provide a sufficiently long logging period.

This implies a large collection of measurement data consisting

of 4200 data sets with each one corresponding to a point in

the transfer functions.

A dq-perturbation at 50Hz would cause a dc imbalance

in the three-phase system, which could lead to undesired

effects due to the delta-winding in the transformer. Therefore,
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TABLE I: Input perturbation amplitudes [11]

In-

put

Set-

point

in

p.u.

û
in

p.u.

k(f) upper

limit

of

k(f)

frequency

range

p∗ 0.2 0.02
1 - ≤5Hz
0.5 · (f − 5 Hz)2 + 1 1000 >5Hz

q∗ 2 0.1 1 - all fk
vg,d 0.95 0.03 1 - all fk

vg,q 0 0.03

2 - <0.7Hz
0.5 - >2Hz,<50Hz
1 - all other fk

ωg 1 0.004
1 - ≤7Hz
0.5 ·(f−5 Hz)0.75+1 10 >7Hz

ω∗ 1 0.04
1 - ≤5Hz
(f − 5 Hz)1.5 + 1 100 >5Hz

measurements between 45Hz and 55Hz were omitted. The

phase shift of 30◦ caused by the star-delta connection of the

transformer was considered in the calculation of the output

quantities by mathematically transforming the voltages to the

converter side of the transformer.

IV. CONFIGURATIONS FOR APPLYING VECTOR FITTING

Vector fitting is an open-source algorithm that has been used

in many applications for obtaining a state-space model from

frequency responses [13]. Vector fitting is known for its ease

of use, accuracy in fitting frequency responses, and speed. The

frequency response is used to ensure that the system response

is captured over a wide range of frequencies. The algorithm

has been expanded to handle MIMO systems, called matrix

fitting, which is also provided online as open-source code [14].

A main aspect to be considered when identifying models

from experimental data is the capability to isolate the output

response of the system from the noise. Therefore, the input

perturbation amplitude û was scaled with a factor k(f),
defined as a function of the perturbation frequency according

to Table I. Especially for p∗, ωg and ω∗ it was necessary

to increase the amplitude with increasing frequency, as the

integrators in the inertia emulation of the VSM function

behave as low pass filters.

The isolation of the output perturbation can be especially

challenging when the gain between input and output differs

greatly between a subset of outputs combinations. Fig. 3

displays one example measurement for output current and

output voltage for a perturbation of the active power reference

at 0.1Hz. In this time domain representation the output

perturbation is clearly visible in the d-axis component of

the current but difficult to recognize in the d-axis voltage.

The effect of the perturbations should therefore be assessed

by FFT analysis. However, it should also be considered that

logging or measurement errors can cause the predominant

input perturbation to slightly deviate from the expected

perturbation frequency. Thus, it proved useful to determine

which frequency is predominant in the input signal and choose

this frequency for the analysis of the output perturbation. As

an example, Fig. 4 shows the Fourier spectrum of vo,d for
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Fig. 3: Measurements for a perturbation of p∗ at 0.1Hz [11]
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Fig. 4: Fourier spectrum of vo,d for a perturbation of p∗ with 503.7Hz as a
full view (top) and zoomed in on the perturbation frequency (bottom)

a perturbation of p∗ with 503.7Hz. The amplitude of the

input perturbation was at 15.7 pu while the output amplitude

was 2 · 10−4 pu resulting in a transfer function magnitude of

−100 dB. This confirms how even transfer functions with very

low gain can be identified and separated from noise in the

measurement data.

As a plausibility check, the calculated transfer function data

was compared to the analytical linearized model documented

in [12]. The analytical model was parameterized according

to the parameters of the test setup. The data for a few

selected input-output combinations are displayed in Fig. 5 as

an example. Generally, the measurements match well with

the overall behaviour of the analytical model. It can be

seen that there is a mismatch between the measurements

and the analytical model in the upper frequency range. This

deviation is assumed to be mainly caused by time delays that

are not considered in the the analytical model. Moreover,

there are some discrepancies in some of the input-output

combinations, especially from vg,d to the d-components of the

current and from vg,q to the q-components of the current. This

is presumably caused by a mismatch between the modelling

of the grid impedance in the analytical model and the actual

parameters of the laboratory setup.

Based on the measured frequency response curves, VF is

used to identify the system model. To move from vector

fitting to matrix fitting, which is applicable to MIMO systems,
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Fig. 5: Measurements and analytical results for four examples of input-output
combinations

there are some important considerations. Firstly, the original

code was developed for square admittance matrices, so some

adjustments must be made to the code provided online to

allow for systems with unequal numbers of outputs and inputs.

Secondly, the weighting applied to the frequency response

data plays a critical role in accurately identifying the system.

Although any weighting can be defined by the user, there are

some suggested weightings accompanying the vector fitting

user guide, and the application of the model will determine

the best weighting scheme. For example, applying equal or

no weighting to all the frequency response data will prioritize

larger amplitude responses and therefore fit resonance peaks

more accurately. Applying weighting based on the inverse of

the amplitude will fit low amplitude phenomena better, which

in this case is not advantageous. As the amplitude decreases,

the difficulty of extracting data without significant impact

from the noise, and the risk of fitting this noise or inaccurate

data increases. A weighting with the inverse square-root of

the amplitude has been considered as the best compromise

in this case, providing a good fit of resonance peaks and

high-amplitude phenomena while still capturing low amplitude

sections with reasonable accuracy.

V. IDENTIFICATION RESULTS

The identification procedure resulted in the eigenvalues

shown in Fig. 6, with an effective order of 12. Note that VF
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Fig. 6: Eigenvalues of the identified state-space system

repeats the eigenvalues for each input, in this case a total of

7 times.

The frequency responses in the form shown in Fig. 5 were

calculated for all 42 input-output combinations and were then

utilized for the identification. To examine the accuracy of the

identified system model, two approaches are used. The first is

visual examination of the accuracy of the frequency responses

to the measured values. Additionally, the mean of normalized

root mean squared errors (NRMSE) is used to give an overall

numerical determination of the goodness of fit. This is a

common metric used in MATLAB for comparisons between

identification methods, given by the following equation:

NRMSE(H,H0) =

(

1−
||H0 −H||

||H0 −mean(H)||

)

· 100% (2)

where H0 is the reference data set for the frequency response

of one input-output combination and H the corresponding data

set of the fitted system. This definition gives a NRMSE for

each input and output combination, which can be examined for

each combination individually. However, in this case, the mean

of the NRMSEs for all input-output combinations is taken

to obtain an overall indication of goodness of fit. The total

mean NRMSE for the system is found to be 81.8%. It should

be noted that the NRMSE decreases rapidly as the responses

diverge from the measurements, and that 81.8% indicates a

reasonably good fit.

Fig. 7 shows the bode plot of the measurements and

the identified models for four examples of input-output

combinations. The errors at the higher frequencies in Fig. 7a

appear at very low magnitudes and are therefore assumed to

be negligible for the intended use in interoperability analysis.

The second validation approach is conducted in the

time domain, by comparison of the step responses. Fig. 8

shows the corresponding step responses for two input-output

combinations. The step responses from the identified model

matches the measurement well. Indeed, the errors at high

frequencies do not have a significant impact on the quality

of the step response.

VI. CONCLUSIONS

Methods for model identification of power electronic

converters are becoming important in the context of assessing

potential incompatibilities and interoperability issues without
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Fig. 7: Measurements and identification results for four examples of
input-output combinations
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access to detailed analytical models. State-space identification

methods have been largely developed in the last decades

but the application to power electronics is still relatively

limited. Moreover, the identification has been normally limited

to the output impedance of the converter or equivalently to

the input-output transfer function linking the output voltages

and currents. In this paper, a complete workflow to identify

the state-space model of a power electronic converter as a

multiple-input multiple-output (MIMO) system is presented,

with focus on the aspects related to processing of data from

measurements. By using the example of a grid-forming unit, it

is shown that an identification procedure based on vector fitting

(VF) is suitable for this application. The resulting state-space

model can then be interconnected with state-space models of

other parts of a studied power system and utilized for analysis

of global small-signal stability. The proposed method does

not consider the fact that a perturbation could trigger output

perturbations at multiple frequencies (as can be observed

for example for a perturbation of vg,q at 0.1 Hz where the

dominant frequency in the output icv,q is double the input

perturbation frequency). Thus, further work could include the

expansion of the presented method for identifying harmonic

state-space models including multiple frequency couplings.

This will be necessary for applying the studied identification

method to Modular Multilevel Converters (MMCs) and/or

power systems operated under unbalanced conditions.
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