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wind field realisations known as synthetic turbulence boxes, themselves used as input

directly applicable at farm scale. When analysing the dynamics of large offshore wind
farms, measurements reveal the importance of large, low-frequency turbulent vorti-
ces for power fluctuations and hence for wind farm control and grid integration. Also,
farm-scale wind fields are needed as input to farm-scale aero-servo-elastic codes for
the modelling of wake dynamics, affecting structural loads. These new concerns
motivate an upgrade in the original turbine-scale wind field representation: (1) spec-
tral models need to be based on farm-scale measurements, (2) the frozen-turbulence
assumption merging temporal and along-wind coherence must be lifted, (3) simplifica-
tions are needed to reduce the number of degrees of freedom as the domain
becomes excessively large. This paper suggests models and algorithms for aggregated
farm-wide corrrelated synthetic turbulence generation—lumping the wind field into
space-averaged quantities—adapted to the aero-hydro-servo elastic modelling of
large offshore wind farms. Starting from the work of Sgrensen et al. in the early
2000s for grid integration purposes, methods for structural load modelling (through
wake meandering and high-resolution wind field reconstruction) are introduced.
Implementation and efficiency matters involving mathematical subtleties are then
presented. Finally, numerical experiments are carried out to (1) verify the approach
and implementation against a state-of-the-art point-based—as opposite to
aggregated—synthetic turbulence generation code and (2) illustrate the benefit of

turbulence aggregation for the modelling of large offshore wind farms.
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1 | INTRODUCTION

As offshore wind energy technology becomes more and more mature, plant size has evolved from arrays of a handful of turbines to 50-100+ tur-
bines for newly installed and planned farms. To further reduce costs and make the technology truly competitive, integrated system-level modelling
is identified as a major challenge.? However, while engineering aero-hydro-servo elastic (AHSE) models have been successfully developed at the
turbine level, the farm level presents difficulties that have not yet been satisfactorily addressed. One is linked to atmospheric modelling, which is
another recognised major challenge.! While high-fidelity large eddy simulation (LES) solvers are available, their excessive computational cost does
not qualify them as engineering models. The current engineering approach as suggested in the IEC standard is to split the modelling into ambient
wind on the one side and disturbed wake flow on the other side, later summed using the superposition principle.?®

Leading-edge engineering codes for structural modelling such as DTU's HAWC2 or DNV's Bladed focus on single turbines, precomputing
both the ambient and wake flows prior to simulation. In practice, a so-called turbulence box is generated whose slices correspond to wind input
for each simulation time step. While this sequential approach is efficient for structural load analysis, it cannot handle feedback effects from tur-
bines to flow occurring at runtime—for example, through wind farm control. A notable recent advance has been achieved through the develop-
ment of NREL's FAST.Farm, where the whole farm is simulated simultaneously with each turbine running its own AHSE model in parallel.** This
gives the possibility to incorporate farm-wide flow dynamics and controls. However, while farm-wide wake flow dynamics are indeed captured,
inherent limitations in ambient wind modelling inhibit the practical inclusion of farm-wide turbulence. Extending the traditional methods generat-
ing fine-meshed turbulent boxes is an option when considering an array of a handful of turbines® but becomes infeasible when looking at a utility
scale farm: the computational cost increases cubically with the number of points, becoming excessively large as the box would need to (1) cover
the entire farm area instead of one single rotor and (2) be augmented along an additional dimension as variations in time and in space in the
along-wind direction can no longer be interchanged (i.e., the so-called Taylor's frozen-turbulence assumption is no longer valid for the large inter-
turbine distances, as the turbulence at a downstream point is not simply linked to an upstream point by a time delay). The alternatives are (1) LES-
based modelling of ambient flow and (2) independent generation of turbulent boxes for each turbine.* The first option, although cheaper than LES
simulations with wind turbines present, is still too impractical to be qualified for mid-fidelity engineering modelling. The second option is inher-
ently wrong for the purpose of this paper to model farm-wide turbulence.

Perhaps the most visible consequence of farm-wide turbulence is fluctuations in power production arising from large coherent turbulence
patterns across several turbines, if not the entire farm. Towards more accurate models for grid integration purposes, this led Sgrensen and
Vigueras-Rodriguez's research group to develop simplified wind turbine and farm models using farm-level turbulence modelling.” ° As part of this
development, farm-level turbulence was characterised, showing the significance of large, low-frequency turbulent vortices in existing offshore

210 arising from mesoscale diurnal variations depending on atmospheric stability.>* Further, noticing that small, high-frequency vortices—

farms,
although important for loads—do not significantly affect rotor dynamics and hence power output (the large rotor inertia and swept area acting as
low-pass filters), the idea of coherence aggregation was developed.”® As only rotor-averaged quantities are of interest, the averaging operation is
performed beforehand in the frequency domain instead of during simulation in the time domain. This bypasses the need of modelling turbulence
on a fine grid in a first stage only to, in turn, average it out, thus reducing complexity tremendously. However, the simplified farm models for
which coherence aggregation has been originally developed are not comprehensive AHSE models able to capture the dynamic response of the
turbines, nor do they include disturbed (wake) flow.

This paper presents the theoretical background enabling the adaption of coherence aggregation for practical use in farm-level AHSE simulation
software packages (among other applications). The novelty is twofold. First, the paper addresses specific challenges linked to a major difference with
the work of Sgrensen: aggregated turbulence needs not only to be modelled at each turbine but also downstream of turbines where it drives wake
meandering (in practice, aggregated turbulence needs to be modelled on a regularly spaced grid discretising the entire farm area). Second and perhaps
most importantly, a method for constrained turbulence without information loss is suggested, to (1) construct a wind field over the entire farm area
knowing the wind field at the turbines and (2) reconstruct a full-field high-resolution wind field at the turbines given an aggregated realisation
(i.e., reverse the aggregation process), thus providing a method for generating correlated high-resolution turbulent boxes across the farm.

The paper is organised as follows: The Veers method for frequency-domain synthetic turbulence generation for single turbines is first intro-
duced in Section 2. It is then progressively extended to farm-wide applications in Section 3 through coherence aggregation, lifting the frozen-
turbulence assumption, and full-field reconstruction. Specific challenges linked to the synthetic generation of aggregated quantities between
closely spaced points are then addressed in Section 4. Section 5 presents a numerical verification against full-field realisations from a state-

of-the-art code and illustrates the efficiency of the various concepts and algorithms suggested in the paper.

1.1 | A noteon scales

The correlation of atmospheric turbulence decays exponentially with both distance and frequency (see Equation 2), meaning that low-frequency

vortices are large and high-frequency vortices are small. From the turbine point of view, vortices larger than a couple of times the rotor diameter
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correspond to a timescale of approximately 10 min. They may be seen as quasi-static variations, explaining why 10-min simulations are often used
to characterise loads.>*? However, from the farm point of view, vortices that cover the entire area of a utility-scale farm (100 turbines) typically
have periods of several hours. In between, vortices may be just large enough to influence clusters of turbines but not the entire farm. This results
in power fluctuations and changes in the disturbed wake flow, hence driving the wind conditions at the minutes timescale. This separation of
length- and timescales suggests a nested approach, where farm level feeds into turbine level. This paper focuses on the farm level but also offers
the possibility to jointly model the two levels simultaneously through long (1 h) simulations capturing farm-wide effects while still featuring high

resolution at the turbine scale.

2 | THE VEERS METHOD

Joint random generation of multiple correlated stationary processes from their spectral representation dates back to the work of Shinozuka®® and
has become a standard method used in a variety of applications where multiple stochastic inputs are correlated in space, such as seismic vibra-
tions or wind.1* Veers!® adapted it to wind energy, initiating the current approach of precomputing turbulent boxes propagated through the rotor
at simulation time under Taylor's frozen-turbulence assumption. The method relies on Cholesky factorisation and random phases to come up with

a turbulent box realisation that satisfies spectral properties fitted from field measurements.

21 | Notations and coordinate system

The North-West-Upward (NWU) coordinate system with wind direction pointing northward (standard for AHSE codes) is used. Coordinates and
axes are noted (x,y,z) and corresponding wind velocity components (u,v,w). The slash symbol / used in subscripts switches between components

for a more compact notation, not to be confused with the divider operator always represented in fraction format.

2.2 | Spectral representation of turbulence

Turbulence is first characterised through its power spectral density (PSD), describing how the energy carried by wind velocity at a specific point in
space is distributed as function of frequency. The second spectral property characterising turbulence is the real part of the coherence (denoted
coherence in the rest of the paper), characterising by how much the wind velocities u; and u, at two specific points in space are correlated with
each other:

S >
Yuu, = ‘ UZM‘ = Yupuy (p'f’ r 12) (1)

Su1u1 Suzuz

with S,,,, the—in general—complex-valued cross spectral density (CSD), S, the PSD at point i, p a set of parameters characterising
the wind condition (mean wind speed, direction, atmospheric stability, turbulence intensity, etc.), f the frequency and 1, the position vector
from point 1 to 2 (in the Veers method, these are located on the same rotor plane). This coherence of atmospheric turbulence
mathematically defines the spatio-temporally correlated flow patterns known as turbulent vortices, while the power spectral density represents
their strength.

Engineering AHSE models benefit from well-defined standards providing spectral models to model turbulence at the turbine/minutes scale.
At the farm/hours scale, however, turbulence is highly site-dependent and meteorological studies using field measurements and high-fidelity sim-
ulations have not led yet to a consensus that may be used to define a standard engineering procedure. At offshore locations—and also on land®—
the so-called spectral gap, showing no turbulence for periods 10 min to 4 h with least content at 1 h, has been widely questioned. Worth mention-

ing are the works of Larsén at al.,” 1 Cheynet et al.,** and Vigueras-Rodriguez et al.,>1°

who suggested spectral models at larger scales. It should
be noted, however, that these models rely on the assumption of stationarity, which may be questionable and needs careful calibration and par-
ametrisation with respect to atmospheric conditions.

Common to turbine and farm scales, a generic exponential model for the coherence function reads:

. 2
lotr)-en| ol ()" (S5 .
« 12
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where u,, is the mean wind speed, a is a vector of decay factors for each direction, and b a vector of offsets forcing coherence to decrease with

distance at zero frequency. A starting point may be the model of Vigueras-Rodriguez et al’® for the farm-level coherence, namely,

Uso

7ol

Afarm = [along Ajat N/A]T with Alat =C1 +C2 (33)

bfarm = 03><1 (3b)

where djong, €1, and ¢, are empirical coefficients and O is the zero matrix/vector. For physical consistency and numerical efficiency (see
Section 4.3.3), the boundary between turbine and farm scales should be continuous and the coherence should decrease with distance and fre-
quency. The following suggestion matches these requirements by introducing a transition distance dy, at the boundary while putting more focus

on farm-level coherence:

Aturb, H ria|| s dp,
T . . C1lUgo
a= [along Ajat aturbz] with Qjat = a1 U +c H riol| 2 db » Uby :m (43)
= y y
|72
b=03,1 (4b)

which removes the offset represented by b, arguing it has become obsolete as it used to model low-frequency effects at the turbine level, now
3,12

overridden by the farm-level coherence model. ayb(p) = [N/A Aurb, (P) aturbz(p)}T are the turbine-level decay factors, given by standards or
site-specific models.*+?°
2.3 | Random Gaussian process generation
Extending from two to n points, the symmetric n x n coherence matrix I" reads
Sulun
1 Yuug ! Su
r= = - (5)
Yupuy 1 Suyug 1
Su

where it has been assumed that the process is ergodic, meaning the power spectral density S, is the same for all points (this assumption is not
necessary but will be used throughout the paper for the sake of simplicity). The cross spectral matrix S relates to the Fourier transform U of the

wind velocity timeseries we want to generate through the outer product:

S(p,f) =I'(p,f)Su(p.f) = UU" (6)
with  being the Hermitian (transpose and complex conjugate) operator. The goal is then to find a realisation of U(p,f) that satisfies (6), for each
frequency for a given wind condition. The timeseries are then obtained from the inverse Fourier transform. Writing element j of U in complex
modulus and argument form U; = |U;|e“Y), it appears that while |U;| = /5, is trivial, solving for the complex argument involves an overdetermined

system of w equations with full rank for n unknowns. There is therefore no deterministic solution to (6), but it can be solved in the stochastic

sense using the average <UUH> over frequencies and realisations (i.e., simulations) instead of uut:
<UUH> =TS, (7)
If I' can be expressed as a product of matrix square roots I = AA", a solution to (7) is

U=.S,Ad (8)
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where @ = [ei"’i...e"‘l’n]T is a phase angle vector, the phases ¢; being random and independent such that (@@") =1, the identity matrix. A particular
square root of I' that is convenient to use is the lower-triangular Cholesky factor L, obtained by Cholesky factorisation. The complete set of solu-

tions may be obtained by multiplication of L with the space of orthogonal matrices.

24 | Taylor's frozen-turbulence assumption

Conceptualising the turbulence input as a three-dimensional “box” is made possible thanks to the confusion between space and time. Time varia-
tions and along-wind spatial variations advected with the mean wind speed are assumed equivalent. This is known as Taylor's frozen-turbulence
assumption (or hypothesis). For the Veers model, this assumption is not necessary in theory, but in practice not making it would require one 3D
turbulence box per time step (or conceptually a 4D box) covering all along-wind locations where wind will or could be evaluated. For single tur-
bines, modelling spatial variations in the wind field along the x axis is only needed to encompass the relatively small rotor or blade displacements,
so the frozen-turbulence assumption is reasonable. When larger distances are of interest, the assumption becomes questionable. This has been
recently addressed in the context of lidar-based control of wind turbines, where the wind field is measured upstream of wind turbines and signifi-
cantly evolves before hitting the turbine. A 4D upgrade augmenting the original 3D box has been recently suggested by Chen et al,?* making use
of a two-step Cholesky decomposition to tackle the otherwise dramatic increase in computational cost arising from the curse of dimensionality.

For large farms however, neither the original 3D nor the 4D upgrade is appropriate. Computational resources would still be a limitation when
using the 4D version, and the two-step Cholesky decomposition relies on the assumption of decoupled coherence in the longitudinal and lateral
directions, which conflicts with the farm-wide model of Vigueras-Rodriguez et al.1° Keeping the frozen-turbulence assumption would be equiva-
lent to assuming that downstream turbines experience the same ambient wind fluctuations as upstream turbines, simply delayed by the advection
time. This would obviously lead to incorrect power fluctuations as vortices do undergo changes along the way.

Mathematically, this delay is not a time but a phase delay described by the imaginary part of the coherence between two points as a function

of along-wind distance. The coherence becomes complex-valued, and its argument reads

—T—
AFU = @ij = exp <—2ﬂfe—rij> (9)

Ujj

with e, being the unitary vector in along-wind direction and ﬁ,—,— the equivalent advection wind speed between points i and j. This makes the ran-
dom process generation method described in Section 2.2 more complicated. While Sgrensen et al® suggested an ad-hoc method, further simplifi-

cation is possible by realising that if ﬁ;,- is constant, the phase angle matrix @ might be directly transferred to the coherence matrix and its square

root,** namely,
L=L(e (10a)
T = |L[L” (10b)
r=iri()e (10c)

with |I'| being the modulus of the now complex I and (9 the Hadamard (elementwise) product. The solution (8) may then simply be updated to

U:\/S_U(LQQ)Q (11)

|10

A simplistic constant model for ﬁ,j is given by Vigueras-Rodriguez et al™” based on data from large Danish offshore wind farms as

ﬁ;j = KUy (12)

with u,, being the undisturbed mean wind speed and x a constant fitted to x ~0.85, which may be interpreted as an approximate inclusion of
wake velocity deficit and atmospheric boundary layer or blockage effects. Ideally, ﬁ,j should encompass the effect of time- and space-varying wake
effects on the advection speed. However, the importance of this effect in a mid-fidelity setting is an active topic of discussion (FAST.Farm
includes it, while many other farm simulation tools implementing the Dynamic Wake Meandering method do not), and a constant needs to be

assumed here in order to enable the above-presented decoupling between modulus and phase.
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3 | COHERENCE AGGREGATION

As a result of Section 2.3, the modulus and argument of the complex coherence matrix may be dissociated. In the following, coherence refers only

to the modulus part, the argument being characterised by (9) and (12).

3.1 | Spatial averaging

As mentioned in Section 2.3, a 4D turbulence box solving (11) for the entire farm at each time step would be needed. Since the Cholesky
factorisation has a computational cost of (’)(nS), this approach would quickly prove infeasible if point-based velocities were to be calculated with
the same resolution as for single turbines. However, space-averaged values are sufficient for the purpose of farm-level flow modelling. Therefore,
the averaging operation may be performed in the frequency domain beforehand instead of through costly Gaussian process generation and subse-
guent time-domain averaging in farm simulations.

Spatial averaging lumps turbulence at the centre of elementary averaging domains discretising the farm domain with a much coarser resolu-
tion than if point-based values were used, hence greatly reducing the number of degrees of freedom. Note that using a coarse resolution with a
point-based representation—although widely used in current practice for convenience—leads to undersampling errors.

Naming ©; the averaging domain corresponding to element i, tip the time-domain average of u over the element, and F{} the Fourier trans-
form operator, the weighted aggregated coherence Tou, between two elements is derived by averaging the point-based coherence between all
pairs of points, adapting the work of Sgrensen”:

[ [t (05722} (P, (o)

J.m .J.gz ¥a, (7011) Ve, (7022) dQ1dQ,

Tu,u, (P,f, 70102> = (13)

with 7,~j being a position vector from i to j, 0; being the centre of element i, and 1, reading r 1, = 70102 + 7022 — 7011. See Figure 1 for an illustra-

tion. yq, is a weighting function associated with element i, which can represent the following:

o deterministic spatial variations of the wind field affecting the amplitude of the total wind speed—including turbulent fluctuations— such as ver-
tical wind profile from ground friction, tower shadow, or wake-induced velocity deficit profile(s) from upstream turbine(s);
e mapping functions from axial wind speed to other stochastic quantities, such as linear wind shears or aerodynamic loads.

The choice of weighting function depends on what process is not to be modelled later in the time domain in turbine or farm simulations and
should be accounted for when generating the equivalent wind field in the frequency domain. In practice, yo, =1 is used to simplify the aggrega-
tion process and leave as much as possible to the time domain.”

The PSD of the aggregated wind speed is obtained by averaging on the same element (i.e., Q1 =Q,, 01 =0,):

2

L) Vo <7011)U<P,f,7011)d91
—Fli

Sua (P, f)
P JQ Vo (701 1>dQ1

=7a,,,, (P.F.0)Su(p.f) = Ha, (p.1) *Su(p.f) (14)

where Hg, is the resulting transfer function, called the admittance function. The coherence between aggregated quantities Vi, T, MAY then be
derived from the aggregated coherence between point-based quantities Tou, (through the definition of coherence from PSD and cross-spectrum

as in (1)), yielding

¥y, (P, f, 70,0, )

— (pfToo, ) =2\ 2 15
M%@“MJummmmmm 1)

*The weighting function for rotor averaging may incorporate the radial distribution of thrust or power coefficients along the blade, giving thrust and power-equivalent wind speeds. In practice,
however, it appears that unitary weighting is sufficient to map wind speed to aerodynamic loads, hence no distinction between thrust and power is necessary, nor between cell- and rotor-
averaging, as far as the weighting function is concerned.
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) Turbine points
(may or may not

coincide with a grid point)

FIGURE 1 Schematic of the spatial averaging concept, including coordinate system and definition of turbine and grid points (see
Section 3.2.1). The figure illustrates rotor-based averaging between turbine points, grid points, and cell-based averaging following a similar
concept.

where ngl and ngz are kept distinct on purpose as they may use distinct weighting functions.

The choice of the integral domain Q depends on whether one works with cell-averaged or rotor-averaged quantities. Rotor
averaging is appropriate to model load-equivalent wind speeds (see footnote* for choice of weighting function) and is performed over a disk of
the size of the rotor. Wake dynamics as modelled in the Dynamic Wake Meandering model are also driven by disc-averaged fluctuations, but an
additional filter is used to remove the effect of small vortices.? Improvements of the model in FAST.Farm also make use of averaged fluctuations
to update the eddy viscosity responsible for wake recovery and are crucial in velocity deficit modelling. As this deals with volumetric quantities,
3D averaging using volume (triple) integrals over cuboid cells may be conceptually more appropriate in this case although this is open to
discussion.

Note that the solution given by (8) depends on the choice of integral domain. Simulating both cell-averaged and rotor-averaged quantities
would require solving (8) twice while ensuring consistency between the two solutions. This is addressed by using cascaded simulations, presented
in Section 3.2.1.

In summary, the space-averaged turbulence may be characterised by aggregated spectral quantities given by (14) and (15), involving a sextu-
ple or quadruple integral (each cell integral being triple or double depending on whether we look at cell-averaged or rotor-averaged quantities) of

the point-based coherence function. Realisations may then be obtained by the Veers method described in Section 2.

3.1.1 | Extension to other components

The term quantities has been used on purpose, as not only the axial wind speed u can be modelled using Veers method and coherence aggrega-
tion. Tangential velocities v and w may also be obtained in a similar way." Harmonics corresponding to rotational sampling of the wind field by
one single or all three blades (the so-called 1p and 3p frequencies) may also be represented by azimuthal expansion.® 1p variations on the blade
have a physical interpretation, as they correspond to linear wind shears (horizontal and vertical).

If the coherence between components appears to be significant and of interest (it is for instance known that u and w are correlated at the tur-

|11

bine level**; at the farm level, correlation between u, v and w will have consequences on wake meandering), the coherence matrix I' may be aug-

mented to simultaneously solve for all correlated components.

TNote that IEC standards specify zero coherence in tangential directions, resulting in zero aggregated PSD. This is nonphysical, and updated models found in the literature should be used.
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3.1.2 | A note on the Mann model

Like the Veers method, the Mann model?? is a standard method used to model turbulence for medium-fidelity wind turbine simulations. It uses a
space-based rather than time-based spectral representation, using wave numbers instead of frequencies. The concept of coherence is replaced by
spectral tensors to describe the correlation between vortices, which is arguably closer to physics and less reliant on calibration from wind mea-
surements. It also has the advantage of not relying on the stationarity assumption, enabling a consistent inclusion of transients like gusts (although
the Veers method may also be adapted for this purpose®?). However, the Mann model is not appropriate for our purpose because (1) turbulence
aggregation is ill-defined as spatial averaging conflicts with the space-based spectral representation, (2) the domain size would have to be exces-
sively large in order to deal with the low wave numbers (long wavelengths) corresponding to the low-frequency fluctuations we are interested in,
and (3) lifting the frozen-turbulence assumption is challenging as it is intrinsic to the model. Another final argument of practical nature is that,

unlike the Veers method, the Mann model does not benefit from the same flexible open-source implementation.

3.2 | Constrained turbulence and cascaded construction around turbine points

This section presents a novel solution for constrained turbulence (conditional random process) generation using the Moore-Penrose matrix

pseudo-inverse, enabling the cascaded, correlated generation of wind speeds at the farm and turbine levels without loss of information.

3.21 | Farm domain

As presented in Section (1), farm-wide correlation in turbulent wind fields is a driver for power fluctuations, and also affects wake dynamics.
Power fluctuations are mostly driven by ambient wind fluctuations at the turbines, with wakes having a secondary effect. A first objective is
therefore to get rotor-averaged turbulent wind fields at the turbines (around turbine hubs), with the right correlation between them. The
corresponding entries in U,S,I",L,0,® are thereafter called turbine points. A second objective is to model aggregated turbulence in the interturbine
domain, on a regularly spaced grid (see Section 4.1) that will be interpolated in the calculation of wake dynamics. Corresponding points are
referred to as grid points. See Figure 1 for an illustration. It is desirable to treat turbine and grid points separately, first because we may only be
interested in turbine points to get power fluctuations, and second because measuring wind fluctuations at the turbines is a lot easier than
between them, leading to different validation / calibration approaches.

As mentioned earlier, the solution given by (11) is only valid in a stochastic sense and the order in which the different points come have an
influence on the realisation, as a property of Cholesky factorisation. This leads to bad reproducibility if the turbine layout or the grid size
changes. Turbine points may be put first in the Cholesky factorisation—this is the method used in the tool PyConTurb to include user-defined
points at the turbine level?>?*—to ensure independence from grid points (turbine points are realised first, and grid points adapted to yield the
right correlation). This is however inconvenient: The short distance between turbine points and their respective nearest neighbour grid points
will lead to challenges in the calculation of aggregated coherence and decomposition of the aggregated coherence matrix (i.e., positive-
definiteness issues, see Section 4.3). Coping with this issue would involve: (1) the use of a nonregularly spaced grid, inducing computational
issues as the number of points increases, and (2) mixing grid and turbine points, thus forcing the use of a single aggregation method (rotor- or
cell-based, weighting, etc.) for physically different quantities (as discussed in Section 3.1). This paper suggests a solution that circumvents these
issues by first simulating turbine points and then constructing regular grid points around them in a consistent (read here coherent) manner in a
second stage. A prerequisite is that grid resolution is fine enough for the realisations at turbine and grid points to be linked through linear inter-
polation (discussed in Section 4.1).

In the following, only u will be considered for simplicity, as the extension to other components is straightforward. Let ny be the number of tur-
bine points, small in comparison to the number of grid points ng. In a first stage, the Fourier transform Ut of u at turbine points is obtained using
the method described in the previous sections. Here we are interested in load-equivalent quantities so rotor-based aggregation is used. In a sec-
ond stage, we are looking for a realisation of the Fourier transform Ug of u at grid points (this time using cell-based aggregation), that is consistent

with the realisation at turbine points, that is, satisfying

H N N
Ur =PrUg :%\/QPT(LG © 06)P; = GeDg (16)

where GG:%\/S_UPT(Lg@@G) is the solution (11) at grid points corrected by the ratio of the transfer functions H specific to the

aggregation methods used (as given by (14)) and multiplied by Py, an ny x ng interpolation matrix linearly mapping grid points to turbine points,

reading
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Pr= PT,( ® PTV (173)

1—q; forj= K—‘J
¢
é:.

i oS |5
i \a  forj= K—'J g Withei =4 {A,:J' forg€ (xy) (17b)
¢

0 else

with ® being the Kronecker product, (x;,y;) the coordinates of turbine i and | | the rounding to nearest smaller integer operator. We are then
looking for a solution to Ug that would satisfy both <UGUS> =TI¢S, and (16), through a careful choice of the phase angle vector &g.
Satisfying (16) amounts to solving an underdetermined system of equations whose set of solutions yields

@G =GEUr + (In, — GE G ) ®6 = GEUr + G5 (18)

with G¢ being the ng x nr Moore-Penrose pseudo-inverse?® of Gg, reading
-1
G¢ =G (GeGl) (19)

and G; =1, — GZGG the associated ng x ng nullspace matrix. @g € R" is an arbitrary vector.

Satisfying <UGUE> =TS, comes down to satisfying
. H
<¢G¢G> =1y, (20)
which is achieved by choosing @¢ as a random phase vector as in (11), that is, reading
. oo T
D¢ = [e..en] (21)

with ¢, being random and independent. This may be proved using <<I>GU¥> = (UT<DE>H = Opg nrs (P6DE) =1y, and <UTU’}'> =GgGY yielding

<¢G@g> :Gg<u7u¢>GgH +GE(Urdl)GeH + Gg <¢GU¢ >Gg” +Gg (@@l )G = GEGsGHG + G5 G5 (22)

then using succeedingly the properties of the pseudo-inverse and nullpsace (GEGG)H =G{Gg, GcG¢ =1, and Gg GgH =Gg:
S oH Ho e
(bedq ) =G5Ge(G5Ga)" +Gg =G5 Ge +hn, ~ GG = hne (23)
which proves the consistency of the method for providing a constrained yet random realisation for Ug based on Ur.

Note 1: Decoupling moduli and arguments not being possible this time, GG,GE and G; are complex-valued.
Note 2: Unlike @¢, @ is not necessarily unitary (its components typically have nonunity modulus).
Note 3: Ur (or parts of) may also be imported from external sources (observed from SCADA data or aggregated from turbine-level turbulence

boxes) with appropriate signal processing.

3.2.2 | Turbine domain

Using a similar approach, it is possible to reconstruct a high-resolution turbulence box consistent with the aggregated value Ur around each tur-
bine. This closes the loop, enabling the possibility to obtain the turbine/minutes and farm/hours scales in an integrated, correlated manner. Let ny
be the number of points in the turbulence box. We are looking for a high-resolution wind field Uy that relates to Uy, at turbine point i through

weighted integrals (i.e., sums), namely,
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YU, = UTA = \/S—U'I’LH(iH = GHéH (24)

with ¥ being the weighted averaging matrix which, when only the u component is simulated at the farm level, may be a 1 x ny vector reading:

1! rosrs<R
Z'I’ﬂ 5 i:1tonH (25)

¥, =0 r<ro,r>R

with r being the radial position of the point and rg,R the blade root and tip radii respectively. This may be augmented in a straightforward manner

with other components and corresponding weights. The solution is then similar to that of the previous section, namely,

@H :GEUT + (InH 7G;GH)@H (263)

) . T <(/,.,(/,4>:1 i=j
@y = e’ e | with g O 26b
o= ) {<¢i,¢j>—o i#] (26

Note that accordingly to the Veers method with frozen-turbulence assumption, Gy and Gﬁ are real-valued.

4 | IMPLEMENTATION

The method described in the previous sections readily provides as such a mid-fidelity solution to model farm-wide correlated synthetic
turbulence. However, for practical engineering use, a decent computational time is required. The method suffers from the so-called
curse of dimensionality, with computational cost increasing nonlinearly with complexity. Without model order reduction measures, the
number of grid points ng increases proportionally with the farm area. The number of coherence aggregation operations, however, increases
with O(né) as does the size of the coherence matrix I', and the cost of the random generation process increases with (’)(ng). Considering
a utility-scale farm of 100 turbines with standard spacing and grid resolution (see Section 4.1), about 5000 points are needed. The
computational time of a 1-h simulation (to capture farm-scale effects) with standard step size (see Section 4.1) on a standard personal computer
would be on the order of days. This being deemed incompatible with an engineering solution, efforts have been made to drastically reduce the
computational time.

Section 4.1 presents how to limit the number of grid points, while Section 4.2 aims to decrease the cost of the aggregation operation itself.

Finally, Section 4.3 presents challenges and solutions related to Cholesky factorisation greatly affecting the computational cost.

4.1 | Farm domain discretisation

The number of points ng =ng,ng, NG, derives directly from the domain size and grid resolution A. The latter should therefore be chosen as large
as possible, still capturing the relevant physics accurately. The dynamic wake meandering model averages the velocity over the wake diameter in
the cross-wind plane,* so the y and z resolutions should be of comparable size. The definition of wake diameter being unclear in literature,* using
the rotor diameter D seems a reasonable assumption for 4,. As a result, there may only be need for one single aggregated point in the vertical
dimension (i.e., ng, = 1) to characterise turbulence (note that this is independent to the modelling of the wind profile which may still use high reso-
lution), and this is assumed in the rest of the paper. This simplifies implementation as the turbulence box is again reduced from 4D to 3D (like the
turbine level, this time not by using the frozen-turbulence assumption to remove x but by using aggregation to remove z). The choice of A, should
be consistent with the distance between two wake planes, that is, the advection during one time step. This implies choosing a step size A¢, which
could be based on the largest frequency of significance in aggregated wind speed quantities. However, arguing that aggregation filters out vorti-
ces smaller than one rotor diameter suggests the simpler yet pertinent choice of Ay =D and Ay = %. Finally, A, =D could also be used, resulting in
cubic cells. However, better consistency with the anisotropic nature of coherence (as ay is significantly lower than a, in (2)1°) resulting in better
numerical consistency and efficiency (see Section 4.3.1) suggests using A, ~ :—:Ax.

Assuming ergodicity, the coherence between two points depends only on their relative positions. To avoid redundant operations, the aggre-
gated coherence may then be precomputed at regularly-spaced locations covering the entire farm area with a specified grid resolution 4, resulting
in a ng, x ng, look-up table matrix X, thereafter referred to as the kernel matrix (see Section 4.3.3). The much larger ng x ng coherence matrix I' is

then built using the nearest neighbour points in X, namely,
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Li=% 1., i . i » (27)
[l (e 2] ) (v ] )

All frequency components Ug should be expressed at the same locations (i.e., grid points) prior to inverse Fourier transform. However, if accu-

rate enough, coarser grid resolutions may be used and mapped back to the common specified grid by interpolation. The effective resolution j(f)
and number of points fg(f) = ng, (f)Ag, (f) may then be adapted to accuracy requirements for each frequency component. An adaption strategy

based on the rate of change of the kernel matrix is suggested as

.= [124] ey 28)

14

with €, being a specified tolerance on coherence errors, [ the rounding to nearest greater integer operator, and 62; the (ng, — 1) X ng, (for &é=x)
or ng, X (nGy - 1) (for ¢ =x) difference matrices defined as 62y, = X, 1); — Zjj, and 62, = Xij,1) — Zj. Any matrix norm such as infinite (maximum)
or Frobenius (root mean square) may be used. The reduced-order and original coherence matrices I and I" are then linked through interpolation
matrices from full to reduced grid Py(f) and Py (f) and their reduced-to-full-grid counterparts P (f) and P} (f), both constructed analytically based

on weighting of neighbouring points (similar to (17b), details are not shown for the sake of conciseness):

I'= (Px®P,)r(P,® Py)T
B T 29
re (p R )i (P o)) )
Wind velocities are then found using (11) for the reduced grid and then interpolated back to the original grid, namely,
uz\/s_u(PmP;) (EO@)(PX®PV)1D (30)

4.2 | Aggregation

421 | Semianalytical integration

The cell-based sextuple integrals in Section 3.1 are excessively costly. Fortunately, through a change of coordinates, the inner integrals may be
solved analytically, leaving only a triple integral to be solved numerically. The method is adapted from the derivation of the Mann model,?? notic-
ing that coherence depends only on the relative position between cells through T 15, not on the individual positions of each cell. Let the elemen-
tary integral domain Q be a volume V representing a cell of dimensions given by vector A. Let r and s be

r=ro,2— o S=Tro,2+ oz (31)

Then, change variable in (13) and rewrite the integrals over cells as integrals over an infinite volume where parts that lie outside the cell are

made zero, namely,

l(z)=0 |z >4; (32)

J J Tuauy (p’f’r+ ?0102> Wiy, (%)WVZN (STH)Ii (%)IZ (STH) |det(J)|drds {Ik(z) =1 [zl =4;
‘ ‘ wv,, (), (5391 (55912 (537) [det(J)|drds k=12:i=123:z€R?

Wy =

T
. . . | Ton Toz| . . . .
where subscripts N, D refer to numerator and denominator, respectively. J :J1—fl is the Jacobian between old and new variables, yield-

. . . a[r s]
ing |det(J) :%. Integrating on s yields

+4 .
J Yupuy <pvar+ "0102>Wvdf
A

+4
J wydr
—A

yvﬂzh -
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with ¥, being analytically integrated weights, reading for a unitary weighting function:
3
wv=]]A4s—Ir| (34)
/=1

Note that the denominators in (32) and (33) may be integrated fully analytically, without need for coordinate change. However, for numerical
accuracy, it is desirable that discretisation errors are present in both numerator and denominator and semianalytical integration should be applied
to both.

Rotor-based averaging

A similar method may be used to reduce rotor-based quadruple integrals on a disc A in polar coordinates. In this case, r=p,[0 cos Grsiner]T,
s=p[0 cosbssin GS}T, and the aggregated coherence yields:

27 (2R .
JO JO Yupuy (p,f,H- r0102)WAprdprd9r

TAugy = 27 (2R (35a)
J J Wap dp do;
o Jo
27 Psmax
_ s—r s+r
wa=| | v (5 m (55 oo (35b)
00

with R being the disc (i.e., rotor) radius and p;__ the upper bound for radial integration on s yielding
Psmax =/ 47p35in2(0r795)7ﬂr‘cos(9r*05)‘ (36)

In practice, only the innermost integral in (35a) (i.e., radial in s) may admit an analytical solution, provided that the weighting
function is analytical and simple enough. Computational benefit may therefore only be seen when the number of averaging points becomes
large. Another alternative for PSD calculations (i.e., elements 1 and 2 are one and the same) used in Sgrensen et al” is to keep the original
coordinates but assume y,,,, is only dependent on the difference between azimuthal angles, again allowing for solving for one inner integral
analytically.

422 | Numerical integration

The remainder of the integral is computed numerically through discretisation with a sufficient number of points, which may be chosen in an adap-
tive manner based on the tolerance ¢,. One single point will typically be sufficient for low frequencies and large distances, Sgrensen et al. even
assumed that turbine-to-turbine aggregated coherence was equal to point-based.81° For short distances (neighbouring grid points) and mid fre-
guencies, however, the nonlinearity of coherence leads to significant errors when approximated to the integral domain's centre value and hence

requires a finer mesh. At high frequencies, coherence between points may be neglected.

4.3 | Nearest correlation matrix

Random process generation using Cholesky factorisation as presented in Section 2.2 is ill-defined if the coherence matrix I’
(or its reduced-order version I') is not positive-definite (abbreviated p.-d.). This may occur when the aggregated coherence function generating
the matrix is not a p.-d. kernel (see Section 4.3.2). This appears to be an issue for dense farm-level coherence matrices (both point-based and
aggregated, see Section 4.3.2), and may be a—if not the—major driver for computational cost. Two approaches may be considered to ensure p.-d.

ness:

e Top-down approach, acting on the final matrix: non-intrusive, optimal in terms of induced errors, but not scalable; presented in Section 4.3.1
e Bottom-up approach, acting on the coherence function generating the matrix: intrusive (model-dependent), suboptimal, but scalable; presented
in Section 4.3.2
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It should be noted that making the matrix p.-d. will introduce a discrepancy from the original positive-indefinite coherence matrix. However,
it should be kept in mind that the latter has been generated by a coherence function that is itself uncertain. Actually, as explained in Section 4.3.2,
an exact model of the underlying correlated physical processes should always generate a p.-d. coherence matrix. Therefore, the introduced dis-
crepancy may actually be seen as a correction rather than an error. This issue should be solved with increased knowledge in farm-wide coherence.
A quantification of the underlying uncertainty is not actual at this point, the focus being on including farm-wide correlation as much as we can ver-
sus not doing it at all.

43.1 | The alternate projection algorithm

Finding the nearest p.-d. matrix is a common problem when working with real data. The nearest correlation matrix (NCM) algorithm was suggested
by Higham?® based on the alternate projection method of Dykstra.?’ It is based on artificially forcing p.-d.ness by replacing the negative eigen-
values of the matrix by slightly positive ones (in the following, uniformly equal to 1,) through a projection onto the p.-d. space Ppp involving the
eigenvalue-eigenvector decomposition. This alters the matrix's diagonal, which is then forced to unity in a second stage through another projec-
tion Py. Doing so creates negative eigenvalues, which should then be replaced by positive ones, and so on. After nycy iterations and starting with

I'o =T and Al'pp, = Opgxng, the algorithm reads:

Tonyans1 =Pro {onNCM *AI/;PD,\NCM 71} =VAVT 1l
WithfanCM 7Apr"NCM,1 7/“,16 = VAVT; AJr = max(A;;,O),i = 1tonG
AfPDnNCM =Ppp {onNCM+1 *AfPD,.NCM,i } *onNCM+1 +AfPD"NCM,1

Tanyaniz =Pu {onNCM+1} =T 20y +1 — Diag <f2nNCM+1) +lhe

(37)

with onNCM being the current NCM candidate and Af‘pDnNCM the Dykstra correction providing integral action ensuring convergence towards a p.-d.
matrix that minimises the error with the original matrix in the least-square (Frobenius norm) sense.2®

Each iteration involves a full eigen decomposition, whose cost is, although also O(n%), at least one order of magnitude higher than Cholesky
factorisation. Keeping I' p.-d. for as many frequency components as possible is then crucial to reduce the overall cost. A first measure is to choose
A so that it decays evenly in x and y directions, hence the suggestion in Section 4.1. In practice, experience shows that a couple of iterations is
sufficient, and the maximum (infinite norm) error is seldom higher than ¢,.

The NCM algorithm is also a major driver for memory usage, as several temporary matrices of order ng need to be stored simultaneously.

4.3.2 | Shrinking anisotropy of farm-level coherence

The alternate projections algorithm is appropriate for the first stage of Section 3.2.1, which involves only turbine points and hence relatively small
matrices with higher need for minimising errors. For the second stage involving many more points and only affecting wake dynamics, it is desirable
to trade accuracy for computational efficiency. This section presents a bottom-up alternative, starting from the point-based coherence model and
using the analogy with Gaussian process models?® where a kernel is used to generate the covariance matrix of a given quantity evaluated/
measured at different points. In our case, X introduced in Section 4.1 may be seen as the kernel matrix of aggregated turbulence, used to generate
the coherence matrix I', directly related to the covariance matrix used in Gaussian process models through integration over frequency.

Take u as an example (straightforwardly extendable to v and w). Kernel theory tells that I'y, is p.-d. whenever X, is p.-d., which is in turn
granted if the generating function (15) of X, is itself p.-d. For point-based coherence as used in turbine-level turbulence box modelling, this
amounts to (2) p.-d. For aggregated coherence, it is trivial to show that p.-d.ness is preserved in the aggregation process, as the latter is merely a
combination of sum of p.-d. kernels, translation of p.-d. kernels and multiplication by positive constants (best seen using the semianalytically inte-
grated form of the aggregated coherence in (35a)) which all preserve p.-d.ness.?’ This is however valid only if the same number of averaging
points is used for all kernel entries.

As a consequence, p.-d.ness of the aggregated coherence matrix is granted whenever the point-based coherence function belongs to or is
constructed from well-known p.-d. kernel families, with two particularly relevant families in our case:

n_df
d[[7o|"

o2
on the norm of the position vector (i.e., distance) squared H r12H and the corresponding derivatives are positive for any differentiation order.

o2
e Completely monotone radial basis functions®® of the form y:f(H r12H ) with (—1) >0 VneN, that is, the kernel is only dependent
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This occurs when a and b are isotropic and positive (a:a(H?le)[lll]T, b:b(”712H>[111]T,a,be R™) but not necessarily independent
on H?MH

¢ Anisotropic powered exponential kernels of the form y = exp <—Ha ® ?HH“L)' This occurs when b= 03,1 and all components of a are positive

and independent on the position vector, but not necessarily isotropic.

While turbine-level coherence models have been built with p.-d.ness in mind and belong to one of these categories (typically the first
one), the model from Vigueras-Rodriguez et al. described by (3a) falls in between the two and its p.-d.ness is hence not guaranteed,
although close. The bottom-up approach to the NCM problem consists then in bringing the coherence function closer to one of the two
p.-d. kernel families until the matrix becomes p.d., thus guaranteeing p.-d.ness in a suboptimal intrusive manner but with little computational
effort.

Keeping in mind that this is only actual for the second stage mostly important for wake meandering and that longitudinal coherence has been
found not to affect meandering to a large extent,® choice is made to preserve the distance-dependent lateral decay factor and rather help p.-d.
ness by reducing anisotropy (i.e., moving towards the first of the two above-introduced kernels) by modifying the longitudinal decay factor,

namely,
é}(\)nJg = aAjong + (1 - a)alat (38)

with 0 < a < 1. This method is referred to as shrinking * (originally for matrices and not kernels); « is the shrinking coefficient that we seek to maxi-

mise with p.-d.ness as a constraint.

43.3 | Kernel pregeneration

Independent from the approach, it is possible to pregenerate p.-d. aggregated coherence kernels for a specific wind condition/spectral model in a
first simulation, to speed up later computations. p.-d. matrices may then be directly generated for other random variable realisations (i.e., seeds,
enabling efficient generation of samples for, e.g., Monte Carlo simulations), turbine layouts, grid sizes (provided the precomputed kernel covers
the entire farm area), or time discretisations and durations (provided the precomputed kernel matches frequency components). Using the bottom-
up approach, this is straightforwardly done by aggregating the shrinked point-based kernel of Section 4.3.2. The top-down approach implies fur-
ther considerations presented in the following.

With (27) describing its generation process from X, I'y, is a block-Toeplitz matrix whose blocks are themselves Toeplitz—that is, a Toeplitz-

block-Toeplitz matrix—reading

T T S, 2 P
Pusy Tlyy = Tl uug Zuug Uting
Fuux1 Fuuxo . : T EUU\'Z EUUM
uu = , Luug, = (39)
T
Ully, ZUU\Z
FUanGX F“”Xi rquo Euumcy Zuw,  Zuug

where grid points are listed in column-major order. Hence, inversely, the nearest p.-d. kernel 2, may be retrieved from the nearest positive-
definite Toeplitz-block-Toeplitz unit-diagonal matrix of I'y,. This implies adding into the alternate projection algorithm a projection Prgr onto the

Toeplitz-block-Toeplitz space, which is simply an averaging of diagonals (adapted from Grigoriadis et al.>2):

ng, —i+1ng, —j+1

Prer{Zuu};= (40)

where indexing of I" refers to matrix elements and not iterations. Follows a reconstruction of I'y, using (27) or (39). Although overlooked by
Grigoriadis et al. in their paper, it can be shown that Prgr does not need to be attributed a Dykstra correction?’—like Py, but unlike Ppp—as it is

linear (the projection of a sum equals the sum of projections of its elements).
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5 | NUMERICAL EXPERIMENTS

The goal of this section is to illustrate turbulence aggregation and the associated concepts and methods presented in this paper. It shows the con-
sistency and efficiency of the approach in a qualitative manner, while detailed validation against higher-fidelity farm simulations and measure-

ments being more related to calibration are left as further work.

51 | Turbine scale

In order to validate the aggregation concept, a comparison with turbine-scale simulations has been performed through an academic case study.

The domain is as illustrated in Figure 2:

e on the one hand three adjacent (closely-spaced) turbine points simulated using the model presented in this paper
e on the other hand a point-based turbulence box covering the same area, simulated in NREL's TurbSim2° synthetic turbulence simulation code

used a reference. Aggregation—that is, space averaging—is then performed in the time domain over each of the three virtual rotor areas.

The Kaimal spectrum and corresponding coherence model defined by IEC standard 61400-1 ed.3 with turbulence class B have been used in
the two simulations, for a wind speed of 10 m/s, and the DTU 10MW?3 reference wind turbine rotor to define hub height and rotor area for aver-
aging. No farm-level turbulence model has been used (this will result in somewhat lower correlation between rotors). Ten seeds of each simulation
are considered, and mean spectral quantities (PSD and coherence) over all seeds are looked at for comparison, in addition to theoretical aggre-
gated values as defined by (13) to (15). Figure 3A shows point-based versus aggregated PSDs for the u component, with horizontal linear wind
shear s, included for further illustration of the consistency of wind field reconstruction. Figure 3B shows the coherence between two adjacent
rotors, matching the theoretical value well.

Figure 4 illustrates the concept of turbulence box reconstruction from aggregated values, using a modified version of NREL's TurbSim able to
sync aggregated values over multiple adjacent rotors. Figure 4A show timeseries of aggregated values for the parent (aggregated solution) and
child (point-based reconstruction). The small discrepancy there may be attributed to discretisation errors, the resolution being rather coarse to
cope with the large domain while maintaining computational efficiency. Figure 4B shows the PSD of a rotationally sampled wind field, averaging
over the blades with a weighting function proportional to radial location (consistently with actuator-disc aggregation in polar coordinates as done
by Sgrensen et al.”) and taking rotor speed as constant. The good match between regular (fully random) and synced turbulence box generation
shows the ability of the latter to consistently reconstruct high-resolution wind fields while matching predefined aggregated values, and generally
speaking the soundness of the suggested method for constrained synthetic turbulence generation.

5.2 | Farm scale

A case study is performed on the TotalControl reference wind power plant with 32 DTU 10MW (rotor diameter of 178.3 m) turbines placed in a
staggered pattern with 5D spacing,* in the same wind conditions as in Section 5.1. The grid resolution is 200 m in the longitudinal direction, and
80 m in the lateral direction (it may be deduced that turbine and grid points do not coincide). The farm-scale spectral model of Vigueras-Rodriguez

et al”1®

with original parameter values for (djong,€1,€2,k) is chosen here for its simplicity and validation against power measurements from multiple
Danish offshore wind farms. Multiple 1-h realisations are generated, playing with a selection of parameters for illustration of the model's capabili-

ties regarding power fluctuations (turbine points) and wake meandering (grid points).

711.72 m, 87 points

A
v

198.62 m, 25 points

FIGURE 2 Domain used for verification against point-based Gaussian process synthetic turbulence generation.
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FIGURE 4 Timeseries and spectra illustrating point-based reconstruction from aggregated values. Plot a show the comparison between the
original aggregated values from (11) and the space average of the reconstructed field using (24) to (26b). Plot b shows the consistency of
reconstructed fields with respect to uncorrelated fields (original version of TurbSim) used a reference, through hub and blade-averaged values.

521 |

Figure 5A shows the low-pass filtering effect of aggregation on the wind spectrum and the additional low-frequency content suggested by
Vigueras-Rodriguez et al.? Figure 5B,C shows the effect of aggregating coherence versus the original point-based model of Vigueras-Rodriguez
et al.1° It is seen that aggregated coherence is larger than point-based, due to the nonlinearity of coherence: parts of the averaging domains that
are closer to each other than the distance between the domains' center points will have larger coherence than the center-to-center—that is,
point-based—value, while parts that are further away will have lower coherence. The former effect being more pronounced than the latter, the

Aggregated coherence

average value will be in total larger than the center-to-center one.

This effect increases significantly with frequency. When considering only turbine points as done by Sgrensen et al., that is, distances above

five diameters—in the current case about 1 km—approximating aggregated coherence to point-based may be reasonable. For grid points however,

aggregated values should be used—though the impact of inaccuracies on top of the existing uncertainty on wake dynamics may be questioned

(see Section 5.2.3).
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FIGURE 5 Aggregated and point-based wind spectra with various models as function of frequency (plot A); aggregated versus point-based
coherence functions as function of distance in the longitudinal and lateral directions (plots B and C), for two different periods.
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FIGURE 6 Power fluctuations.

5.2.2 | Power fluctuations

The power is modelled using a simplistic representation of the wind turbine controller and a power coefficient:
. 1 3
P=min( Cp,, 5PA(Unean +U)* Prg (41)

with Prg being the rated power and Cp_, the maximum power coefficient. Contributions from individual turbine are then summed up and
normalised by installed capacity before computing PSD and averaging over realisations. Figure 6A shows the effect of farm-scale modelling fea-
tures (i.e., farm-scale wind spectrum model, farm-scale coherence function model* and lifting the frozen-turbulence assumption). It is seen that
missing any of the farm-scale features leads to underestimation of low-frequency fluctuations (periods larger than 5 min). Perhaps even more
interesting are the frequency-domain oscillations observed when using the frozen-turbulence assumption, which are actually as expected since
the simplistic time-delay correlation leads to fluctuations between upwind and downwind turbines being more or less in phase depending on fre-
quency. At this stage, a conclusion would be that as far as power fluctuations are concerned, it is better to use no coherence model than any
coherence model that uses the frozen-turbulence assumption.

Figure 6B aims at showing the importance of running Monte Carlo simulations based on multiple stochastic realisations, just like turbine-level
analyses use multiple 10-min high-resolution realisations. The dotted line in the figure correspond to + the standard deviations over
10 realisations, representing the uncertainty that may be expected from studies based on a single simulation, which is commonly the case when

costly LES is used.

*Using standard turbine-scale coherence models at farm scale yields in practice zero coherence between turbines due to the large decay factor.
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5.2.3 | Wake meandering

While the frozen-turbulence assumption has been deemed valid for the modelling of wake meandering by Shaler et al,® significant differences
were observed in wake meandering pathlines when compared to LES and were found heavily dependent on the calibration process. While this is
still hypothetical at this stage and remains to be proven, lifting the frozen-turbulence assumption by use of aggregated synthetic turbulence gen-
eration is believed to provide a more solid representation closer to physics and hence with a lesser need for calibration and filtering. Figure 7
shows alongwind spatial variations of the lateral wind speed in the wake of turbine 1, obtained by taking values along a line parallel to the X axis
for a particular realisation. Figure 8 shows pathlines in the XY plane of parcels entering the domain for three realisations, computed using a simple
transport equation in Lagrangian coordinates similar to that used for wake meandering. The starting point coincides with the domain's upwind
boundary and phase angles are identical between cases, so they all share the same initial conditions. As expected from Figure 7, frozen turbulence
removes a large part of wind fluctuations so the pathlines show less amplitude and are smoother. Not using farm scale-specific models for the
wind spectrum and coherence function also yields differences from the fully coherent farm-scale baseline, which relate more to model calibration,
while the significantly different trends obtained with the frozen-turbulence assumption put its validity into question.

5.2.4 | Efficiency

For the above-described case study, generating 10 seeds instead of 1 increased CPU time—not to be confused with real time, as the calculation is
partly multi-threaded on a machine with multiple cores—by a factor of 4. Considering a farm of four times the size in terms of area with 128 tur-
bines increased CPU time by a factor of 13. This illustrates the curse of dimensionality, stemming from the coherence matrix's building and
decomposition phases. These phases are common to all realisations, so the computational speed increases less than linearly with the number of
seeds, and its relative effect becomes smaller as farm size increases.

Figure 9A shows the effect of the NCM algorithm and tolerance (g, in Sections 4.1 and 4.2.2, also used to defined convergence criteria in
Section 4.3) on the processing of the coherence matrix (NCM algorithm + Cholesky decomposition) for the first frequency components. Decreas-

(A) Coherent (B) Frozen
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FIGURE 7 Slice along X axis (Y = 0) of a sample aggregated wind field realisation, lateral component.

— Full farm scale

- - Frozen turbulence

100 = Turbine-scale wind spectrum
--- No farm-scale coherence

y [m]

-100 -

T T
-1000 0 1000

FIGURE 8 Samples of horizontal meandering pathlines for three different realisations using four different models (fully featured, missing
longitudinal coherence, missing farm-scale spectrum model, and missing farm-scale coherence model).
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FIGURE 9 CPU times, grid size, and NCM-induced error as function of tolerance and NCM algorithm.

ing tolerance in the 128-turbine farm yields denser adaptive grids enabling illustrating the effect of grid size. While top-down NCM is slightly
faster for smaller matrices (as it does not imply reaggregating coherence), its efficiency becomes critically poor as the number of points increases.
Looking at the maximum error (infinite norm of the difference between the original non-positive-definite matrix and the NCM) in Figure 9B, the
top-down NCM algorithm yields values two order of magnitudes lower than its bottom-up counterpart. Although the maximum error induced by

the bottom-up algorithm may seem large (up to 0.25), the effect on results is better represented through the average weighted absolute error
Z Z |7or[g[nal —YNeM ‘ Voriginal

7
e

defined as , which is about five times smaller.

6 | CONCLUSION

A method for farm-wide correlated synthetic turbulence generation based on Gaussian process generation has been suggested. It is based on
the concept of aggregated turbulence and more specifically aggregated coherence, which characterises large turbulent vortices responsible for
global wind turbines loads, wake dynamics and farm-wide power fluctuations. The method consists in averaging coherence in space in the fre-
quency domain prior to Gaussian process generation (i.e., translating to time domain through inverse Fourier transform). This enables a drastic
reduction in the number of degrees of freedom and hence, among others, lifting the frozen-turbulence assumption used in point-based repre-
sentations. Major improvements to the original method suggested by P. Sgrensen's research group at Risg/DTU are (1) the modelling of turbu-
lence not only at but also between turbines, as input to farm simulation codes using the dynamic wake meandering model, and (2) the
reconstruction of turbine-scale point-based (opposite to aggregated) high-resolution wind fields in a correlated manner. Key enabling mathemat-
ical subtleties for practical implementation are thoroughly presented. The model has been verified against a state-of-the-art point-based coun-
terpart at small scale. Its superiority to turbine-level models for the modelling of power fluctuations and potentially wake dynamics in large wind
farms is then illustrated.

This paper focuses on the theoretical background behind the method rather than on its use and validation. More work is needed to validate
the methods against measurements of power fluctuations from recent large wind farms, updating the work of Sgrensen et al. Deeper understand-
ing and validation should also be obtained by comparison with LES simulations and hindcast weather data. This will require a calibration of under-

lying spectral models and a tuning of parameters such as grid resolution.
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