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Abstract

This paper deals with the motion planning problem for surface vehicles in the

presence of varying environmental disturbances. The goal is to steer the vehi-

cles from an initial to a final destination while ensuring connectivity and avoid-

ing collision with fixed and moving obstacles. The novelty lies in the coherent

combination among various ingredients for path generation and potential field

constructions for collision avoidance and connectivity maintenance, all gath-

ered in a distributed NMPC (Nonlinear Model Predictive Control) framework:

i) LOS (Line-of-Sight) guidance and RRT* (optimal Rapidly-exploring Random

Tree) algorithms are employed for generating a collision-free path considering

static surroundings; ii) on-off barrier functions activate the proposed poten-

tial field components which are in the view range of the agents, hence ensur-

ing safe navigation in a dynamic coastal environment with a low computa-

tion demand; iii) a NDO (Nonlinear Disturbance Observer) is integrated in

the NMPC design to compensate the environmental disturbances. The pro-

posed algorithm is validated through simulations and comparisons carried out

over a benchmark for USVs (Unmanned Surface Vehicles) safe navigation in

the Trondheim fjord, Norway.
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Preprint submitted to Journal of LATEX Templates May 9, 2020



avoidance, Potential field constructions, Nonlinear disturbance observer,

NMPC.

Notations

The following notation will be used throughout the paper. For a vector

x ∈ Rn and a positive definite matrix P ∈ Rn×n, ‖x‖P denotes the weighted

norm
√

xT Px, ||x|| the Euclidean norm and |x| the absolute value of the vector

x. A polytope is a bounded polyhedron and has a dual representation in terms5

of intersection of half-spaces or convex hull of extreme points: P = {x ∈ Rn :

Sx ≤ K} = {x ∈ Rn : x = ∑ αivi, ∑ αi = 1, αi ≥ 0}.

Table 1: List of variables.

Notation Description

Tui surge thrust

Tri rudder deflection

ui surge velocity of the ith ship

vi sway velocity of the ith ship

ri yaw rate of the ith ship

ψi heading or yaw angle of the ith ship

wi disturbance of the ith ship model

ρi view range of the ith ship

‖∆ps
i,`‖ Euclidean distance calculated from Chebyshev center, the largest

inscribed ball of `th polytope and current position of the ith agent

‖∆pd
i,j‖ Euclidean distance between the current position of ith and jth agents

δp(·) the orientation of the desired path

xe, ye along-track and cross-track error

α parameterization variable for establishing the desired path

Λ look-ahead distance

ψiLOS yaw angle’s reference obtained by the LOS guidance system

ν̂i estimated acceleration of the ith ship
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νie acceleration error of the ith ship

ŵi estimated disturbance of the ith ship

ŵie disturbance error of the ith ship

1. Introduction

1.1. Motivation

The increased interest in autonomous robots and their use in various ap-10

plications pave the way for emerging topics like motion planning and control.

This represents an essential component in creating autonomous systems able to

execute complex tasks for navigation in challenging environments [1]. In par-

ticular, multiple USVs (Unmanned Surface Vehicles) can be used to perform a

specific mission with high performance and low costs [2, 3]. However, there15

are some critical issues which need to be considered and solved for achieving

the best performance. Some examples are: generating collision-free paths with

static obstacles (e.g., islands, shoreline or ship anchoring) and moving obsta-

cles (e.g., other ships) while complying with the International Regulations for

Preventing Collisions at Sea (COLREGS) [4] for both manned and unmanned20

surface vehicles; guaranteeing connectivity maintenance among the ships for

information exchange in the course of performing tasks and rejecting the ex-

ternal disturbance from the ocean which may highly affect the performance of

the USVs.

The goal of this paper is to propose an effective algorithm for motion plan-25

ning of multi-surface vehicles complying with the COLREGS rules while en-

suring connectivity and collision avoidance (with fixed and mobile obstacles).

1.2. Related work and remaining open problems

The classical problem of collision avoidance, which is formulated in terms

of non-convex constraints added in the control optimization problem, is usu-30

ally addressed through:
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i) the use of MIP (Mixed-Integer Programming) where the constraints are

explicitly taken into account but with the cost of a high computation time

[5, 6]. Some maritime applications using MIP are, for example: deter-

mining efficient schedules for USVs/UUVs (Unmanned Underwater Ve-35

hicles) in performing a mine countermeasure mission [7], reconfigurable

USVs [8];

ii) the use of indirect methods based on potential field constructions which

show good computational performances [9, 10] but where the local min-

ima issue is still a shortcoming of these approaches. [11, 12, 13] show the40

effectiveness in dealing with obstacle and collision avoidance when APF

(Artificial Potential Field) is used to establish feasible paths for USVs.

In addition, COLREGS-compliance for safe maritime navigation should also

be addressed and various approaches for this problem have been tested in the

literature: velocity obstacle [14], rapidly-exploring random tree [15] or model45

predictive control, binary variables to choose scenarios with multi-moving ob-

stacles with erratic motion [16], using a rolling horizon optimization approach

to find optimal heading angles for collision avoidance with other ships [17],

slack variables to change the vessel’s direction for specific situations [18] or

elliptical ship domain [19], distributed coordination based on constraint opti-50

mization [20], [21]. These approaches consider disc-like approximation for the

static or dynamic obstacles, which might be too conservative, w.r.t the condi-

tions in a real environment.

Another challenging issue in motion planning for multi-agent systems is

the connectivity maintenance, which ensures that the information exchange55

and sharing can be reliably realized by forwarding messages among agents

while implementing and allocating tasks. Some applications can be found in a

variety of practical tasks, such as search and rescue, surveillance, cooperative

transportation by autonomous vehicles at sea or on the ground, attitude align-

ment of clusters of satellites, air traffic management system, etc. Related to this60

problem, there are some recent works for always ensuring that the agents lies
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within their communication range. In general, we may classify them in two

directions:

1. imposing hard constraints based on the Euclidean distance between agents,

which must be less than their sensing radius as in [22]. This condition is65

handled in a decentralized NMPC framework. However, this approach

is too strict and can lead to infeasibility in complex cases;

2. using a potential-field method to ensure that an algebraic connectivity

condition holds (i.e., which refers to the fact that the second-smallest

eigenvalue of the Laplacian matrix is strictly greater than zero [23], [24]).70

Here, the problem of flocking of second-order multi-agent systems is

addressed using potential hybrid fields which ensure both connectivity

preservation and collision avoidance in a distributed control framework.

We underline that it is necessary to propose robust controllers for multi-

agent systems to deal with uncertainties [25]. Tube-based MPC is considered75

as one of the most popular approaches for coping with perturbations [26, 27].

The general idea is to maintain the actual state within a safety region along

the optimal state trajectory [28]. Another approach is to design a disturbance

observer to reject the disturbances leading to an improved system robustness

[29, 30]. The authors in [31] propose a nonlinear observer within an NMPC80

scheme for a SVC (Static Var Compensator) system to reject arbitrary distur-

bances relative degree from its output channels (used for shunt compensation

to maintain bus voltage magnitude). [32] presents a compound disturbance-

observer-based MPC scheme applied for a wheeled mobile robot which aims

at compensating the slowly varying disturbances affecting the control inputs.85

A similar approach for trajectory tracking of a small helicopter is considered

in [33] where the disturbance observer ensures the system’s robustness against

constant wind gusts. Furthermore, there are many works related to distur-

bance rejection for USVs using observer-based robust control. The authors in

[34, 35, 36] employ a nonlinear observer within a backstepping technique to90

design a trajectory tracking robust controller of the underactuated ship. How-
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ever, the constraints coming from physical limitations are not considered. To

the best of the authors knowledge, there are very few studies using disturbance

observer-based MPC to ensure the robustness of surface vehicle in case of un-

certainties. [18, 37] present obstacle and collision avoidance in the presence of95

external disturbances while tracking a reference path, but they only take one

ship into account which operates in a simple environment. For that reason,

practical application of safe navigation in a complex coastal environment for

multi-surface vehicles under uncertainties remains an open problem.

1.3. Contributions100

Motivated by all the observations above and the results of [38], the paper

introduces enhancements in the distributed motion planning for safe naviga-

tion of multiple surface vehicles in the presence of external disturbance in the

Trondheim fjord complying with the COLREGS rules. Specifically, the contri-

butions of this paper are:105

1. generates LOS (Line-of-Sight) guidance system via a graph-based method,

e.g., through the RRT∗ (optimal Rapidly-Exploring Random Tree) algo-

rithm;

2. consider on-off barrier functions which guarantee the necessary connec-

tivity distance for information exchange among the agents as well as ac-110

tivate the associated repulsive potential for static and dynamic obstacles;

3. consider a NDO (Nonlinear Disturbance Observer) to reject the distur-

bances from the ocean that may lead to undesirable performance for the

ships;

4. integrate the above ingredients in a distributed NDO-NMPC - based al-115

gorithm with a threefold purpose: i) track the RRT∗- based feasible path

through LOS guidance system, ii) activate the constraints in the view

range1 of the agent for on-line collision avoidance complying with the

1As required by COLREGS, all ships shall maintain a proper radar lookout (has a view of up to

several kilometers if there are no physical obstructions) to obtain early warning of risk of collision.
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COLREGs rules and iii) exchange information for connectivity mainte-

nance;120

5. validation of the proposed algorithm through simulations over a real

benchmark for the safe navigation of ships in the Trondheim fjord.

1.4. Outline

The paper is organized as follows: Section 2 presents the multi-agent dy-

namical models and the on-off repulsive potential constructions. Section 3125

presents the distributed motion planning algorithm for connectivity mainte-

nance and COLREGS compliance. Section 4 shows the simulation results over

a real benchmark. Section 5 draws the conclusions and presents the future

work.

2. Prerequisites130

This paper is inspired by the practical application of collision-free motion

planning of unmanned surface vessels traveling between harbors in the Trond-

heim fjord, Norway. Fig. 1 illustrates the operating region of the ships which

need to navigate to the desired haven while avoiding the shore or small islands

and other vessels (moving obstacles) while simultaneously complying with the135

COLREGS rules2 (see Apendix A).

As a benchmark we have used the Automatic Identification Systems (AIS)

to provide real numerical data related to the position and velocity of ships, as

they navigate between harbors.

In order to efficiently describe the non-convex feasible region for the dy-140

namical (mobile) agent, we briefly recall here the system dynamics and various

notions which involve polyhedral sets and repulsive potential constructions.

2http://astat.autonomous-ship.org/
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Figure 1: Map of Trodheim obtained from real data: feasible space and considered forbidden cells

as in (4).

2.1. Multi-autonomous surface vehicles dynamics

Let us consider a set V including N agents, V = {1, ..., N}, N ≥ 2, operating

in a two-dimensional work space. The nonlinear dynamics of agent i ∈ V
under external disturbances (wind, wave and current) are described in [39]:

ẋi = fi(xi(t), ui(t), wi(t)) =

 η̇i = Ri(ψi)νi,

Mi ν̇i = −Ci(νi)νi − Diνi + ui + wi,
(1)

where the state vector, xi =
[
ηi νi

]>
∈ R6 includes the vector ηi =

[
pi ψi

]>
∈

R3 with pi =
[

xi yi

]>
, the system position and ψi, the yaw angle in the iner-145

tial frame. It also includes vector νi =
[
ui vi ri

]>
∈ R3 describing the surge,

sway and yaw rates. The input vector, ui ∈ R3, with ui =
[
Tui 0 Tri

]>
contains the surge thrust and rudder deflection. The addictive disturbance

wi =
[
wui 0 wri

]>
∈ R3 is not a pure Gaussian noise but rather the output

of such a noise (after it passed through a nonlinear filter), and is bounded by150

‖wi‖ ≤ $i and accounts for the ocean environment 3. Also, in (1), Ri(ψi), Mi,

3I.e., wind, wave, ocean current affect control input of the ship.
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Ci(νi) and Di ∈ R3×3 are the rotation, mass, Coriolis and damping matrices,

respectively4.

2.2. On-off repulsive potential field framework

Let us first introduce the following Logistic Regression function, which was155

first applied for population growth studies [41] and is commonly used in ma-

chine learning algorithms for two-class classification:

F(x) =
L

1 + e
(

x−xo
)

β
, (2)

where xo is the value of the sigmoid’s midpoint, L is the curve’s maximum

value and β, the steepness of the curve. Note that a negative or positive value

of β will determine the properties of the on-off barrier function which we will160

define hereinafter. Fig. 2 shows the on-off barrier function for L = 1, x0 = 100

and varying β.
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Figure 2: On-off barrier function with different β as in (2).

In this work we design on-off repulsive potential fileds as a combination be-

tween on-off barrier functions and repulsive potential fields for static and mov-

ing obstacles in order to activate and deactivate their influence in the agent’s165

view range.

4Note that in model (1), the side-slip is neglected as presented in [40], therefore yaw and course

are the same.
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Assume that agent i ∈ V can perceive its neighbors (other agents) and the

forbidden cells (fixed obstacles5) as well as transmit information to its neigh-

bors within the range ρi(pi, ri
ρ), where ri

ρ ∈ R > 0 is the radius of the ball

centered in pi ∈ R2, the current position of agent i.170
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·105

East [m]

N
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[m

]
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Agent j
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Chebyshev center of `th fixed obstacle
Expansion radius and circle
View range of agent i
View range of agent j

ρi

‖∆psi,`‖

Γ`

xc`

e`Γ`

O`

ρj

‖∆pdi,j‖

Figure 3: Description of the safe distance of the ith agent w.r.t. the `th cell and jth agent.

For simplicity, the range ρi(pi, ri
ρ) is considered hereinafter simultaneously

as the view range (i.e., the zone where the ship can detect all the object) and the

communication range (i.e., the area where the ships can exchange information

with each other).

The safe distance between the agent and the fixed obstacles, Di,`
s , is given

by:

Di,`
s = eiΓ` + ρi, (3)

where ei is a scaling parameter, Γ` is the radius of the circle defined from the175

Chebyshev center of the `th forbidden cell and ρi is the range of the ship. More-

over, the range ρi(pi, ri
ρ) of the ith agent is also considered as a safe distance of

itself with respect to the other agents/moving obstacles (see Fig. 3).

5The fixed obstacles such as islands and shorelines are a priori known from maps. The ship’s

position in relation to the obstacles is known using Global Navigation Satellite Systems.
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2.2.1. Repulsive potential field of static obstacles

Let us define the static obstacles (islands, shore and the like) by a union of

forbidden polytopic convex regions as:

O =
Ncell⋃
`=1

O`. (4)

where O` = {pi ∈ R2 | a`k pi ≤ b`k, k = 1, ..., nh}, with a`k ∈ R1×2, b`k ∈ R, n`h is180

the number of half-spaces describing O` and Ncell is the number of forbidden

polytopic regions.

For each bounded polyhedral O`, we consider the piecewise linear func-

tion6 as in [42]:

γ`(pi) =
n`h

∑
k=1

(a`k pi − b`k + |a`k pi − b`k|). (5)

Using (5), we define S as a union of repulsive potentials of the fixed obstacles

as:

S =
Ncell

∑
i=1

Sfix
` (γ`(pi)), (6)

with Sfix
` (γ`(pi)) given as:

Sfix
` (γ`(pi)) =

c1`

(c2` + γ`(pi))2 , (7)

where c1` and c2` are positive parameters representing the strength and effect

ranges of repulsive potential.

Hence, the on-off repulsive potential of the fixed obstacle, Ωcell, is considered

as the repulsive potentials of the static obstacles described as in (6) will be

activated/deactivated if the on-off barrier function from (2) is considered as

follows:

Ωcell =
Ncell

∑
`=1

Fi,`(∆ps
i,`, Di,`

s )Sfix
` (pi), (8)

6The function (5) is zero inside the convex set O` defined as in (4) and non-zero with a value

which grows piecewise linearly as the distance from the set O` increases.
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with Sfix
` (pi) given in (7), Fi,`(.) defined as an on-off barrier function and based

on the safety distance (Di,`
s ) between agent i and the forbidden obstacle `:

Fi,`(.) =
L

1 + e
(
‖∆ps

i,`‖−Di,`
s

)
β

, (9)

185

Proposition 1. If a set S of Ncell ∈ N representing static repulsive potential fields

eq. (6) are only partially activated by the agent’s view range through on-off barrier

functions as defined in eq. (8), then a null-potential field7 value which implies a local

minima can be excluded.

Sketch of the proof: See Appendix B.190

2.2.2. Repulsive potential field of agents/moving obstacles

Hereinafter, we represent the moving obstacles and the safety regions around

the agents as polytopic regions parametrized in function of their current posi-

tion. Therefore, let us define Pi\{j}, (i, j ∈ V , i 6= j) as the safety region of agent

i that agent j must avoid:

Pi\{j} = {pi, pj ∈ R2 : ai
m(pj − pi) ≤ bi

m, m = 1, ..., nj
h}, (10)

where pi, pj are the current positions of agents i, j; ai
m ∈ R1×2, bi

m ∈ R, ni
h is the

number of half-spaces describing Pi\{j}.

Next, we define a piecewise linear function similar to (5) for the safety re-

gion of agent i:

θi,j(pi, pj) =
ni

h

∑
k=1

(
ai

m(pj − pi)− bi
m + |ai

m(pj − pi)− bi
m|
)

. (11)

Similarly, using (11), we define the repulsive potentials which take into account

the shape of the agent i’s safety regions:

Smov
i,j

(
θi,j(pi, pj)

)
=

c1j

(c2j + θi,j(pi, pj))2 . (12)

7Where the various potential components cancel each other.

12



Consequently, in order to activate or deactivate the repulsive potentials of

agents or moving obstacles established as in (12), the on-off barrier function

from (2) will be integrated into the construction of the repulsive potential to

define for the on-off repulsive potential of the moving obstacles:

Ωmov =
N

∑
j=1,j 6=i

Fi,j(.)Smov
i,j (pi, pj), (13)

where Smov
i,j (pi, pj) is given in (12) and Fi,j(∆pd

i,j, ρi) defined as follows:

Fi,j(.) =
L

1 + e
(
‖∆pd

i,j‖−ρi

)
β

, (14)

with ρi defined as ith agent’s view range.

Note that β in (9) and (14) is chosen positive to ensure that if the distance195

between agent and fixed/moving obstacles is greater than the safety distance

between them, then the value of the on-off barrier function goes to zero thus

inactivating the repulsive potential and, otherwise, and coupled with L = 1 it

conserves the repulsive potential’s value.

2.3. Connectivity maintenance condition200

We consider here that the information known to agents in a group (trajecto-

ries, velocities, and the like) can only be exchanged with those which are inside

the communication range.

Let us consider the undirected graph G = (V , E) where V is the set of nodes

representing all agents and E = {(i, j) ∈ V × V : i ↔ j } is the set of edges of

the graph. The adjacency matrix A = [aij] indicates if a pair of nodes are

adjacent or not in the graph hence satisfying the property:

aij =


1, if (i, j) ∈ E ,

0, otherwise.
(15)

Consequently, the condition of connectivity maintenance for information ex-

change among agent i and its neighbors (Ni) is defined as follows:

Ni = {j ∈ V \ {i} : ‖∆pi,j‖ < min(ρi, ρj)}, (16)
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where, ρi and ρj are the view range of agents i and j in (3).

Next, for any edge between two nodes of setNi, we define an on-off barrier

function as in (2) whose value is always zero within the interval [0, min(ρi, ρj)):

Mi,j(pi, pj) =
Lij

1 + e
(
‖∆pd

i,j‖−min(ρi ,ρj)
)

βij
. (17)

Note that in this case, βij < 0 and Lij has a high value such that the distance205

among the agents of Ni does not exceed the min(ρi, ρj).

Using the above construction we define a so called ”connectivity maintenance

function” of agent i with its neighbors Ni:

Mi(pi, pj) = ∑
j∈Ni

Mi,j(pi, pj), (18)

2.4. Path generation with LOS guidance

Usually for the control part is easier to have a priori defined a path which

can be then tracked on-line. In here, RRT∗ is applied for generating an off-line

optimal collision-free path in the workspace for a known initial state (xinit) and210

set of fixed obstacles (O). The general idea of the RRT∗ algorithm ([43, 44]) is

to initialize a tree T from an initial vertex (xinit) and to bias growth towards

unexplored regions of the state space randomly. In the process of exploring the

tree, shortest paths are generated while verifying the collision-free condition

with respect to the fixed obstacles after each iteration until reaching a new state215

close enough to the desired target. The feasible path is established based on the

connection of shortest paths.

LOS algorithms have been used for autonomous ships navigation by [39].

The feasible path obtained from RRT∗ is a set of waypoints (xp, yp) in the hor-

izontal plane.220

For simplicity, assuming that the along-track error, xe, is zero. Thus, cross-

track error (ye) for the surface vehicle position as in Fig. 4 is given by:

 0

ye

 =

 cos(δp(α)) −sin(δp(α))

sin(δp(α)) cos(δp(α))

>  x− xd(α)

y− yd(α)

 , (19)
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[xp−1, yp−1]
⊤

δp(α)

Λ
[xp, yp]

⊤

[xp+1, yp+1]
⊤

ψ
LOS

p
LOS

ye

XI

YI

[xd(
α),

yd(α
)]
⊤

Figure 4: LOS guidance for a feasible path.

where xd(α), yd(α) are parametrized by α as:

xd(α) = xp + αcos(δp(α)), (20a)

yd(α) = yp + αsin(δp(α)), (20b)

where δp(α) and (xp, yp) are the orientation and the initial position of the path

initialized from way-point p, with α parametrization variable is a scalar.

The LOS angle, ψLOS (as can be seen in Fig. 4), is calculated based on the

cross-track error ye and the lookahead distance Λ, expressed as:

ψLOS = − ye√
y2

e + Λ2
(21)

The angle, ψLOS
8 is considered as a reference state of the heading angle ψ of225

surface vehicles to ensures convergence of the ship’s position to a feasible path

generated by RRT∗.

8Note that, since locally Λ corresponds to the inverse proportional gain [45], the convergence

to the path depends on the value of Λ. A low value means faster convergence than a larger one,

but with a large overshoot.
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3. Motion planning for connectivity maintenance with COLREGS compli-

ance in the presence of external disturbances

This section presents the motion planning algorithm for multi-surface ve-230

hicles connectivity maintenance. The motion planning strategy is illustrated

via the block diagram in Fig. 5. From a map of the Trondheim fjord, the

ground represented by static obstacles and the coordinates of the harbors can

be acquired as seen in Fig. 1. A collision-free path, and LOS guidance system

can then be generated off-line from the starting harbor to the desired destina-235

tion based on a set of waypoints yielded by the RRT∗ algorithm. NDO-based

NMPC, a feedback control scheme in which an optimization problem is solved

on-line at each time step, will ensure collision avoidance for dynamic obsta-

cles and robustness in the presence of the external disturbances. If there are no

static or dynamic obstacles, the NDO-based NMPC will try to re-establish path240

following of the path obtained from RRT∗.

LOS
guidance
system

NMPCi USVi

NDOi

RRT∗

[xp, yp]
⊤

ψiLOS

u∗
i (t)−

ŵi(t)

[xi, yi, ψi]
⊤

[ui, vi, ri]
⊤Trondheim fjord

environment*

Harbors

*islands, shorelines or other ships at anchor.

wi(t)
Off-line On-line

ŵi(t)

[ui, vi, ri]
⊤

Figure 5: Motion planning strategy.

3.1. NDO design for unknown time-variant disturbance

The unknown varying external disturbances (e.g., ocean currents) impact

directly the control inputs of vessels leading to bad performance. Consequently,

the nonlinear disturbance observer will provide an estimate of the disturbance,245

and its estimation is fed back to the NMPC solver. Subsequently, a disturbance
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observer is presented for a general nonlinear dynamic which will be later used

for the estimation of the disturbance vector wi affecting the i-th agent.

A fundamental idea of disturbance observer in NMPC scheme is to estimate

the unknown disturbance wi by an estimate ŵi such that |ŵi − wi| → 0. In

fact, the acceleration, ν̇i, is not available in many robotic manipulators, and it

is also difficult to construct the acceleration signal from the velocity signal by

differentiation due to measurement noise. Therefore, we first need to define

the qi = Miνi as the auxiliary variable and its estimation q̂i. Consequently, the

estimated error, qie is described as below:

qie = q̂i − qi. (22)

From the (1), The time derivative of q̂i can be rewritten as:

q̇i = −Ci(νi)νi − Di(νi)νi + ui. (23)

As the results of [34, 46], the time derivative of auxiliary variable’s estimation,

q̂i is defined as follows:

˙̂qi = L(−Ci(νi)νi − Di(νi)νi + ui − h(qie)), (24)

where L = diag{c1, c2, c3} > 0, are the gains of the NDO, and h(qie) ∈ R3 is a

design vector to be determined.250

Consequently, the time derivative of estimated error between auxiliary vari-

able, qi and its estimation, q̂i described as:

q̇ie = ˙̂qi − q̇i

= (L− I3)[−Ci(νi)νi − Di(νi)νi + ui]− Lh(qie), (25)

where I3 is the identity matrix with dimension related to the state space vector

of νi.

To ensure that (25) converges to zero, (25) has to satisfy two conditions:

1. L = I3,

2. The designed function vector converges towards zero, i.e., h(qie)→ 0.255
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Figure 6: The comparison of designed function hi(·) (26) between on-off barrier function (with the

various value of βNDO > 0) and signum function.

We propose the use of on-off barrier function with continuous nature in order

to design h(qie) based on the estimated error, qie in (22). Hence, the design

function, h(qie), is described as follows:

h(qie) = K1i(qie) + K2i|qie|J (qie) + diJi(qie), (26)

where Ji(qie) = eβNDO
i Miνie

1+eβNDO
i qie

− e−βNDO
i qie

1+e−βNDO
i qie

∈ R3 is a vector whose dimension

depends on vector qie ∈ R3; K1i = diag{K1
1i, K2

1i, K3
1i}, K2i = diag{K1

2i, K2
2i, K3

2i}
and di = diag{d1

i , d2
i , d3

i } positive semi-definite matrices.

Remark 1. In [47], the authors employed signum function
(
Ji(qie) =

|qie |
qie

)
to de-260

sign function h(qie). However, a discontinuity at zero is the main drawback which

comes from the property of the signum function. Since design function h(qie) consid-

ers the estimation error of the real disturbance, a discontinuity at zero means that the

convergence of this error toward zero will be indefinite.

Fig. 6 compares the proposed function hi(·) with two different values for265

βNDO with the original signum function as in (26).
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With hi(·) as in (26), (24) can be written as:

˙̂qi =− Ci(νi)νi − Di(νi)νi + ui

− K1i(qie)− K2i|qie|Ji(qie)− diJi(qie). (27)

The estimated disturbance, ŵi will be given by:

ŵi = ˙̂qi + Ci(νi)νi + Di(νi)νi − ui

= −K1i(qie)− K2i|qie|J (qie)− diJ (qie) = h(qie). (28)

The following proposition is introduced to highlight the convergence of esti-

mated disturbances toward the real disturbances.

Proposition 2. Consider the additive disturbances in (1). Given the NDO as in Eq.270

(27)-(28), its estimate ŵ can asymptotically track the input disturbances w. In other

words, ‖ŵ− w‖∞ → 0.

Proof. Consider the following Lyapunov function

Vi =
1
2
(qie)

>(qie). (29)

The time derivative of the Lyapunov function is

V̇i = (qie)
>(q̇ie) = (qie)

>( ˙̂qi −Mi ν̇i)

= (qie)
>
[
−K1i(qie)− K2i|qie|Ji(qie)− diJi(qie)

]
≤ −(qie)

>K1i(qie)− (qie)
>K2i|qie|Ji(qie)

≤ −2K1imin Vi − 2K2imin Vi

≤ 0, (30)

where K1imin = min{K1
1i, K2

1i, K3
1i} and K2imin = min{K1

2i, K2
2i, K3

2i}.
The estimated error qie will converge to zero (i.e., qie → 0) due to (30).
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Combining (1) and (28), the disturbance error wie is rewritten as follows:

wie = ŵi − wi (31)

= −K1i(qie)− K2i|qie|hi(qie)− dihi(qie)−Miνi − Ciνi − Diνi + ui

= ˙̂qi − q̇i = q̇ie,

where hi(νi) was defined in (26). Since νie is the velocity error (surge, sway

and yaw rate), if νie converges to zero, ν̇ie (acceleration’s error) will converge to275

zero also. Hence, using the NDO as in (27)-(28), the observer ŵi will converge

towards the external disturbance wi.

3.2. NMPC - based distributed motion planning with disturbance compensation

NMPC - based distributed approach of multi-agent systems has an oper-

ational mechanism based on information exchange between an agent and its280

neighbors to converge towards a standard solution. Figure. (7) illustrates the

distributed motion planning in the context of this paper, if the connectivity

among agents is guaranteed, each controller of the agent receives information

from the others and updates its actions to reach a consensus. The disturbances

acting on the agents are compensated by using the estimates obtained with the285

nonlinear observer.

Let us summarize in the following the necessary ingredients for formulat-

ing the motion planning with disturbance compensation algorithm:

1. to obtain more flexible behavior, the lookahead distance, Λ from (21) is

time-varying and optimized to obtain accelerated convergence and little290

overshoot.

2. to satisfy collision avoidance with the ground and comply to rules 8 and

13 of the COLREGS with moving obstacles we add the repulsive potential

constructions from (8), (13) in an NMPC optimization problem which will

be activated only in the view range of the agents;295

3. to comply with rules 14 and 15 of the COLREGS we add a slack variable

in the cost to give priority to a negative rate of change of yaw moment,

i.e., turning to starboard side as in [18].
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Figure 7: Distributed motion planning architecture.

4. to ensure the agents’ connectivity we add in the optimization problem

the connectivity function given in (18);300

5. to reject the unknown disturbance from the current affecting the control

system of the agents, the output of the NDO as in (27)-(28) is introduced

as a compensation signal;

6. the implementation is done in a distributed fashion, i.e., the agents ex-

change information only with those inside their communication range.305

The nominal system of ith agent is defined from Eq. (1) by neglecting the

disturbances, i.e., wi(t) ≡ 0, and given by

˙̄xi = fi(x̄i(t), ūi(t), 0) (32)

For each nominal system (32) we solve a finite horizon open-loop OCP (optimal

control problem) at time t, using the measured state xi(t) over the prediction

horizon Tp:

min
ūi(·)

t+Tp∫
t

[
Li(x̄i(τ), x̄j(τ), ūi(τ))

]
dτ + E(x̄i(t + Tp)), (33)

21



subject to:

˙̄xi = fi(x̄i, ūi, 0), x̄i(t) = xi(t), (34a)

ūi(τ) ∈ Ui, (34b)

Λ ≤ Λ(τ) ≤ Λ̄, (34c)

εi(τ) > 0, (34d)

Ṫri (τ)− εi(τ) < 0, (34e)

x̄i(τ) ∈ Xi, (34f)

x̄j(τ) ∈ Xj, ∀τ ∈ [t, t + Tp]. (34g)

The stage cost Li(.) has the following expression:

Li(.) = ‖x̄i(τ)− xi,re f (τ)‖2
Qi

+ ‖ūi(τ)‖2
Ri
+ ‖ ˙̄ui(τ)‖2

∆Ri
+ Ωcell(x̄i(τ))

+Ωmov(x̄i(τ), x̄j(τ)) +Mi(x̄i(τ), x̄j(τ)) + ‖εi(t)‖2
Si

.
(35)

and the terminal cost is defined as:

E(x̄i(t + Tp)) = ‖x̄i(t + Tp)− xi,re f ‖2
Pi

, (36)

In (34a), fi(·, ·) is presented in (1), x̄i(τ), ūi(τ) are the predicted states and in-

puts while ūi(.) represents the predicted input trajectory along the prediction

horizon Tp. In the cost per stage (35), ˙̄ui(τ) denotes the predicted input vari-

ations, xi,re f is the reference trajectory, Ωcell and Ωmov are the on-off barrier

repulsive potential for collision avoidance given in (8) and (13) whileMi pe-310

nalises the connectivity maintenance between agent i and its neighbors as de-

fined in (18) and the last term εi is the slack variable prioritizing a certain yaw

orientation. Qi, Ri, Pi and Si are (semi)-positive definite weighting matrices of

appropriate dimensions. The constraint of lookahead distance, Λ(τ) is pre-

sented in Eq. 34c. Constraint (34d) is tightened by the positive slack variable,315

εi (34e) in order to prioritize the negative rate of change of the yaw moment.

This forces the vessel to turn to starboard in any situation, hence complying

with the rules 13, 14 and 15 of COLREGS (see Appendix). Rule 8 is also obeyed

through the use of the repulsive potential in (13).
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In (36), xi,re f is the collision-free path generated using RRT∗ and detailed in320

the forthcoming section.

At each sampling instance, each agent solves its OCP (33) and yields the

minimizing control sequence for the nominal system (32) over the interval

[t, t + Tp]. Then, only the first sample of the control input will be combined

with the estimated disturbance in a closed-loop to yield a compound control

as follows:

ui(t) = u∗i (t)− ŵi(t), (37)

where u∗i (t) is the output of the minimization problem (33), (34).

From (37), agents compensate external disturbances in real-time and obtain

a predicted collision-free trajectory x̄i(τ) through the use of repulsive potential

fields constructed for fixed and moving obstacles. The information (predicted325

trajectory) of agent i will be transmitted to its neighbor j ∈ Ni whenever the

connectivity between them holds. Then the agent j with the information up-

dated from agent i will solve its own OCP (33). This procedure will continue

until agent i ∈ V solves its own problem (33) and is repeated at next sampling

instance.330

Note that the repulsive potentials of static obstacles (7) and the moving ob-

stacle/other ships (12) are taken into account over the prediction horizon for

collision avoidance, and is called repeatedly, for each time instant τ. However,

they are disabled due to combining with on-off barrier function as in (9) and

(14) (it has a ”0” value if nothing is in the ship’s view range). The repulsive335

potential will be activated via on-off barrier function (it has a ”1” value if the

moving obstacle/other ships or the fixed obstacles are in ship’s view range).

This approach has shown effectiveness when the potential field changes con-

stantly via on-off barrier function thus allowing the vessel to avoid getting

trapped inside a local minima [38].340

23



Agent 1

Agent 2

Agent 3

NMPC 1

NMPC 2

NMPC 3

x̄1(τ
)

measured state x(t) = [x1(t) x2(t) x3(t)]
⊤

ū∗
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Figure 8: Parallel distributed NMPC architecture.

Note that the distributed NMPC scheme employed is a parallel architecture

with the aim of improving the closed-loop performance for USVs (compared

with the sequential architecture) [48]. More specifically, the separate NMPC

controllers are evaluated based on a new measured state (as can be seen x(t)

in Fig. 8) and broadcast their information (i.e., predicted states, for example,345

x̄1(τ), x̄2(τ) and x̄3(τ) in Fig. 8) to their neigbors if they stay interior of the

communication range in parallel at the same sampling time. Fig. 8 illustrates

the communication topology of the distributed control framework for three

agents.

The details are presented in Algorithm 1.350

Several remarks are as follows:

Remark 2. Only the nominal system (32) is utilized in OCP.

Remark 3. The initial state of NDO, q̂i(τ) (27), has to be provided.

Remark 4. Regarding the rate of change of yaw moment, Ṫri , there are two possible

cases: i) Ṫri > 0 (i.e., ship will turn to port side), ii) Ṫri < 0, (i.e., ship will turn to355

starboard).
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The slack variable weight should be carefully chosen so that Ṫri can only be a very

small positive number but still satisfies constraint (34e) while the slack variable, εi, is

always a small positive number as in (34d). Therefore, this case (Ṫri > 0) is improba-

ble. In other words, the case (Ṫri < 0) is strongly encouraged.360

Remark 5. The prediction horizon should be chosen large enough to ensure cover of

the agent’s view range or at least assure that the agent has time enough to avoid the

imminent collision. Conversely, the prediction horizon cannot be chosen arbitrarily

large due to numerical and computational issues.

The procedure of information exchange among the agents in Algorithm 1365

is based on [49]. Collision-free motion planning with the rejection of external

disturbances through NDO is proposed by the authors and described in the

following:

Algorithm 1 Information exchange procedure and collision avoidance of the

NMPC-based distributed motion planning with the rejection of external dis-

turbances through NDO.

Require: Consider the set of agents V with the nominal model ((1) with wi =

0), the set of repulsive potentials of the forbidden cells (7) and of the agents

(12), the on-off barrier function as in (9) and (14), the safe distance Di,`
s , the

ranges of agents i, j ∈ V , and set of waypoints obtained off-line through

RRT*.

1: τ ∈ [t, t + Tp];

2: Initialize the NDO as in (27)-(28);

3: for i = 1 : N do

4: Update the information of its neighbors (Ni);

5: if ‖∆ps
i,`‖ > Di,`

s and ‖∆pd
i,j‖ > min(ρi, ρj) then

6: inactivate repulsive potential of fixed obstacles and agent j in (35);

7: end if
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8: if ‖∆ps
i,`‖ > Di,`

s and ‖∆pd
i,j‖ ≤ min(ρi, ρj) then

9: inactivate repulsive potential of fixed obstacles and activate repulsive

potential of agent j in (35);

10: end if

11: if ‖∆ps
i,`‖ ≤ Di,`

s and ‖∆pd
i,j‖ > min(ρi, ρj) then

12: activate repulsive potential of fixed obstacles and inactivate repulsive

potential of agent j in (35);

13: end if

14: if ‖∆ps
i,`‖ ≤ Di,`

s and ‖∆pd
i,j‖ ≤ min(ρi, ρj) then

15: activate repulsive potential of fixed obstacles and agent j in (35);

16: end if

17: end for

18: Agent i solves OCP (33) and obtains the predicted collision-free trajectory

x̄i(τ);

19: Transmit x̄i(τ) to its neighbors j ∈ Ni;

20: Apply only the first sample of the compound control sequence as in (37) to

both the nominal system and NDO over the interval [t, t + Tp];

21: Continue to the next sampling instance;

22: RETURN step 1;
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4. SIMULATIONS

Hereinafter we use the Cybership II model for ship dynamics. This charac-370

terizes a real ship at a scale of 1:70 (thus, various parameters which appear later

like view range, ship length, surge bound, are scaled proportionally). Since we

aim to test our algorithm on a realistic benchmark (using real movement data,

as given by the Automatic Identification Systems (AIS) ), we scale all the in-

formation (distances, velocities) proportionally to the scale mentioned earlier375

(e.g., the distance between harbors used in simulation is 70 times less than the

real one).

Consider a set of N = 3 underactuated ships with the dynamical model (1)

with the length overall (LOA) is 1.255 [m], the matrices9 R, M, D and B taken

from [50]:

Ri =


cos ψi − sin ψi 0

sin ψi cos ψi 0

0 0 1

 , Mi =


25.8 0 0

0 33.8 1.0115

0 1.0115 2.76

 ,

Di =


0.9257 0 0

0 2.8909 −0.2601

0 −0.2601 0.5

 .

These vessels are simulated to navigate in the Trondheim fjord (Norway).

Fig. 1 illustrates the operating region of the ships which need to navigate to dif-380

ferent harbors while maintaining connectivity and avoiding the shore or small

islands and other vessels. The AIS is used to provide real numerical data re-

lated to the position and velocity of ships, as well as time of navigation between

harbors.

The three agents in the group need to maintain the connectivity among385

them while traveling from Orkanger to Trondheim harbor (for situation 1) and

9For simplicity, the Coriolis matrix is neglected.
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Stjordal harbor (for situation 2) and avoid fixed obstacles and a mobile obstacle

which has the dynamical model described in (1).

The number of cells considered from partitioning the map as in Fig. 1 is

Ncell = 22.390

Since the view-range is used both to receive (i.e., detect) obstacles’ informa-

tion and transmit signals to other ships, the view-range of the ships (3) with

ρi = 70 [m] is assumed. The scaling coefficient is ei ∈ [1.2, 1.5].

The steepness of the repulsive potential defined in (9) and (14) is given

by βi = 1. The steepness of connectivity maintenance function (18), βij and395

curve’s maximum value, Lij used as in (17) are β12 = β13 = β23 = −0.002 and

L12 = L13 = L23 = 1000. Other parameters of the NMPC optimization prob-

lem in (33) are chosen as follows: the weighting matrices Qi = 0.1I6, Ri = 0.1I2,

Pi = [0.5I2 02 02; 02 I2 02; 02 02 I2], Si = 10−6, we consider a conser-

vatively chosen prediction horizon Tp = 6s in order to asses less than ideal400

conditions (decisions have to be made when the other ships/obstacles are al-

ready very close) and the sampling time is 2s.

The design parameters of the NDO in (27) and (28) are chosen as follows

K1i = diag
{

0.2, 0, 0.2
}

, K2i = diag
{

0.025, 0, 0.025
}

= di, λi = 1 and

βNDO
i = 1.405

We consider the surge velocity of agent 1 to be the highest (u1 ∈ [−0.2, 0.6]

[m/s]); the surge velocities of agent 2 and 3 equal (u2 = u3 ∈ [−0.2, 0.4]

[m/s]) and less than the surge velocity of agent 1. The yaw angles’ constraint

is [−π, π]. We consider constraints on the actuation force Tu1 = Tu2 = Tu3 ∈
[−2, 2] [N] and on the yaw moment Tr1 = Tr2 = Tr3 ∈ [−0.2, 0.2] [Nm]. The410

lookahead distance is taken in the interval, Λ ∈ [2LOA, 10LOA] where LOA is

the maximum length of a ship’s hull, 1.255 [m] as stated in [50].

The simulations are done using IPOPT solver and CASADI [51] toolkit in

Matlab R2016a on a computer with the following configuration: Intel Core i7-

4790CPU, 3.60GHz, 8GB RAM.415
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4.1. Scenario 1

This scenario presents a comparison of the proposed method in this paper

and the approach of [52] in the context of COLREGS compliance, in particular,

rule 8, in the absence of uncertainties. The approach of [52] first considers the

Euclidean distance as a collision avoidance constraint among the agents, and420

then proposes a penalty term ensuring that any alteration of course and speed

must be significant enough to clear the approaching ships. The two conditions

will be taken into account over a prediction horizon.

The method proposed by [52] penalizes the slow alterations of yaw rate

and surge velocity of ship 1, as can be seen in Fig. 9. At time step k = 82,425

the yaw rate (drawn in dashed blue) is altered rapidly. The decrease in yaw

rate implies that ship 1 turns starboard. The yaw rate in red color changes

gradually, and changes earlier than the one in dashed blue at time step k = 78,

increase in yaw rate means that ship 1 turns port. Also, the Euclidean distance

between ship 1 and 2, which is implemented by Algorithm 1 is greater than the430

safe threshold whereas the relative distance between the two ships of Breivik’s

approach approaches the safe limit in a critical moment as depicted in Fig. 10.
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Figure 9: Comparison of yaw rates of two approaches.
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Figure 11: Motion planning of two USVs while traveling from Orkanger to Trondheim harbor with

COLREGS compliance - rules 8.

Fig. 11, shows the actual motion of two USVs while traveling from Orkanger

to Trondheim harbors, while complying with rule 8 of COLREGS. The ship 1

(in blue) for which we used the algorithm proposed by [52] is trapped at time435

step k = 150 where it becomes cornered within a “deadlock” region due to

simultaneously guaranteeing the safe distance with ship 2 and avoiding the

coast. Meanwhile, ship 1 (in red), for which we use our proposed potential

field approach for moving obstacle, reaches the Trondheim harbor in a timely
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manner. It is worth noting that in the next Scenarios, the repulsive potentials440

for the three ships/moving obstacle will not be illustrated in order to have less

cluttered illustrations.

4.2. Scenario 2

Scenario 1 evaluates the validity of motion planning for connectivity main-

tenance in a group of three vessels in the course of going to desired harbors,445

while maintaining collision avoidance, and complying with the COLREG rules

with dynamic obstacles under LOS guidance in the absence of disturbance.

4.2.1. Situation 1

Fig. 12 shows the off-line collision-free path generated using the RRT∗ algo-

rithm after 1500 iterations. Fig. 13 depicts the actual motion of the three vessels
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Figure 12: Feasible collision-free path from Orkanger to Trondheim harbor.

450

traveling from Orkanger to Trondheim harbor. In the same figure, we show the

group of agents at 7 different time instances as they are changing their forma-

tion configuration, for instance due to the moving obstacle motion illustrated

in black. Fig. 17 shows that the connectivity condition is maintained.
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Figure 13: Connectivity maintenance of the 3 USVs while traveling from Orkanger to Trondheim

harbor with COLREGS compliance - rules 13 and 14.
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Figure 14: Control inputs of the three vessels in situation 1.

At time instance k = 93, the ship 1 (in red) is overtaking on the port side455

of the second and third ship, hence satisfying the COLREGS rule 13 - the over-

taking situation. This can also be observed in Fig. 16 and 15 where ship 2 (in

green) and 3 (in blue) are being overtaken, not changing their course and speed

until step k = 135.
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Figure 16: Surge velocities of the three vessels in situation 1.
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Figure 17: Relative distances of the three agents in situation 1.

In time interval k ∈ [365, 400] the COLREGS rule 14 concerning head-on460
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collisions between ships and/or mobile obstacles, becomes active. The first

ship in the group (in red) and the mobile obstacle start changing their course

angles to turn to their starboard (right side) at time step k = 365 (Fig. 15),

then the course angle of the third ship of the group (in blue) has a significant

increase at time step k = 400 (see also Fig. 15). Note that if the course angle of465

the ship is increasing, then the vessel is steered to its starboard and vice-versa.

Fig. 14 depicts the control inputs corresponding to surge thrust and rudder

deflection of the three vessels.

4.2.2. Situation 2
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Figure 18: Feasible collision-free path Orkanger to Stjordal harbor.
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Figure 19: Connectivity maintenance of the three ships group while traveling from Orkanger to

Stjordal harbors with COLREGS compliance - rules 8, 13 and 15.
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Similarly, with situation 1, a collision-free path is generated from Orkanger470

to Stjordal harbor via RRT∗ after 1500 iterations as in Fig. 18.

Fig. 19 illustrates the actual motion of the three vessels traveling from

Orkanger to Stjordal harbor. We show the group of agents at 10 different time

instances changing their formation configuration due to the moving obstacle

illustrated in black.
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Figure 20: Surge velocities of the three ships in situation 2.
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Figure 21: Control inputs of the three ships from Orkanger to Stjordal harbors in situation 2.
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Figure 22: Course angles of the three ships in situation 2.

Note that starting with time step k = 200, the three ships steer away from

the given path due to the repulsive potential of the forbidden cell for ensuring

a safe distance between agents and the shore-line. However, after some steps,

in particular, at k = 416, the agents return tracking the given path.
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Figure 23: Relative distances between the ships in case of crossing situation with connectivity

maintenance.

A crossing situation (Rule 15 of COLREGS) between the group of three480

ships (which start from Orkanger harbor) and the mobile obstacle (which starts

from Trondheim harbor) is encountered. Since the mobile obstacle crosses from
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the starboard of the three ships group, the mobile obstacle can maintain its di-

rection, while the three ships must turn starboard for collision avoidance at

time step k = 500. The change of the ships’ course angle can also be observed485

in Fig. 22, the first (the red line) and third (the blue line) ship’s course angles

start increasing at time steps k = 500 and k = 515, respectively for collision

avoidance on starboard with the mobile obstacle. The course angle of the sec-

ond (the green line) ship is not changing since the mobile obstacle has passed

by the time they enter this area.490

Fig. 20 and Fig. 21 present the surge velocities and the control input of the

three ships respectively.

Collision avoidance and connectivity-preserving among agents are also val-

idated since the relative distances are greater than safety threshold and smaller

than the connectivity threshold, as can be seen in Fig. 23.495

4.3. Scenario 3

Assume that the disturbances from the ocean environment are time-varying

and are described as follows:
wui = 0.96sin(0.02t) + 0.84sin(0.03t),

wvi = 0,

wri = −0.16sin(0.09t + π
3 )− 0.02sin(0.01t).

(38)

Then the external disturbances are bounded by
[
‖wui‖ ‖wri‖

]>
≤
[
1.72 0.18

]>
.

4.3.1. Situation 1

In this scenario, the NMPC-based optimized control is combined with NDO

(eq. (27) and (28)) in the presence of the time varying disturbance as in eq. (38).500
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Figure 24: Connectivity maintenance of the three ships group for situation 1 in the presence of

disturbances and NDO.
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Figure 25: Relative distances of the three agents in situation 1 with the presence of disturbances

and NDO.

The effectiveness of the combination between NMPC and NDO is shown in

Fig. 24 where the trajectories of three vessels are similar with those shown in

situation 1 of scenario 1. The connectivity maintenance is also guaranteed as

observed in Fig. 25.
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Figure 26: Course angles of the three ships in situation 1 with the presence of disturbances and

NDO.

Although the course angle of the three ships is oscillating more than in the505

case of no disturbance (in Fig. 15), there is also an increased trend for the ships

and the mobile obstacle to steer to their starboard side. For example, at the

time instance k = 368, the course angle of ship 1 (red line) and mobile obstacle

(black line) increase, which also can be observed in Fig. 26. As a consequence,

the COLREG rules 13 and 14 are maintained as in situation 1 of Scenario 1.510
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Figure 27: Control inputs of the three ships in situation 1 with the presence of disturbances and

NDO.
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Figure 28: Surge velocities of the three ships in situation 1 with the presence of external distur-

bances and NDO.

Fig. 27 and 28 the control inputs and surge velocites of the three vessels are

presented.
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Figure 29: The estimated disturbances of situation 1.

Since the nonlinear disturbances of each ship can be estimated and com-

pensated for, the estimated perturbations (ŵ) of three ships converge towards

the real disorder (w) by depicted in Fig. 29. The effectiveness of the use of on-515

off barrier function for the designed function (26) (for example, the NDO of the
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2nd vessel) as can be seen in Fig. 30. The errors between estimated and actual

disturbances when applying the on-off barrier function (the red one) have had

shown a slight improvement.
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Figure 30: Comparison of NDO using signum function and on-off barrier function.

4.3.2. Situation 2520
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Figure 31: Connectivity maintenance of the three ships group for situation 2 in the presence of

external disturbances and NDO.
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Figure 32: Relative distances of the three agents in situation 2 with the presence of disturbances

and NDO.

In this situation, the connectivity maintenance and collision avoidance among

agents in the group are also maintained in the simulation as illustrated in

Fig. 32.
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Figure 33: Course angles of the three ships in situation 2 with the presence of disturbances and

NDO.

Rule 13 of COLREG - overtaking is obeyed as illustrated in Fig. 31 (at time
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instance k = 101, ship 1 in red, overtakes on the left side of the two ships).525

Moreover, rule 15 - crossing, is also complied when the obstacle ship keeps

its direction and ship 1 turns starboard for collision avoidance as can be seen

(k = 486) in Fig. 31. This can also be seen in Fig. 33, the course angle of ship

1 (red) which increases at k = 486 while course angles of ship 1 (green) and 3

(blue) are not changing since the mobile obstacle has passed by the time they530

enter this area.
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ŵu2
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Figure 34: The estimated external disturbances of situation 2.

Similar to situation 1 in this scenario, good results are obtained because

NDO provides an estimate that rapidly converges towards the real distur-

bances depicted in Fig. 34. This allows the ships’ trajectories in the presence

of external disturbances (Fig. 31) to behave like the trajectories in the absence535

of disturbances (Fig. 19).

Note that in Fig. 13, 19, 24 and 31, we also illustrate the repulsive and at-

tractive potentials projected in 2D (the repulsive potentials appear around the

forbidden region preventing the ship’s collison with the fixed and moving ob-

stacles and the attractive potential is represented by circles around the destina-540

tion harbor).

Computation time of the optimization problem, trajectory length and num-

ber of simulations to arrive at the destination are delineated in Table 2 and 3.

43



Table 2: Performance criteria for the motion planning algorithm of situation 1 for Scenario 2 and 3.

Situation 1 Scenario 2 Scenario 3

Prediction horizon [s] 6 6

Number of simulations 650 650

CPU time [s]/step 0.0039 0.0039

Length of trajectory [m] 505.2 503.4

Table 3: Performance criteria for the motion planning algorithm of situation 2 for Scenario 2 and 3.

Situation 2 Scenario 2 Scenario 3

Prediction horizon [s] 6 6

Number of simulations 1050 1050

CPU time [s]/step 0.0103 0.0103

Length of trajectory [m] 847.6 858.5

4.3.3. Situation 3

In this situation, a group of 4 ships which need to maintain connectivity545

and avoid collision are considered. The parameters of ship 4 are similar to

those of ship 2 and 3 (surge/sway velocity, actuation force, yaw moment). The

effectiveness of the proposed method is illustrated in Fig. 35. At time instance

k = 111, ship 1 (in red) starts overtaking on the port side of the ships 2, 4 (in

yellow) and 3 until time instance k = 221. At time instance k = 380, ship 1 and550

the mobile obstacle make a right turn to ensure rule 14 (head-on situation) of

COLREGS. Moreover, the communication range and the safe distances among

the 4 ships are also guaranteed as can be seen in Fig. 36.
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Figure 35: Connectivity maintenance of the four ships group for situation 3 in the presence of

disturbances and NDO.
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Figure 36: Relative distances of the 4 ships in the group.

It’s worth noting that, in this situation, the strength and effect range param-

eters for the 4th fixed obstacle are descreased. Therefore, the four ships do not555

meander too far away from the given path when they approach the 4th fixed

obstacle with respect to situation 1 of Scenario 2 (Fig. 13) and situation 1 of

Scenario 3 (Fig. 24). As we can see at time instance k = 380, the 4th ship stays

on the desired path, while the rest of the ships cannot stay on this path since
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they must keep a safe distance with ship 4 and with each other.560

5. DISCUSSIONS AND CONCLUSIONS

An NDO-based distributed NMPC scheme has been developed for motion

planning problem with connectivity maintenance and collision avoidance for

multi-surface vehicles. The classical non-convex constraints from this problem

were penalized in the cost function through appropriate potential field con-565

structions. NDO can estimate the external disturbance and compensate for

their impact via feedback control.

Although simulation results prove excellent performance of the algorithm

as well as give insights for real implementation, there are still some limitations

that will be considered in the future work. On one hand, instead of assuming570

a fixed slope parameter β, we may obtain it through an estimation/fitting pro-

cedure which maximizes the appearance of the obstacles in the agent’s view

range, i.e., a collision risk may be alerted earlier. The Newton-Raphson [53, 54]

and Gradient Descent [55, 56] method as well as its variants such as Batch Gra-

dient Descent and Stochastic Gradient Descent can be employed to estimate this575

parameter. On the other hand, one of the most challenging perspectives is to

guarantee asymptotic stability of the potential field-based MPC scheme by us-

ing the predicted input trajectory along the prediction horizon. Without doubt,

this is not a trivial problem to deal with since MAS have to leave their predicted

paths due to repulsive forces coming from the forbidden areas. Some well-580

known approaches from the literature are promising. Stability can be ensured

for finite-horizon problems by suitably choosing a weighting matrix for termi-

nal cost and an attractive terminal region [57, 58]. Alternatively, closed-loop

stability can also be achieved for relatively long horizons without the need to

use a terminal cost or a terminal constraint [59, 60]. Stability is guaranteed by585

tuning the weighting matrices of the cost function.
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Appendix A

COLREGS-rules used in the paper:

• Rule 8 - Action to avoid collision: avoidance action must be applied

timely, before other vessel approaches. Any alterations of course and/or590

speed must be large enough to clear the approaching vessels.

• Rule 13 - Overtaking: The overtaking vessel can pass on either side and

must keep out of the way of the vessel being overtaken. The vessel being

overtaken must hold the course and speed until other vessel is past and

well clear.595

• Rule 14 - Head on situation: when two power-driven vessels are meeting

on nearly reciprocal courses so as to involve risk of collision, then alter

course to starboard so that each pass on the port side of each other.

• Rule 15 - Crossing situation: when two power-driven vessels are crossing

so as to involve risk of collision, the vessel which has the other on her600

own starboard side shall keep out of the way.

• Rule 16 - Actions by give-way vessel: take early and substantial action to

keep well clear.

Appendix B - Sketch of the proof for Proposition 1.

Assume that the operating space of the ith agent is the total potential field

that is denoted by W(·) : Rn → R≥0, the potential field which is the summa-

tion of repulsive and attractive potential fields and is given as:

W(pi) =
Ncell

∑
`=1

Sfix
` (γ`(pi)) + Ξ(pi), (39)

where Ξ(pi) : Rn → R≥0 is attractive potential and Sfix
` (γ`(pi)) is the repulsive

potential (as presented in (7)) with respect to the `th obstacle, ` = 1, . . . , Ncell.
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Therefore, eq. (39) can be detailed as follows:

W(pi) =
Ncell

∑
`=1

c1`

(c2` + γ`(pi))2 + ‖pi − pi,re f ‖2
Qi

. (40)

The simplest control action, Zi(pi) ∈ Rn, is given by the descent gradient

method were the input is equated with the steepest gradient, as presented in

[61]:

Zi(pi) = −∇W(pi) = −
Ncell

∑
`=1

[
c1`

(c2`+γ`(pi))3

]
∇

Ncell

∑
`=1

γ`(pi)− 2Qi(pi − pi,re f )∇pi.

(41)

Local minima will happen when there is a poor choice of the parameters of the

repulsive and attractive potentials making these potential components cancel

each other. This means that (41) is equal to zero, i.e.,

−
Ncell

∑
`=1

[
c1`

(c2`+γ`(pi))3

]
∇

Ncell

∑
`=1

γ`(pi) = 2Qi(pi − pi,re f )∇pi. (42)

Considering the on-off repulsive potential field10 proposed in eq. (8), we can

write the total potential as:

W(pi) =
Ncell

∑
`=1

Fi,`(∆ps
i,`, Di,`

s )
c1`

(c2` + γ`(pi))2 + ‖pi − pi,re f ‖2
Qi

, (43)

with Fi,`(·) as in eq. (9).

Next, applying the descent gradient method we calculate the simplest control

action given by the steepest gradient of the total potential in eq. (43):

Zi(pi) = −∇W(pi) = −
[
−

Ncell

∑
`=1
∇Fi,`(∆ps

i,`, Di,`
s )

c1`

(c2` + γ`(pi))2

+
Nobs

∑
`=1

Fi,`(∆ps
i,`, Di,`

s )
c1`

(c2` + γ`(pi))3∇
Ncell

∑
`=1

γ`(pi)− 2Qi(pi − pi,re f )∇pi

]
,

(44)

10It is worth noting that all the parameters (c1`, c2` and Qi) of the total potential field have iden-

tical values.
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where (44) will become (41) (i.e., local minima) if and only if
Ncell
∑
`=1

Fi,`(·) = 1605

and
Ncell
∑
`=1
∇Fi,`(·) = 0, i.e., the entire total static repulsive potential must be in

the interior of the view range of ith agent (i.e., all static repulsive fields must

be activated). The chances of this happening are much reduced since the view

range of the agent is significantly smaller than the size of the workspace under

consideration.610

Therefore, (44) always differs from (41) as long as the agent moves (i.e., the

local minima area always moves), in other words, the proposed method can

better deal with local minima in comparison to the classical approach.
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tions in an MPC framework: application for safe navigation in a variable

coastal environment, The 6th IFAC Conference on Nonlinear Model Pre-

dictive Control (NMPC’18) 343–348.740

[39] T. I. Fossen, Marine control systems: guidance, navigation and control of

ships, rigs and underwater vehicles, Marine Cybernetics, 2002.

[40] B.-O. H. Eriksen, M. Breivik, E. F. Wilthil, A. L. Flåten, E. F. Brekke, The
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