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Abstract. Trust is an attitudinal construct that can be sensitive to prior 

experience, gender, and age. In our study, we explored how trust in a banking 

chatbot might be shaped by these user characteristics. Statistical analysis of 251 

participants, who interacted with one of six chatbots defined by humanlikeness 

(high/low) and conversational performance (no breakdown, breakdown with 

repaired, breakdown without repair), showed that the user characteristics of 

gender and age did not significantly impact trust, but prior experience did. Trust 

resilience was found across the gender and age groups. The effect of users’ prior 

experience on their trust in a chatbot which they have never used holds 

implications for research and practice. Future studies on the effect of cultural 

context, longer interaction episodes, and more diverse application contexts on 

trust in chatbots are recommended. 

Keywords: Chatbot, Artificial Intelligence (AI), Trust, Age, Gender, Prior 

experience, Breakdown, Repair 

1 Introduction 

Chatbots, text-based conversational agents powered by artificial intelligence (AI), are 

gaining inroads in an ever-expanding scope of sectors. People from all walks of life 

with different demographic backgrounds interact with chatbots, albeit to different 

extents, for banking, shopping, healthcare consultancy, and other online services [12]. 

Despite the increasing sophistication of the technologies underpinning the design and 

development of chatbots, including natural language processing, machine learning 

algorithms, human-robot interaction, and speech emotion recognition [30], 

communication breakdowns with chatbots still happen frequently [3].  Some attempts 

to repair breakdowns succeed, for instance, by asking users to rephrase requests so that 

their intents can better be identified, but some fail. Such failure to repair leads to 

frustration and confusion in users, whose trust in the chatbot of interest can be so 

severely undermined that they reject the chatbot altogether.  
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Two significant factors influencing trust in chatbots are humanlikeness and 

conversational performance. While several empirical studies have recently been 

conducted to investigate how trust could vary with these two factors (Section 2.2 and 

Section 2.3), other non-technological factors have captured less research effort. 

Impressions formed in previous interactions with fellow humans, products, and 

services, be they technology-based or not, can shape people’s attitudes and behaviours 

in subsequent encounters with entities having some similar traits. This phenomenon, 

from the psychological research perspective, is generally referred to as cognitive bias 

[13]. Specifically, positive and negative transfer of opinions and perceptions built upon 

experiences in previous events to a current one can be known as halo effect and horn 

effect, respectively [34, 39]. In the field of Human-Computer Interaction (HCI), the 

halo effect of beauty to usability in different products was systematically studied and 

confirmed (e.g. [20]).  However, to the best of our knowledge, little research on the 

halo (or horn) effect of trust across computing products/services has been conducted. 

 Apart from prior interaction experience, demographic variables, especially gender 

and age, can play a significant role in influencing the level of trust in people as well as 

technology.  For instance, based on some neuropsychological and behavioural data, it 

was found that male trusted interaction objects (human or nonhuman entity) more than 

female who were more risk aversive, as observed in the context of trust-sensitive games 

(e.g., [6, 45]).  This corroborates the arguments pertinent to gender difference in 

predisposition to trust [47]. Specifically, based on their analysis of the neuroimaging 

data on eleven heterosexual dyads playing a multi-round binary trust game, Wu and 

colleagues [45] found that men trusted their partner more than women, that the payoff 

level moderated the effect of gender on trust, and that women were more sensitive to 

social risk while trusting. Furthermore, in understanding the motivation underlying 

behaviours in an investment game exhibited by the two genders, Buchan and colleagues 

[6] found that men trusted interacting entities more than women; men than women 

emphasized more the relationship between expected return and trusting behaviour; 

women felt more obligated both to trust and reciprocate. 

In addition, Haselhuhn and colleagues [19] had intriguing findings on gender 

difference in trust dynamics. The authors reported that following a trust violation, 

women were both less likely to lose trust and more likely to restore trust in a 

transgressor than men. Toader and colleagues [44] examined the impact of chatbot error 

on trust with gender as a moderating factor, which was manipulated in terms of avatar’s 

gender but not user’s gender. They found that the chatbot with a female avatar was 

much more forgiven when committing errors compared to one with a male avatar. In 

contrast, two other studies did not find any gender differences in trust in functional 

chatbots, one for online shopping [23] and the other for student support [33]. 

The effect of users’ age on their attitudes towards chatbots has been examined in a 

small number of studies. Terblanche and Kidd [43], based on the adapted Technology 

Acceptance Model (TAM) questionnaire, found that age did not play a significant role 

in determining the level of perceived risk for deploying non-directive reflective 

coaching chatbot. They further reported that older adults’ intention to use the chatbot 

was influenced by the effort expected to invest in using it whereas younger adults 

valued more the usefulness and level of enjoyment of the chatbot. Goot and Pilgrim 
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[15], based on the intriguing socioemotional selectivity theory, conducted interviews 

with older adults and younger ones on attitudes towards customer service chatbots. 

They found that the motivation for the chatbot use was contrasting. While older adults 

would appreciate chatbots with “human touch”, their younger counterparts intended to 

use chatbots that enable them to avoid human contact.  

Based on the literature reviewed, we were motivated to explore the following 

research question as part of a larger empirical study investigating the issue of trust in 

customer service chatbots [26]: 

What is the respective effect of (a) prior experience, (b) gender, (c) age on the 

perceived trust and interaction qualities of the chatbots characterised by 

humanlikeness and conversational performance? 

2 Related Work and Hypotheses 

In this section, we first present an overview on the work related to the design and 

development of chatbots, especially on the two attributes – Humanlikeness and 

Conversational Performance. Note that the effects of these two attributes on the 

fluctuation of trust levels are published in a conference paper [26].  Nonetheless, it is 

necessary to present the relevant descriptions in this paper to contextualise the analyses 

to be reported subsequently. It is also important to point out that the data and results 

included here are not covered in [26] where the analysis results on demographic 

variables are not reported to keep it more focused. Towards the end of this section, we 

delineate the three main hypotheses of our study.  

2.1 Trust in Chatbots 

Trust is typically understood as the willingness of a trustor to “accept vulnerability 

based on positive expectations of the intentions or behaviour of the other” [37]. Several 

models of trust in technology exist (e.g. [8, 18, 25, 28, 29]). They typically consider 

trust as determined by a set of underlying factors representing beliefs about the 

trustworthiness of the trustee. In a review of trust-building factors in embodied 

conversational agents, [36] identified social intelligence, communication style, 

performance and humanlikeness as among the factors impacting agent trustworthiness. 

[22] also found that chatbot humanlikeness leads to increased trust and adoption, 

contributing to customer loyalty. Research on cognitive agents and social robots has 

studied how humanlikeness may lead to ‘trust resilience’, that is, upkeep of trust in spite 

of undesirable system outcomes [9].  Similarly, [17] found that humanlike design cues 

conveyed by social robots can strengthen user trust and positively impact user 

preference regardless of operation failure. Nonetheless, findings on the relative effects 

of humanlikeness and conversational performance on trust in chatbots remain 

inconsistent (e.g., [31, 46]). 
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2.2 Humanlikeness of Chatbots 

Many AI-powered systems are designed to mimic human behaviour, verbal as well as 

non-verbal. The extent to which a chatbot is perceived to be humanlike shapes the user 

experience [21], intention to use [42], and goal attainment that the chatbot is aimed to 

enable [4]. The phenomena of the Turing test [27] and uncanny valley effect [7] are 

associated with the humanlikeness of such AI-based conversational interactions. In fact, 

Rapp and colleagues, in their review of chatbot research [35], found that more than 

25% of the studies addressed the topic of humanness. Furthermore, several design 

features of chatbots have been found influencing the perceived level of humanlikeness 

(i.e., anthropomorphism), including conversational style [21], visual representation and 

initial self-presentation [2, 14], informal language [2], and features hinting at chatbot 

intelligence such as backchanneling [14] and conversational relevance [40].   

2.3 Conversational Performance of Chatbots 

In the context of customer service, we define ‘conversational performance’ as the 

chatbot’s ability to provide relevant and helpful responses to users’ requests. This 

interpretation is supported by certain industry reports. Accordingly, efficient and 

effective access to help can motivate users to engage with chatbots [10] whereas getting 

stuck in a conversation without progress or receiving irrelevant responses can 

undermine the chatbot use [12]. Despite the advances of machine learning methods, 

especially large language models deployed in GPT-3 and BERT, human-chatbot 

interactions involve breakdowns [12], which often occur even in human-human 

interactions [38]. Conversational breakdown in chatbots may happen when the chatbot 

fails to predict any user intent for the user request. It typically triggers a fallback 

response as a common attempt to conversational repair where the chatbot states that it 

has not understood and asks the user to rephrase [11, 16, 31]. 

2.4 Chatbots for Customer Service 

One of the rapidly growing application areas of chatbots is customer service [35]. The 

banking chatbot we created for our empirical study (Section 3) is a typical example. 

Basically, customer service chatbots are deployed to respond to frequently asked 

questions (FAQs) posed by customers [41] and integrated into customer websites as 

alternative text-based information source [1]. User interactions with customer service 

chatbots are generally short. Technically, chatbots can be rule-based or AI-based. The 

former relies on pre-defined decision trees whereas the latter utilises statistical data-

driven methods to infer user intents based on prediction models. Specifically, a user 

enters a request in a chatbot in free text from which an intent is predicted [21]. The 

chatbot responds according to the intent inferred by conveying to the user one or more 

messages that may meet the request. The user may refine the chatbot’s response through 

selecting one of answer options, presented as buttons or menu items. The content and 

prediction models of customer service chatbots can be complex, especially when the 

scope of user intents is diverse [48].  
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2.5 Research Hypotheses 

In this subsection, first we reiterate the three key insights discussed in Introduction, 

corresponding to the three parts of the main research question:  

(a) The halo and horn effects have not been applied to analyse the phenomenon of 

people’s trust in chatbots. 

(b) Results of some studies of trust in interpersonal relationships and technologies, 

including chatbots, suggest that some gender-specific patterns could be 

observed. In general, male tend to trust interacting objects, be they animate or 

inanimate, more than their female. 

(c) There seem age-dependent factors influencing people’s trust in chatbots with 

older adults relying more on the perceived humanness of chatbots.  

However, as the number of the related studies is limited, the observed patterns and 

factors remain inconclusive and more empirical research is required.  

We integrate the insights to formulate the following null hypotheses (H), indicating 

the non-conclusive directions as derived from our analysis of the related work.  

Hypothesis 1: There are no significant differences between users with different prior 

chatbot experience in their overall trust in the banking chatbots 

characterised by specific levels of humanlikeness and conversational 

performance. 

Hypothesis 2: There are no significant differences between male and female in their 

overall trust in the banking chatbots characterised by specific levels of 

humanlikeness and conversational performance. 

Hypothesis 3: There are no significant differences between younger and older users in 

their overall trust in the banking chatbots characterised by specific levels 

of humanlikeness and conversational performance. 

3 Methods 

Our empirical study employed a 2x3 factorial design with Humanlikeness (yes / no) 

and Conversational Performance (no breakdown, breakdown with repair, breakdown 

without repair) as IVs. This resulted in six groups of participants of which two did not 

experience breakdown (Table 1). We go into details on the operationalization of each 

IV level below.  

Table 1: Six variants of chatbots tested with six groups of participants 

 No Breakdown Breakdown with 

Repair 

Breakdown without 

Repair 

Humanlikeness: Yes Group 1 Group 2 Group 3 

Humanlikeness: No Group 4 Group 5 Group 6 
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3.1 Instrument – Customer Service Chatbot Variants 

For our study, we developed a customer service chatbot representing a fictitious bank 

called “Boost Bank”, using a dedicated platform for virtual agents [26] where user 

messages are processed by an AI-powered intent prediction model. The chatbot was 

modified into six variants characterised by the combination of two attributes. Each 

version of the chatbot deployed an equal number of open-ended as well as button-based 

answer options for the participants.  

Conversational performance was operationalized in terms of the presence (or 

absence) of breakdown and repair for one of the three tasks as shown in Fig.1. 

Breakdown and repair followed the ‘repeat’ pattern of [3] where breakdown involved 

the chatbot failing to understand the user request and asking the user to reformulate, 

and repair involved the chatbot understanding the users’ reformulated request and 

providing a relevant response. Each version was evaluated by different groups of 

participants. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Humanlikeness was operationalized in terms of cues in chatbot appearance and 

conversational style (Fig. 2).  Specifically, the humanlike chatbot, in contrast to the 

non-humanlike chatbot, had a humanlike avatar image [14], presented itself with a 

human name [2, 14], and an informal conversational style [2], including greetings and 

pleasantries. as well as first and second person pronouns. 

 

Fig 1. The instruction page of the chatbot 
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Fig. 2. Chatbot humanlikeness implementation with different greeting styles.  

Upper (abstract icon, impersonal style; Humanlikeness - No);  

Lower (avatar with name, personal conversational style; Humanlikeness - Yes).  

HYBN = Humanlikeness No Breakdown No; HYBN = Humanlikeness Yes Breakdown No 

3.2 Measurement: Post-intervention Questionnaire  

After completing the tasks with the chatbot, participants were asked to complete a 

questionnaire with four parts: Part 1 on measuring trust in the chatbots, overall as well 

as task-specific; Part 2 on qualitative feedback on trust in the chatbots; Part 3 on 

reliability, anthropomorphism, and social presence; Part 4 on demographics and prior 

chatbot experience.  Each item, where applicable, is measured with a 7-point Likert 

scale with 1 (Strongly disagree) and 7 (Strongly agreed). Table 2 shows the items that 

are relevant to this paper. 
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Table 2: Post-intervention questionnaire items 

Variable Items Source 

Overall Trust 

(OT) 

OT1: When in need of customer service, I feel I can depend 

on the chatbot 

OT2: I can always rely on the chatbot to provide good 

customer service 

OT3: I feel I can count on the chatbot for my customer 

service needs 

[25] 

Task-specific 

Trust  

TT1, TT2, TT3 

Considering the chatbot's answer on [Task 1/2/3], I feel I can 

depend on it. 

I can rely on the support provided by the chatbot on [Task 

1/2/3]. 

I feel I can count on the chatbot for questions on [Task 1/2/3] 

Home-

grown 

Prior Chatbot 

Experience 

Prior Use Preference (PF) 

PF1: I frequently use chatbots for customer service 

PF2: I use chatbots for customer service when this is 

provided as a service alternative 

PF3: I have used chatbots for customer service for a long 

time 

Prior Chatbot Satisfaction (SAT)  

SAT1: Chatbots for customer service typically provide good 

help 

SAT2: In general, chatbots for customer service are an 

efficient way to get support 

SAT3: I usually find chatbots for customer service pleasant 

to use. 

Prior Use Frequency (FQ) 

Five options:  

• More than 10 times 

• 5-10 times 

• 3-4 times 

• 1-2 times  

• Never 

Home-

grown 

Demographic Gender (female, male, prefer not to say) 

Age (free text) 

Country of residence (free text) 

Education (three options) 

Home-

grown 

3.3 Participants 

Altogether 251 participants were recruited via the crowdsourcing platform Prolific. 

Among them, 178 were female, 69 male and 4 preferred not to say. For country of 

residence, the distribution was: 128 UK, 106 US, 5 Canada, 5 Ireland, 4 South Africa, 

and 1 from Australia, Hungary, and Mexico each. Most of the participants (n=226) had 

higher education level and the rest had high school level. The average age was 35.7 

years old (SD=12.1, range: 18-68). The majority (n=112) of participants were under 30 

years old (Table 3).  
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Table 3: Distribution of participant ages 

Age Range 18-20 21-30 31-40 41-50 51-60 61-68 

Frequency 17 95 72 34 23 10 

Each participant was randomly assigned to one of the six groups and given a unique 

code to log into the website where they carried out the tasks with the chatbot (Fig. 1). 

On the cover page, participants were informed about the study’s tasks, that data 

collection was fully anonymous, that data would be used for research purposes, and that 

they would agree to participate and enter the study by clicking the ‘next’ button. On 

average, they spent 5.8 mins (SD =4.0, range: 2.8-23.9) in completing the three tasks. 

4 Results 

In this section, we present our empirical findings in the order of the three hypotheses 

(Section 2.5), which correspond to the three parts of the main research question: effects 

of Prior Experience first, then those of Gender, and end with effects of Age.  

4.1 Effects of Humanlikeness and Conversational Performance on 

Trust: A Synopsis 

As mentioned earlier, results on the effects of the two factors – humanlikeness and 

conversational performance – on trust are published elsewhere [26]. Nonetheless, when 

presenting and discussing the effects of prior experience, gender, and age on trust, it is 

relevant to contextualise them with reference to these factors.  

Results of between-group analysis showed that for the task with seeded breakdowns 

there were significant differences in trust across the six groups with the lowest ratings 

for the two groups experiencing breakdowns without repair, and that humanlikeness 

did not impact the extent to which the trust level changed. Results of within-group 

analysis showed significant differences in trust across the three tasks (Fig. 1). These 

observations challenge the effect of humanlikeness on trust while supporting the notion 

of trust resilience as the participants did not spill the impaired trust over the subsequent 

task (for details see [26]). 

4.2 Effect of Prior Experience on Trust (Hypothesis 1) 

The participants' prior experience with chatbots was measured through three variables: 

Prior Use Preference, Prior Use Frequency, and Prior Chatbot Satisfaction (Table 2). 

The variables were measured with 7-point Likert scales. To investigate the effect of 

these variables on the participants' trust, it was beneficial to conceptualise these as 

different grouping variables rather than scales. We applied the same analysis approach 

for the effect of Gender and Age (Section 4.3 and Section 4.4). To this end, we 

regrouped participants into three ranges for each of these variables: Low, Middle, and 

High. The ranges were based on the 33rd and 66th percentiles of the ratings (see Tables 

4-6 for details).  
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Specifically, 3*2*3 ANOVAs ([Prior variables]*Humanlikeness*Conversational 

Performance) were performed, where [Prior variables] include Prior Use Preference, 

Prior Use Frequency or Prior Chatbot Satisfaction (Table 2). The DV was Overall 

Trust. 

Results showed that Prior Use Preference significantly impacted the participants’ 

Overall Trust (F(2,233) = 21.920, p <.001, ƞ2=.158). However, no significant interaction 

effects were observed. Means and standard deviations for Overall Trust across the three 

ranges of participants’ ratings for Prior Use Preference are shown in Table 4. 

Table 4: Mean (SD) of Overall Trust across the three rating ranges of Prior Use Preference 

Group Range n Overall Trust 

Low  1.00-3.67 91 3.71 (.16) 

Middle 3.68-5.33 74 4.08 (.17) 

High 5.34-7.00 86 5.13 (.14) 

 

Furthermore, results showed that Prior Use Frequency did not have any significant 

impact on the participants’ Overall Trust (F(2,233) = 1.917, p =.149, ƞ2=.016). No 

significant interaction effects were observed here either. Means and standard deviations 

for the Overall Trust across the three ranges of participant’s ratings for Prior Use 

Frequency are presented in Table 5. 

Table 5: Mean (SD) of Overall Trust across the three rating ranges of Prior Use Frequency 

Group Range n Overall Trust 

Low <5 times 64 3.95 (0.19) 

Middle 5-10 times 90 4.44 (0.16) 

High >10 times 97 4.44 (0.16) 

 

Finally, results showed that Prior Chatbot Satisfaction significantly impacted the 

participants’ levels of Overall Trust (F(2,233) = 65.456, p <.001, ƞ2 =.360). No significant 

interaction effects were observed. Means and standard deviations for Overall Trust 

across the three ranges of participants’ ratings for Prior Chatbot Satisfaction are 

presented in Table 6. 

Table 6: Mean (SD) of Overall Trust across the three rating ranges of Prior Chatbot Satisfaction 

Group Range n Overall Trust 

Low   1.00 -3.67 91 3.28 (0.14) 

Middle 3.68 -5.33 74 4.32 (0.13) 

High 5.34 -7,00 86 5.41 (0.14) 

 

To further investigate why out of the three measures on prior experience only Prior 

Use Frequency did not have a significant impact on Overall Trust, bivariate Spearman 

correlations among the three components, factored by gender and age, were computed. 

Some intriguing findings were obtained.   
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Significant positive correlations between Prior Use Preference and Prior Chatbot 

Satisfaction were found, irrespective of gender or age groups (Table 7).  In other words, 

the results suggested that participants who tended to choose to use customer service 

chatbots when available, were satisfied with the experience. At the same time, a 

significant negative correlation was found between Prior Chatbot Satisfaction and 

Prior Use Frequency, i.e., the more participants used such chatbots the less satisfied 

they became. Interestingly, for male participants this correlation was not significant; 

nor was it significant for the younger or middle age group (Table 7). 

Table 7: Bivariate correlations among the three components of prior experience: Prior Chatbot 

Satisfaction (Satisfaction), Prior Use Preference (Preference) and Prior Use Frequency 

(Frequency) by Gender and Age groups. 

 All Female Male Younger Middle Older 

 N = 251 N=178 N=69 N=112 N=72 N=67 

Satisfaction vs. 

Preference 

0.64 

p<.001 

0.640 

p<.001 

0.624 

p<.001 

0.677 

p<.001 

0.607 

p<.001 

0.611 

p<.001 

Satisfaction vs. 

Frequency 

-0.195 

p=.002 

-0.230 

p=.002 

-0.083 

p=.496 

-0.168 

p=.076 

-0.210 

p=.076 

-0.251 

p=.041 

4.3 Effect of Gender on Perceived Trust (Hypothesis 2) 

To analyse the main effect of Gender (female, male - participants who reported "prefer 

not to say" were excluded for this analysis) and its interaction effects with 

Humanlikeness (no, yes) and Conversational Performance (no breakdown, breakdown 

with repair, breakdown without repair) of the chatbots, a 2*2*3 ANOVA was 

performed with Overall Trust as DV.   

Results showed that the main effects of the three IVs were not significant for Overall 

Trust. The interaction effects were also non-significant.  

Concerning the notion of gender-related “trust dynamics” or “trust resilience” 

(Section 1 and 2), we examined how the level of trust varied with the tasks and gender.  

When breakdown occurred, the impact on the task-specific trust (i.e., TT2; Trust in 

Task 2) was obvious (Table 8). Interestingly, while there were obvious drops in TT2, 

the level of trust bounced back for TT3 for both genders, albeit to a slightly larger extent 

for male. We performed 2*2*3 ANOVAs on TT1-TT2 (i.e., trust difference between 

Task 1 and Task 2) and TT2-TT3 (i.e. trust difference between Task 2 and Task 3).  The 

main effect of Conversational Performance was significant, but non-significant for 

Humanlikeness or Gender.  None of the interaction effects were significant. This 

suggested both female and male demonstrated trust resilience.  
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Table 8; Mean Task-specific Trust (TT) per task for two genders under different conditions 

 Female 

 Humanlike Non-humanlike 

Conversational Performance TT1 TT2 TT3 TT1 TT2 TT3 

No Breakdown 6.01 5.77 5.74 5.15 4.91 5.35 

Breakdown with Repair 5.27 4.76 5.31 5.37 4.66 5.32 

Breakdown without Repair 6.08 1.45 5.22 5.06 1.1 4.94 

 Male 

 Humanlike Non-humanlike 

Conversational Performance TT1 TT2 TT3 TT1 TT2 TT3 

No Breakdown 5.86 5.05 5 5.4 4.53 5.2 

Breakdown with Repair 5.69 5.21 5.59 5.21 4.31 0.31 

Breakdown without Repair 5.5 1.38 5.07 5.52 2.09 5.45 

4.4 Effect of Age on Perceived Trust (Hypothesis 3) 

As indicated in Table 3, the distribution of ages was skewed towards the younger ones. 

To address this issue, we regrouped participants into three age brackets: Younger (18-

30 years old, n = 112), Middle (31-40 years old, n =72), Older (41-68 years old, n = 

67).  Similar to the analysis on the effect of Gender (Section 4.3), a 3*2*3 ANOVA 

(Age*Humanlikeness *Conversational Performance) was performed with Overall 

Trust as a DV.  

Results showed that Age did not play any significant role in influencing Overall Trust 

(F(2,231) =.759, p =.469).  None of the interaction effects among the three IVs were 

significant. Regardless of age brackets, participants had lowest trust when they 

experienced breakdowns in both human-like and non-humanlike conditions.   

Table 9 illustrates the observation that the three age groups gave similar ratings for 

Overall Trust with the means leaning towards neutrality (i.e., 4 out of 7). We also 

applied the same analysis of trust dynamics to the three age groups (cf. Section 4.3 for 

Gender). Table 10 displays the descriptive statistics. Results of 3*3*2 ANOVAs 

showed that the only significant main effect was Conversational Performance.  

Table 9: Mean (SD) of the four variables across three age groups 

Group Range (years) N Overall Trust 

Younger  18 - 30 112 4.21 (1.61) 

Middle 31 - 40 72 4.39 (1.50) 

Older  41 - 68 67 4.41 (1.55) 
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Table 10: Mean Task-specific Trust (TT) per task for three age groups under different conditions 

of the chatbot Conversational Performance 

  Younger 

 Humanlike Non-humanlike 

Conversational Performance TT1 TT2 TT3 TT1 TT2 TT3 

No Breakdown 5.87 5.56 5.69 4.88 4.59 4.90 

Breakdown with Repair 5.15 4.75 5.32 5.20 3.8 4.98 

Breakdown without Repair 5.96 1.23 5.32 4.85 1.24 4.85 

  Middle 

 Humanlike Non-humanlike 

Conversational Performance TT1 TT2 TT3 TT1 TT2 TT3 

No Breakdown 6.03 5.93 5.73 5.34 4.79 5.49 

Breakdown with Repair 5.89 4.83 5.39 5.54 5.28 5.72 

Breakdown without Repair 6.00 1.17 5.64 5.25 1.52 5.00 

  Older 

 Humanlike Non-humanlike 

Conversational Performance TT1 TT2 TT3 TT1 TT2 TT3 

No Breakdown 6.13 5.47 5.33 5.83 5.13 5.5 

Breakdown with Repair 5.48 5.10 5.48 5.24 4.97 5.42 

Breakdown without Repair 5.42 1.97 4.57 5.49 1.23 5.44 

 

However, the three-way interaction effects (Age*Conversational Performance* 

Humanlikeness) for both TT1-TT2 (F(4,233) = 3.57, p = 0.008) and TT2-TT3 (F(4,233) = 

2.49, p =.044) trust differences were significant (Fig. 3a; Fig 3b). These suggested that 

the three age groups changed the level of trust from task to task significantly under 

different chatbot conditions. For instance, for the Middle age group, the TT2-TT3 value 

of 4.47 for the group ‘breakdown without repair and humanlike’ was higher than the 

corresponding values of 4.09 and 2.6 for the Younger and Older age groups. 
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Fig. 3 (a): Significant three-way interaction effects. The upper graph shows the trust difference 

between Task 1 and Task 2 (TT1-2-Diff) under the condition of Humanlikeness = No. The lower 

graph shows the trust difference between Task 1 and Task 2 (TT1-2 Diff) under the condition of 

Humanlikeness = Yes.  ConvPerGp = Conversational Performance (1 = No breakdown; 2 = 

Breakdown without repair; 3 = Breakdown with repair) 
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Fig. 3 (b): Significant three-way interaction effects. The upper graph shows the trust difference 

between Task 2 and Task 3 (TT2-3-Diff) under the condition of Humanlikeness = No. The lower 

graph shows the trust difference between Task 2 and Task 3 (TT2-3-Diff) under the condition of 

Humanlikeness = Yes.  ConvPerGp = Conversational Performance (1 = No breakdown; 2 = 

Breakdown without repair; 3 = Breakdown with repair) 
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5 Discussion 

Based on the analysis results, we can address the main research question of this work 

(Section 1). Of the three components of prior chatbot experience, both Prior Use 

Preference and Prior Chatbot Satisfaction had a significant effect on Overall Trust 

whereas Prior Use Frequency had no significant effect. Hence, we can only partially 

accept the null Hypothesis 1. Gender and Age did not have any significant effect on 

Overall Trust. Hence, we accept the two null Hypothesis 2 and Hypothesis 3. 

5.1 Hypothesis 1: Prior experience 

Concerning the effect of prior experience on trust in chatbots for customer service, we 

found that both Prior Use Preference and Prior Chatbot Satisfaction significantly 

impacted trust. There are some interesting things to note about these variables, 

however. The measures were taken after the participants had interacted with the 

chatbots of this study, in a post-intervention questionnaire. Note that it was a procedural 

arrangement rather than any intentional experimental manipulation. Nevertheless, it 

was plausible that the positive or negative user experience the participants had in this 

study influenced their recall of satisfaction with some other chatbots - mixing prior 

experiment experience with the actual experiment experience. 

Putting this in perspective, we can say that for chatbot users a halo or horn effect on 

trust (of positive / negative transfer) (Section 1) from previous chatbot experiences is 

detectable. This finding is of high interest to research as well as service providers, as it 

suggests the importance of being aware of the experience a participant or user brings 

with them into a research setting - or a real-world usage situation. If users with more 

positive prior experiences with chatbots are prone to have higher levels of trust in a 

chatbot with which they have not previously interacted, it is important to researchers to 

check for this user characteristic. Likewise, for service providers, it will be important 

to understand the experience users bring with them into their chatbot interactions: it 

allows explaining why some chatbots face a more sceptical use base than others and 

may help designing prompts or marketing strategies to address these earlier 

experiences. 

The implication is to identify means to assess prior experience from chatbot users 

and how to use such data once gathered. A design suggestion is to present a welcome 

message of the chatbot, asking a simple question: "Is this your first time talking with a 

chatbot?" which, depending on the response, can lead to a different sort of conversation, 

where there would be a set of predefined options to allow users to express their like or 

dislike in chatbots in general and train AI to recognise that. That way the bot could 

again tailor its responses to the user. 

5.2 Hypothesis 2: Gender 

Results of our study confirmed the findings of existing studies, albeit small in number, 

that no significant gender difference in trust in chatbots (e.g. [23, 44]) could be found. 

Nevertheless, more empirical research needs to be conducted to substantiate this 
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observation.  On the contrary, our findings could not confirm the previous work on 

gender difference in trust in the context of human-human interaction such as that female 

are more trust resilient than male (e.g. [6, 45, 47]; Section 1). This observation may 

challenge the prevailing assumption that models on human trust in AI-powered systems 

can (or even should) be grounded in their counterparts on interpersonal trust (e.g.  [18]). 

But anthropomorphising AI systems like chatbots does not necessarily imply that users 

interact in the same manner as they typically do with fellow humans. One implication 

is that we should adopt inductive approaches, integrating as well as extrapolating what 

is empirically observed to inform the development of an alternative model of trust in 

human-AI interaction.  

5.3 Hypothesis 3: Age 

Concerning the effect of Age on the level of trust in chatbots, our findings confirmed 

the work of [43] that age did not play a significant role in the form of any main effects. 

Nevertheless, the coaching chatbot examined in [43] did not impart any knowledge to 

users but rather gave them space to reflect through conversational stimulation whereas 

the chatbot used in this study was directive by conveying specific information requested 

to users. Clearly, more research on different types of chatbots is needed, especially 

given the observed interaction effects due to age differences. Furthermore, the analyses 

of [18, 43] on the different motivations underpinning younger and older adults for their 

acceptance and intention to use chatbots are intriguing.  While older adults may 

appreciate more emotional than practical value from chatbot interactions, which may 

be appreciated more by their young counterparts [18], it is critical that trustworthy AI-

powered chatbots can convey a strong sense of fairness, respect, and transparency to 

users, irrespective of their ages or gender. 

5.4 Limitations 

There are some limitations of our work. Trust is a culture-sensitive construct. People’s 

propensity to (dis)trust objects, human or non-human objects, can be shaped by the 

sociocultural environment where they grow up.  While potentially interesting to explore 

the effect of culture or social environment on trust, our data collection did not consider 

including this as demographic variables, given the concern that it would be difficult to 

get a balanced distribution of relevant subgroups with the sample size of 200-300.  This 

can be addressed in our future work. Another limitation is that the three tasks could be 

completed in a relatively short period of time, which is rather common in chatbot 

interaction (e.g., a comparable duration in [42]).  Nonetheless, the effect of gender, age 

and prior use experience on trust might be more detectable with longer interaction 

episodes. In the same vein, the application context and associated tasks, which are 

online banking services, can have a strong impact on trust. In our future work, we aim 

to explore other contexts such as healthcare and education. 
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6 Conclusion 

AI-powered systems like chatbots are increasingly prevalent in many sectors. It is 

critical to ensure the trustworthiness of the systems, which should be developed with 

effective algorithms and human-centred design approaches. Prospective users of a 

trustworthy system can only benefit if they accept and adopt the system. Hence, it is 

deemed important to examine systematically factors influencing trust in AI-powered 

systems. Trust is an attitudinal construct that can be sensitive to demographic variables 

such as gender, age, and prior experience interacting with similar entities, human as 

well as non-human. Based on the results of our empirical study on the effect of different 

characteristics of customer service chatbots, these demographic variables did not play 

any significant role in influencing trust in the chatbots.  This observation lent further 

evidence to the conclusion of some existing work while defying the others.  Overall, 

the landscape of trust in AI is evolving as well as diversifying.  To state the obvious: 

more research needs to be conducted to gain insights into the design of AI-powered 

systems that improve the quality of huma lives in a fair and safe manner. 
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