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Abstract—The electricity market is driven by complicated in-
teractions that are hard to model analytically. This is particularly
the case for the balancing market, where imbalances between
supply and demand after the day-ahead market clearance are
balanced. The balancing market bridges the gap between the day-
ahead market and the actual power system operations. Being able
to predict the necessary balancing volumes and prices some hours
in advance of the operational hour will allow power producers to
plan their production and trading in a more optimal way. There
exist large amounts of open data that could contain predictive
information about the balancing market, including day-ahead
market data and climatic data. However, the literature on
forecasting volume and prices in the balancing market is sparse
compared to the rich literature on forecasting for the day-ahead
market. Neural networks are powerful functional approximators
and well-suited to model the complex relationships in the power
market. It may also be used to study the predictability of the
balancing volumes and prices forward in time. In this paper,
we develop a model based on long short-term memory (LSTM)
recurrent neural networks to predict volumes and prices in the
Nordic balancing market based on public accessible data. Results
show that the LSTM model performs well when compared to
the two baselines selected. However, the performance is not
significantly better, which indicates that the market data does
not hold significant predictive information.

Index Terms—power generation planning, balancing market,
machine learning, recurrent neural networks, forecasting

I. INTRODUCTION

In a deregulated power market, a large part of the electricity
volumes to be produced are sold one day ahead in the day-
ahead market, commonly referred to as the spot market.
However, there are many factors that can change both the
realised consumption and production after the day-ahead mar-
ket has been settled. Origins of the changes can be related to
weather, day-ahead production volumes and prices, capacities
in the transmission grid, and human actors in the market.
This introduces the need for balancing services and markets.
For example, if the actual wind speed is less than forecasted
in a region with wind power generation, the resulting power

production will be smaller than planned for. Similarly, lower
temperatures will increase consumption for heating. To meet
their commitments in the day-ahead market and adjust their
position, the producers can either trade their imbalance through
bilateral agreements in the intraday market (such as SIDC1)
or settle them in the balancing power market [18].

The ability to predict the necessary balancing volumes some
hours ahead of the operational hour will allow for improved
production planning and support the strategic decisions of
whether to settle imbalances in one market or the other. The
producers have access to a vast array of data sources for this
planning. Some are public such as the available transfer ca-
pacity (set by the transmission system operator (TSO)), urgent
market messages (UMMs), some market data (e.g., ENTSO-
E Transparency Platform) and public weather forecasts. Ad-
ditional data sources are either proprietary to the specific
producers (plant details or internal water values), while others
can be acquired from vendors (specialised weather services,
consultancy supplied water values, or market predictions). In
addition to this, the TSO has access to proprietary data (grid
state, reserve availability) that can not be accessed by the
producers. See the IMPALA project for an application2

The complexity of the system and a relatively large amount
of historical data motivates a deep learning modelling ap-
proach. Neural networks are very powerful functional ap-
proximators that can be trained to generalise over complex
relationships in the data. The balancing volumes and prices
have a temporal dependency, and their values depend on
activity in the day-ahead market. Thus, we propose a model
structure of recurrent neural networks with multivariate time
series. This structure has been proven to perform well in
several time series prediction cases [12, 13].

1https://www.epexspot.com/
2https://www.statnett.no/contentassets/511d2161889b4ed9affdedd14aadabf8/

2019-impala.pdf
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We compare related works and highlight the need to explore
imbalance predictions using open data in Sec. II. In Sec. III, we
introduce the structure of the recurrent neural network model
(III-A) and baseline models and comparison metrics (III-B).
The results are presented and discussed in Sec. V and Sec. VI
concludes the paper.

II. RELATED WORKS AND OUR CONTRIBUTION

The literature on balancing volumes and imbalance prices
in the Norwegian and Nordic power markets is scarce [8, 10,
11, 18]. Klæboe et al. [10] found that coordinated bidding
between the day-ahead and balancing market is currently not
profitable, but it might become so with increased volumes
and imbalance price premiums, i.e., differences between day-
ahead price and imbalance price. However, their study focused
on imbalance prices and not on predicting balancing volumes
for production planning. Research on balancing volumes is
also scarce for regions outside Norway. Since the balancing
is strongly dependent on local conditions and definitions of
market zones, only the methods would be transferable, not the
results themselves.

For the day-ahead and intraday markets, the literature is
more abundant with individual studies [5, 6, 7, 11, 12] and
reviews of commonly used methods and benchmarks [13]. Kuo
and Huang [12] provide an example of deep learning for price
prediction in the North Eastern USA day-ahead market. The
results are extensively compared with other known methods,
including support vector machines, random forests, multi layer
perceptron, and pure convolutional neural networks (CNN) and
long short-term memory (LSTM) approaches. Kuo and Huang
[12] concludes that the combination of LSTM and CNN is
superior.

Klæboe et al. [11] covers both balancing volume and im-
balance price forecasting in the Norwegian balancing market,
but mainly focus on statistical time series-based forecasting
models, including autoregressive models, Markov models, and
arrival rate models for predicting the balancing state. The study
considered market data from 2010-2012, and conclude that
current design of the balancing market as a means to handle
unforeseen events leads to randomly distributed balancing
volumes and imbalance prices.

Salem et al. [17] and Bottieau et al. [3] also addresses
forecasting of both balancing volumes and imbalance price
premiums, but from the TSO’s perspective based on non-
public historical imbalance data. Salem et al. [17] successfully
apply a quantile regression forest (QRF) approach. This is
an ensemble learning method with the ability to generate
prediction intervals. The methodology was trained and eval-
uated on imbalance data from Norway for 2015-2016 using
two hours prediction horizon. Bottieau et al. [3] presents a
quantile regression tool producing a probabilistic prediction of
the future system imbalance. Furthermore, the tool quantifies
risks and optimises participation of a market player in the
imbalance market. The tool utilises an encoder-decoder neural
network approach and is trained on historic imbalances along
with historic production split on different sources. Recent
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Fig. 1. Illustration of the bidirectional LSTM model.

developments of the electricity market and the existing studies
[3, 12, 17] motivates our use of machine learning for forecast-
ing of balancing volumes and imbalance price premiums from
public data.

There are also commercial actors that have developed their
own methodology and are offering prediction tools and ser-
vices which are partly based on data-driven methods. One
such example is Optimeering [15] who offers operational
forecasting services for the power sector. For the regulation
market they offer a classification model predicting up or down
regulation for a few hours ahead. The public insight into these
commercial methodologies is limited.

To our knowledge, there are no published works applying
the concept of recurrent neural networks to the prediction of
volumes and prices in the balancing power markets in the
Nordics using public data. This is thus a novel contribution to
the field and differs from the approaches available so far. Based
on results by Bordvik [2] in his master’s thesis, we further
explore an LSTM model since it outperforms Multiple Linear
Regression, Support Vector Regression, Ridge Regression, and
XGBOOST (see Figure 5.8 in [2]).

III. METHODOLOGY

A. The LSTM model

We treat the problem of predicting balancing volumes
and prices given open market information as a supervised
regression problem. We consider a bidirectional LSTM model
for which the general architecture is presented in Fig. 1.

The model is given vectors Xt−N , ..., Xt with N lags for
one or several time series as input to bidirectional LSTM
layers. The last known value(s) for the time series is Xt for
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time step t. The bidirectional structure of the LSTM layers
means the model is trained to generalise past information from
one or several time series with N lags in both chronological
and reversed chronological order. For each time step, its
respective bidirectional LSTM layer connects to dense layers
with S neurons. These dense layers further connect to smaller
dense layers of S

5 neurons before they connect to the target
vectors Y . Note that for each time step, the corresponding
dense layers are not connected to the dense layers of other
time steps. We do not consider dropouts in part due to no
over-fitting issues. The target vectors Y are the continued time
series of volumes or prices for H future time steps for each
time step, so the model is trained on H × N target values.
The architecture allows for multiple output variables, but for
simplicity we consider one model for each output.

B. Baseline models and comparison metrics

We are not aware of any similar models in the literature that
can freely be used as a baseline model (see Sec. II). Hence we
compare to two simple baselines. The first baseline (Zero) is to
predict zero for all hours, which is close to the historic mean
value for both balancing volume and imbalance price premium
for all price zones. The second baseline (Last) is assuming
all next hours will have the same value as the last known
value. The models are compared with root mean squared error
(RMSE) per look-ahead hour for each price zone individually.

Bordvik [2] also explore other baselines, such as multiple
linear regression. However, it is found to perform similarly to
Last and is therefore omitted in this paper.

IV. TRAINING DATA AND SETUP

A. Market data

For the demonstration, we focus on the Nordic power
market and include the Norwegian price zones (NO1-5) plus
their bordering market zones (SE1-3, DK1, and FI) for which
regulation data is available at an hourly resolution from 2016
to 2023. We train and test the model on public historical data
from Nord Pool downloaded via the Nord Pool Market Data
API3.

We train models with two different targets: Balancing
volume and imbalance price premium. For balancing volume,
we generate the target by summing the two time series for
‘OrdinaryUpVolume’ and ‘OrdinaryDownVolume’ from the
Nord Pool API for every hour. For the few (< 0.02%) missing
values of balancing volume in the training and test data,
we forward fill the last known value. For imbalance price,
we generate the target as the difference between the time
series for ‘ConsumptionImbalancePrice’4 and ‘AreaPrice’, ef-
fectively producing the imbalance price premium. All training
data is scaled using MinMaxScalar from scikit-learn [16].

We train univariate LSTM models for each prize zone and
for each of the two targets. Additionally, we train multivariate

3https://marketdata.nordpoolgroup.com/
4The price for balancing in the dominating direction for each hour (either

‘RegulatingUpPrices’ or ‘RegulatingDownPrices’).

LSTM models for each zone and target including the following
market feature time series as additional input:

• RegBidUp: The hourly volume of up regulating bids for
the same zone (‘TotalUpVolume’)

• RegBidDown: The hourly volume of down regulating bids
for the same zone (‘TotalDownVolume’)

• Cons: Settled consumption for the same zone (‘TotalCon-
sumption’)

• Prod: Settled power production for the same zone (‘To-
talProduction’)

• DA price: Day ahead clearing price for the same zone
(‘AreaPrices’)

• Wind: The sum of settled wind production for all zones
(‘WindPower’)

B. Training

The model is trained on data from January 2016 to Decem-
ber 2021 (last 20% used for validation during training). The
model is tested and evaluated on unseen data from January
2022 to December 2022. Although the model always produces
H ×N = 100 predictions when provided input data, we only
evaluate the last H = 10 predictions as these predictions
would be the ones used in practice. After imputation, the
training and validation data consist of 52 590 hours of data
and the test data of 8 751 hours.

The general neural network model is implemented in Python
3.9.7 using Keras 2.4.3 [4] and TensorFlow 2.4.1 [1]. The
model is trained with mean squared error as the loss function
using the Adam optimizer [9] with a learning rate of 0.005.
Each neural network is trained for 100 epochs. We reduce
the learning rate if the validation loss does not improve after
3 consecutive epochs. We train in batches of 5 samples per
iteration, which yields 842 iterations per epoch. We have
experimented with various hyperparameters and train models
consisting of N = 10 recurrent lags, S = 300 neurons in the
first dense layer, and H = 10 future time steps. The training
and validation losses are visually inspected for convergence
and overfitting5.

V. RESULTS AND DISCUSSION

A. Comparing with additional features

Fig. 2 shows the distribution of the non-normalised RMSE
for each additional feature, look-ahead hour, and each target.
The univariate LSTM (None) generally outperforms all the
multivariate LSTMs for the first look-ahead hour for both
targets. However, for future look-ahead hours, Wind, Cons, and
Prod provide minor improvements to the quality of the forecast
for the imbalance premium target. The worst performing
LSTMs for both targets are the models including day-ahead
price as an additional feature. This could be due to day-ahead
prices having a historic evolution that is significantly different
from the two targets, which adds significant noise.

5When trained on a machine with 2x Xeon Gold 6126 (12 Cores, 2.4 GHz,
HT) CPUs and 512 Gb RAM memory, each training takes approximately 20
s per epoch. Computation time for all epochs, targets, zones, and features is
approximately 20× 100× 2× 10× 7 = 280 000 s (78 hours).
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Fig. 2. Box plot of root mean squared errors (RMSE) on the test data for each feature, look-ahead hour, and target (without outliers).

B. Comparing with baselines

Fig. 3 shows the distribution of the non-normalised RMSE
for the univariate LSTMs and the two baselines (Zero and
Last) for each look-ahead hour. Compared to the baselines,
the LSTM performs better when predicting balancing volume
than predicting imbalance price premium. For the first look-
ahead hour, the LSTM performs similar to or worse than Last.
For future look-ahead hours, the LSTM performs similar to or
better than Zero.

C. Comparing the price zones

Fig. 4 shows the non-normalised RMSE for the univariate
LSTM and the two baselines (Zero and Last) for each price
zone. For all price zones, the LSTM provides the overall best
predictions when considering all look-ahead hours, followed
by Zero and Last, but for some zones, the difference is
marginal when predicting price premiums.

VI. CONCLUSION AND OUTLOOK

Overall, the LSTM model for balancing volumes performs
better than predicting zero or filling forward the last known
value with target. For price premiums, the LSTM model
struggles to outperform the baselines with target imbalance
price premium. For both targets, the LSTM essentially learns
to predict the last known value with minor adjustments for the
first look-ahead hours. For later look-ahead hours, it learns to
predict close to zero.

We have tried to train LSTMs towards targets equal to the
hourly change in balancing volumes and price premiums. The
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Fig. 3. Box plot of root mean squared errors (RMSE) on the test data for
the univariate LSTM and the baselines for each look-ahead hour and target
(without outliers).

resulting target series has more zero values, and the resulting
LSTMs perform more similarly to Zero for all hours.

The large values of RMSE indicates that the LSTM model is
not a perfect forecasting strategy. We see two potential reasons
for this performance of the LSTM:

1) The model does not get sufficient relevant information
to predict future regulation. If the information content
of the input features are not relevant, they will basically
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Fig. 4. Bar plot of root mean squared errors (RMSE) on the test data for
each zone, feature, and target.

become noise for the model and have an adverse effect
on the predictions.

2) The loss function used during training quantifies mean
squared error, and predicting the last known regulation
tends to produce relatively small mean squared error due
to the presence of auto-correlation in the data (balancing
events often happens over several subsequent hours).

The balancing has some auto-correlation, but this alone does
not provide enough information to predict the future balancing
with high quality. The challenge most likely originates in the
fact that balancing depends on many other factors than the
features tested here. Adding more features will provide more
information for the model. However, the included features
must be carefully selected such that they do not lead to larger
increase in the noise than in information.

We know that electricity demand is weather dependent,
so weather information is relevant to explore. Bordvik [2]
investigate the predictive information of weather data based on
the difference between the weather forecast available during
day-ahead bidding and the latest available weather forecast.
Bordvik [2] does not find that weather information improves
the volume and price forecasting; however, there are numerous
ways of including information about the weather, and contin-
ued exploration is relevant.

The challenge with the loss function is two-fold. Firstly, due
to auto-correlation in the data, the loss does not grow very
large when the prediction is very similar to the previous hour.
Secondly, zero regulation is dominating the data, so the model
is trying to learn a minority effect. This could potentially be
overcome by adding a binary cross entropy term to the loss
function to distinguish between regulation and non-regulation,
and then combined with the mean squared error for increased
quality on the predictions. Such approaches have been applied
in image and video analysis but not for the power market [14].
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