
Omega 116 (2023) 102796 

Contents lists available at ScienceDirect 

Omega 

journal homepage: www.elsevier.com/locate/omega 

Optimal Train Rescheduling in Oslo Central Station 

� 

Carlo Mannino 

b , a , Andreas Nakkerud 

a , b , ∗

a Department of Mathematics, P.O box 1053 Blindern, 0316 OSLO, Norway 
b SINTEF, P.O box 124 Blindern, 0314 OSLO, Norway 

a r t i c l e i n f o 

Article history: 

Received 6 August 2021 

Accepted 2 November 2022 

Available online 13 November 2022 

2010 MSC: 

90B06 

90B20 

90C06 

90C08 

90C11 

90C90 

Keywords: 

Integer programming 

Optimization 

Rail transport 

Dispatching 

Scheduling 

Routing 

a b s t r a c t 

Real-time train dispatching (i.e., rescheduling and replatforming) in passenger railway stations is a very 

important and very challenging task. In most major stations, this task is carried out by hand by highly 

trained dispatchers who use their extensive experience to find near-optimal solutions under most condi- 

tions. With several simultaneous deviations from the timetable, however, the traffic situation may become 

too complex for any human to handle it far beyond finding feasible solutions. As part of a prototype for 

a dispatching support tool developed in collaboration with Bane NOR (Norwegian rail manager), we de- 

velop an approach for Optimal Train Rescheduling in large passenger stations. To allow for replatforming, 

we extend the standard job-shop scheduling approach to train-scheduling, and we develop and compare 

different MILP formulations for this extended approach. With this approach, we can find, in just a few 

seconds, optimal plans for our realistic instances from Oslo Central Station, the largest passenger train 

hub in Norway. The prototype will be tested by dispatchers in the greater Oslo area, starting from the 

fall of 2021. 

© 2022 Published by Elsevier Ltd. 
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. Introduction 

Like all management of critical infrastructure, train dispatch- 

ng is heavily regulated. Under the current system, all dispatch- 

ng decisions must be made by highly trained human dispatch- 

rs. Therefore, the only practical way to introduce optimization 

nto the process is through decision support tools. This work is 

art of the GOTO project [1] with Norwegian rail manager Bane 

OR. The GOTO project aims to deliver an optimization-based deci- 

ion support tool for dispatching trains in Oslo Central Station and 

ther large passenger train stations. While the tool we develop is 

imed at Oslo Central Station, the algorithms we present are gen- 

ral and not tailored to this station. The layout of Oslo Central Sta- 

ion ( Figure 10 ) is typical of large passenger train stations. 

In order to have a decision support tool accepted, we must 

ake sure that our approach can at least match or, better, outper- 

orm the human dispatchers under normal traffic conditions. Under 
� Area: Production Management, Scheduling and Logistics. This manuscript was 
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hese conditions, human dispatchers can use their expert intuition 

o evaluate suggested solutions and compare them to the near- 

erfect solutions they produce. Based on evaluations under normal 

raffic conditions, dispatchers may come to trust the suggested so- 

utions in heavily congested traffic situations where no human can 

xpect to capture the complete picture. It follows that we must 

odel the infrastructure and business rules with a very high level 

f detail to produce high-quality solutions under any conditions. 

The need for automated decision support can only be expected 

o grow with the introduction of new technology in railway sig- 

aling. Currently, almost all dispatching is based on a fixed divi- 

ion of the track infrastructure by signals. Level 3 of the European 

rain Control System (ETCS) introduces moving blocks (see [2] ), 

here trains are protected by safe zones determined by breaking 

istances rather than by signals at fixed locations. As these new 

ontrol systems are introduced, they will increase the flexibility of 

rain rescheduling and make it even harder to solve the train dis- 

atching problem optimally by hand. In order to make full use of 

he flexibility introduced by moving blocks, we will require fine- 

rained scheduling approaches. 

An extensive research effort has gone into real-time train 

escheduling problems (see, for example, survey papers [3–5] ), but 

he research primarily covers simple railway network designs (for 

https://doi.org/10.1016/j.omega.2022.102796
http://www.ScienceDirect.com
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Fig. 1. Categorization of some recent papers on replatforming and rescheduling in railway stations. 
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ecent works on rescheduling problems on a single line, see for ex- 

mple [6,7] ). Only a few works are devoted explicitly to dispatch- 

ng trains in (large) railway stations. The works typically make 

se of Mixed Integer Linear Programming (MILP) formulations [8] . 

e can identify two major classifications according to the way 

cheduling and platforming (routing within the station area) are 

epresented in the models. 

• For the scheduling part, two main streams of MILP models are 

applied in the literature: big - M formulations and time-indexed 

formulations [9] . In both models, the path of a train through 

the stations or lines is subdivided into smaller segments (some- 

times down to the physical track circuits , which are the smallest 

regions in the train detection systems). In big- M formulations, 

for each train and each segment in its path, we have a contin- 

uous variable representing the time in which the train enters 

the segment. The drawback of this approach is that we need 

to introduce a disjunctive constraint to represent the order in 

which two trains travel through a contended track. These, in 

turn, are translated into linear constraints by introducing binary 

variables and the so-called big- M constraints, i.e., constraints 

containing some very large coefficients–notoriously weakening 

the formulation [9] . In time-indexed models, the planning hori- 

zon is discretized into small time periods. A binary variable is 

associated with each train, each segment in its path, and time 

period. The resulting formulations are typically stronger than 

their big- M counterparts, but they have a much larger number 

of variables and constraints, slowing down the solution process. 

The smaller the time period, the larger the number of variables: 

on the other hand, large time periods lead to a poor approxi- 

mation of the train movement through the station, which may 

end up generating suboptimal solutions, or even in solutions 

that cannot be implemented in practice [10] . 
• For the platforming part, we can identify two major categories 

according to how paths through the station are represented. 

In multicommodity flow approaches [11] , a binary variable x is 

associated with each train and each segment of its path, and 

x = 1 denotes that the train will run through the segment. In 

this class of approaches, the train path is constructed directly 

by the model. The drawback of this approach is that the model 

must incorporate flow constraints to represent paths through 

the station. In path-based approaches, we have a binary vari- 

able associated with each train and each potential path of the 

train through the station. The drawback of this approach is that 

the number of paths may grow exponentially with the station’s 

size. 

Finally, the two approaches may be combined using Dantzig- 

Wolfe decomposition and column generation (see [12] ). With 

this technique, a path-based MILP is constructed iteratively by 
solving a sequence of single-commodity flow subproblems. a

2 
Figure 1 shows how some recent papers on the topic are di- 

ided according to the classifications described above. 

Outside these major classes of approaches, there are some 

imulation-based and heuristic approaches. 

Reynolds et al. [13] present a time-indexed multicommodity 

ow model for rescheduling and replatforming. In their approach, 

hey then transform their formulation into a path-based one by 

antzig-Wolfe decomposition. They then solve this formulation by 

ranch-and-price and column generation [14] . Reynolds et al. ap- 

ly their approach to solve instances with up to 32 trains (1 

our of traffic) in a large station area. They use a 15-second time 

tep for their time-indexed formulation and 30-second margins 

o account for business rules that their model does not take into 

ccount. 

Caimi et al. [15] present a discrete-time path-based formulation 

or rescheduling and replatforming. They introduce blocking stair- 

ays, which detail the speed profile of a train and when the train 

locks different segments. The trains are then assigned to avail- 

ble blocking stairways for entry to and exit from the station. If no 

easible solution can be found, additional blocking stairways are 

enerated in a column generation fashion. The blocking stairways 

llow the track infrastructure to be modeled to the level of track 

ircuits, but many blocking stairways may need to be generated. 

aimi et al. apply their approach to instances of the central station 

f Berne, Switzerland, where they solve a whole operational day 

roughly 1500 trains) in about 11 / 2 hours. 

Pellegrini et al. [16] present a continuous-time multi- 

ommodity-flow-like approach. In their approach, like in that 

f Raynolds et al. [13] , the routing is left to the solver. They also

odel the track infrastructure at the level of track circuits, which 

s the highest available resolution for train position detection 

n most current signaling systems. Pellegrini et al. apply their 

pproach to Lille-Flandres station, where they solve instances with 

p to 47 trains, but only for up to 450-second ( 71 / 2 -minute or

 / 8 -hour) periods. 

Zhu et al. [17] present a continuous-time path-based formula- 

ion similar to the one we present here. However, their formula- 

ion is slightly simplified and is used to solve smaller instances in 

rder to support an overarching agent-based approach. Zhu et al. 

how detailed analyses of computational results for MILP instances 

ith four trains. He et al. [18] also present a similar path-based 

ormulation, but they use it as part of a simulation-based approach 

ather than as a MILP formulation. 

To our knowledge, although tested on real-life or realistic in- 

tances, none of the above approaches have been implemented 

n control centers and tested or adopted by operative dispatchers. 

oglietta et al. [19] present a heuristic approach that was in oper- 

tion to support dispatchers in Roma Tiburtina. While their paper 

lso describes an exact, flow-based IP model, this model required 

 commercial solver and was not applied in the station. 
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Fig. 2. We represent a station by a set of signals and a set of interlocking routes connecting pairs of signals. All train movements in the depicted area is from left to right. 
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As this paper is part of the research project GOTO in collabora- 

ion with Bane NOR, our modeling requirements have been guided 

y the use-cases at Bane NOR. In particular, we want to focus on 

eal-time dispatching support for Oslo Central Station. This station 

cts as a hub, connecting traffic bound for the south-east and the 

outh of Sweden; for the east and central Sweden; for the north; 

or the south-west; and for the west. Delays in Oslo Central Sta- 

ion can have knock-on effects on the entire Norwegian rail net- 

ork, both for passengers and cargo. Since much of the Norwegian 

etwork is made up of single-track lines with limited numbers of 

eeting point, it is often difficult to make up delays. It is therefore 

ery important to resolve delays at Oslo Central Station as quickly 

s possible. 

Trains entering and leaving Oslo Central Station must be highly 

oordinated since they often share track resources. To avoid caus- 

ng unnecessary delay, we must model the infrastructure and busi- 

ess rules of the station very accurately, and we must avoid adding 

atch-all buffer times. In late 2019, the Director for Customers and 

raffic of Bane NOR, the Norwegian rail manager, told Norwegian 

ewspaper Aftenposten [20] that to increase punctuality for 2020, 

rains will close their doors 20 seconds before their scheduled de- 

arture. This statement indicates that the flow of passenger-train 

raffic is sensitive to very small delays and that we must aim for a 

ery fine time resolution. 

In order to achieve sufficient accuracy in conflict detection, we 

odel the track infrastructure on the level of track circuits [2] , 

hich offer the finest resolution of train location in fixed-signal 

ased train control. For the schedule, we use signal-level resolu- 

ion. Under normal operations, the signals define the finest reso- 

ution for train control. Then, we extend the alternative-graph big- 

formulations of Mannino et al. [21–23] to include path selec- 

ion, and we develop continuous-time formulations for the train 

ispatching problem in the large, hub-like passenger station Oslo 

entral Station in Norway. 

We adopt the path-based approach for platforming and assign 

ollections of possible paths to each train. Candidate paths are pre- 

elected based on observations of traffic and discussions with dis- 

atchers in Oslo Central Station. As a result, we can offer the flex- 

bility in routing expected by dispatchers while also finding opti- 

al dispatching solutions in a reasonable time for real-time ap- 

lications. Using 1 hour of observed rush-hour traffic, we craft in- 

tances of 6 hours of rush-hour traffic (330 trains) and instances 

ith 24 hours of traffic with morning and afternoon rush-hours 

1032 trains). In both cases, we solve all instances to optimality in 

 reasonable amount of time for real-time applications in dispatch- 

ng. 

We use long planning horizons to stress test the model. While 

e have access to timetables and detailed infrastructure data for 

slo Central Station, we lack the detailed timing data needed to 

nsure we are solving exactly the same problem as the dispatchers. 

e therefore craft a set of large instances designed to push the 

lgorithm. In the real-time traffic information systems used in the 

rototypes delivered by the GOTO project, trains are entered up 

o 24 hours in advance. This is why we choose 24 hours as the 

ongest horizon in our tests. 

A support tool built on our algorithm will be field-tested by dis- 

atchers at Oslo Central Station, starting in the fall of 2021. This 
3 
eld test is part of the ongoing GOTO project, which has delivered 

 line dispatching prototype already in active testing on the lines 

ncident to the station. 

. The Optimal Dispatching Problem 

In this section, we give a formal description of the optimiza- 

ion problem tackled in this paper. We consider the simultaneous 

escheduling and replatforming of passenger-train traffic through 

arge passenger stations. The combination of rescheduling and re- 

latforming is the typical task of dispatchers. The Optimal Dis- 

atching Problem (ODP) is the task of assigning tracks and sched- 

les to trains in a way that minimizes delays or maximizes pas- 

enger utility. In this paper, we aim to minimize the (weighted) 

um of delays for all trains. For our computational experiments, we 

olve ODP for Oslo Central Station, the largest hub for passenger- 

rain traffic in Norway. We consider a scheduling horizon of up to 

4 hours. 

.1. Track Infrastructure: Signals and Interlocking Routes 

On the most basic level of scheduling, we represent the track 

nfrastructure of a station as a set of signals and a set of interlock- 

ng routes , which are the track sections connecting two successive 

ignals. The movement of a train can be decomposed into a se- 

uence of elementary movements, one for each interlocking route 

f its path. This decomposition is of particular practical interest 

ince, under normal operations, the interlocking routes are at the 

ighest level of precision in scheduling train movements in signal- 

ased train control systems [2] ; dispatchers control trains on the 

evel of signals. 

Figure 2 shows an example of a station with three platforms. 

ften, an interlocking route is uniquely determined by the sig- 

als it connects, but not always. In Figure 2 , there are two pos- 

ible interlocking routes connecting signals D and G . An interlock- 

ng route cannot pass a signal, so the remaining interlocking routes 

re uniquely defined by the signals they connect. Signals are direc- 

ional, and signals for opposite directions need not be placed at 

he same point along the tracks. Therefore, there need not be any 

orrespondence between interlocking routes in opposite directions. 

.2. Paths and Station Platform Tracks 

The station in Figure 2 has three platforms, drawn as solid, 

lack rectangles with a circle containing the track number. Each 

rain passing the station will have a set of permitted paths through 

he station, where a path is a sequence of interlocking routes. One 

r more paths may be preferred for a specific train, for example, 

aths using one of the tracks adjacent to a given platform. We may 

ssociate a cost with the choice of path. 

In principle, any physically connected sequence of interlocking 

outes can be a feasible path. Usually, however, only a few paths 

re actually available to a given train because of business rules and 

ther operational considerations. In a large station like Oslo Central 

tation, it is typically required that a train stops at its designated 

rack or, possibly, the track opposite on the same physical platform. 
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Fig. 3. Train a (purple) is about to enter interlocking route AD , and train b (blue) is about to enter interlocking route BD . Since the two interlocking routes physically overlap, 

one of the trains must wait. 

Fig. 4. An example collection of paths for a train going through the station from signal B to signal J. Not all possible paths are included in the collection. 
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Fig. 5. The figure shows the directed graph associated with the interlocking routes 

of the paths highlighted in Figure 4 . XB is the entry interlocking route leading to 

signal B , and JY is the exit interlocking route leading away from signal J. 
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.3. Timetable and Delays 

For each train, we are given a set of stations where the train 

s supposed to stop and the scheduled arrival and departure times 

t these stations. Together, these are referred to as the timetable. 

iven a station, our task is to decide, for each train, which path it 

ill take and when it will pass each signal on its path. In general,

e may be given a scheduled arrival time and an earliest departure 

ime for any signal. 

When we reschedule, the delay of a train in a station is the 

ifference between the (re-)scheduled arrival time and the arrival 

ime in the timetable, or 0 if the difference is negative. We assume 

hat the timetable is independent of the choice of path through 

he station. That is, scheduled arrival and departure times do not 

epend on the choice of platform track. 

.4. Scheduling Conflicts 

When two trains are set to use the same interlocking route (or 

 pair of physically overlapping interlocking routes), we have a po- 

ential scheduling conflict as shown in Figure 3 . In Figure 3 we iden-

ify two potential scheduling conflicts. The first is between train 

 entering interlocking route AD and train b entering interlocking 

oute BD , and the other is between a entering DG and b entering 

F . Generally, a pair of interlocking routes is incompatible if some 

hysical restriction or business rule limits their simultaneous use. 

n interlocking route will always be incompatible with itself. 

A potential conflict is realized by a given schedule only if, ac- 

ording to the schedule, the two trains simultaneously occupy the 

nterlocking route(s) generating the conflict. It is apparent that if a 

chedule realizes a conflict, then the schedule is not feasible. We 

ill use the term candidate schedule when we want to emphasize 

hat the schedule may be infeasible. 

. The Model 

.1. Route Nodes and Schedules 

As discussed in the previous section, and illustrated in 

igures 2 and 3 , the movement of a train can be decomposed into

 sequence of elementary movements, each through an interlock- 

ng route of the train’s path. We assume the speed of a train to 

e constant through an interlocking route so that movement can 
4 
e described by the entry time of the train in each interlocking 

oute of its path. We assume unique entry signals to and exit sig- 

als from the modeled area for each train. 

Figure 4 shows a collection of five paths from signal B to signal 

through the station in Figure 2 . Each path consists of three inter- 

ocking routes. Figure 5 is a graph representation of how the in- 

erlocking routes in Figure 4 are connected into paths through the 

tation. Each directed edge in Figure 5 represents a permitted tran- 

ition from one interlocking route to another, and each directed 

ath in the figure represents an available path through the station. 

he nodes labeled XB and JY are the entry and exit interlocking 

outes, respectively. Note that Figures 4 and 5 represent the same 

ossible collection of path options available to a train passing the 

tation. Different trains may have different path options, and the 

icture in the figures is not a complete representation of all the 

ath options in the station. 

For each train a , and each interlocking route r that may be used 

y a , we define the route node 〈 a, r〉 . We let N (a ) be the set of

ll route nodes of train a . Informally, a route node 〈 a, r〉 ∈ N (a )

epresents the occupation of the interlocking route r by train a . 

 path for a through the station corresponds then to a subset of 

oute nodes in N (a ) . 

We let A be the set of all trains, and define N = { o} ∪
 

a ∈A N (a ) . That is, N is the set of all route nodes associated with

he trains, plus a special node o which represents the origin of the 

lanning horizon. We let N ⊂ N be the set of sink (or terminal) 
S 
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oute nodes, i.e., the route nodes representing the end of the jour- 

ey of a train (in the modeled area). 

A schedule is a function t : N → R . We let t u = t (u ) . A schedule

ssociates a time to each route node, and t 〈 a,r〉 is the time train a

nters interlocking route r , if r belongs to the path chosen for a .

ote that, since there are alternative paths available, an interlock- 

ng route r available for a may not be chosen. In this case, t 〈 a,r〉 
ay assume any value. 

The time t o associated with the origin is the start time of our 

lanning horizon, and we have 

 u ≥ t o u ∈ N (1) 

For ease of explanation, through this section, we assume that 

he path through the station, i.e., the sequence of interlocking 

outes, is fixed in advance for any train a . In this case, the graph

f available interlocking routes ( Figure 5 ) reduces to an oriented, 

imple path and the set N (a ) to the nodes in this path. 

.2. Release Times and Free Running 

When we consider the schedule of an individual train in iso- 

ation, without any interaction with other trains, we say we are 

onsidering the free running of the train. In free running, a train’s 

chedule is only determined by the train’s time to traverse inter- 

ocking routes and by constraints on departure times. 

If u = 〈 a, r i 〉 is a route node of train a , and r i +1 is the route fol-

owing r i on the path of a , then we let u + 1 = 〈 a, r i +1 〉 . That is,

 + 1 is defined for all u ∈ N \ N S . We let L 〈 a,r〉 be the time it takes

 to traverse r, so we have the following traversal time constraint 

 u +1 − t u ≥ L u u ∈ N \ N S . (2) 

Trains typically follow a public timetable and cannot depart 

rom a station before the officially scheduled time. Furthermore, 

e need to specify when trains enter the dispatching area being 

odeled. At the beginning of a train’s path or at a station plat- 

orm, we limit the train’s earliest departure time, which is the ear- 

iest the train may enter the following interlocking route. We let 

: N → R , where �u = �(u ) is the earliest release time of u rela-

ive to t o , and get the release time constraint 

 u − t o ≥ �u u ∈ N (3) 

f the train is subject to a no-wait condition, the inequalities 

2) and (3) may become equalities. E.g., if the train is not allowed 

o stop at a certain signal or the time a train enters the controlled

rea is fixed. If there is no earliest release time for u , we make the

onstraint (3) redundant by setting �u = 0 ; by (1) , we already have

 u ≥ t o . 

.3. Timetable and Objective 

A standard way to assess the quality of a schedule t is by com-

aring it to the published timetable T . The timetable will specify 

arget arrival and departure times at specific points in the network, 

alled timing points . From the point of view of dispatchers, these 

oints are normally the home signals and exit signals of stations 

ith scheduled stops. The times at these points are denoted as, re- 

pectively, arrival time (at the station) and departure time (from the 

tation). The quality of schedule t is measured by a cost function 

(t , T ) , which typically penalizes delays of trains at their timing

oints. For passenger trains, the cost function may only penalize 

elays at arrival since these are the ones that most influence pas- 

enger utility; a delayed departure is not a problem if the train 

atches up by the next station. 

More formally, we let N T be a set of route nodes designated 

s timing nodes . A timetable is a function T : N T → R . We let T u =
 (u ) , so that T 〈 a,r〉 is the target time (or target entry time ) of train a
5 
n route r (or at 〈 a, r〉 ). We define the delay at each timing node u ∈
 T as t u − T u if t u > T u , and 0 otherwise, and introduce the delay

ariable ηu , with 

u = max (0 , t u − T u ) u ∈ N T (4) 

Note that, depending on the route r, the target (entry) time may 

e an arrival or departure time. If T u is the target entry (resp. ar- 

ival, departure) time at u , then t u is the scheduled entry (resp. 

rrival, departure) time at u and ηu is the delay in entry (resp. ar- 

ival, departure) time at u . 

.4. Potential Conflicts and Selection Constraints 

Until now, all our discussions have been about the free run- 

ing of trains. In order to take the interaction between trains into 

ccount, we must now consider all potential scheduling conflicts 

etween trains. Figure 3 shows an example of two trains crossing 

aths. 

As described in Section 2 , a potential conflict exists when two 

rains a, b make use of two incompatible (e.g., overlapping) inter- 

ocking routes r, q , respectively. In this case, we say a potential con- 

ict exists between route notes 〈 a, r〉 and 〈 b, q 〉 . In Figure 3 , 〈 a, AD 〉
nd 〈 b, BD 〉 are in potential conflict, and so are 〈 a, DG 〉 and 〈 b, DF 〉 . 

Conflicts cannot occur in an actual schedule, and so we must 

ecide which train goes first. If a goes first, then b can enter q 

nly after a has left r. Vice versa, if b goes first, then a can enter r

nly after b has left q . This disjunctive precedence condition trans- 

ates into a disjunctive constraint on the schedule of suitable route 

odes on the paths of a and b. 

We let K be the set of pairs of route nodes in potential conflict. 

hen, the following disjunctive constraint must be satisfied by ev- 

ry feasible schedule: 

t v − t u +1 ≥ δu 

or 
t u − t v +1 ≥ δv 

{ u, v } ∈ K (5) 

here δu for u = 〈 a, r〉 is the time it takes the length of train a to

ass the signal at the end of interlocking route r, thus clearing the 

ay for the next train. 

. Path Selection 

In this section, we show how to extend our model to consider 

he existence of alternative paths for a train through the station. 

ifferent paths may exist from the entry point to the platform 

rack and from the platform track to the exit point. Even the choice 

f platform (or platform track) may not be fixed in advance, al- 

hough the official timetable may indicate a preferred platform (or 

latform track). Each path is a sequence of interlocking routes, as 

ictured in an example with two stations in Figure 6 . As the fig-

re shows, the number of possible paths can grow exponentially 

ith the number of locations where multiple routing options are 

vailable. 

Figure 7 shows the station from Figure 4 with some of the pos- 

ible paths drawn in. Paths 5–9 are the paths shown in Figure 4 .

he paths entering from signal A and exiting through signal I are 

hown as solid, purple lines. The paths entering from signal B and 

xiting through signal J are shown as dashed, blue lines. We note 

hat the interlocking routes DG and EG are not uniquely defined 

y their end signals. We define DG and EG as they are drawn in 

igure 7 . The alternative interlocking routes (with the detour to the 

ower track for DG and the earlier change to the middle track for 

G) could be added under different names, which would increase 

he number of possible paths. 

We now extend our model to allow for path selection. As be- 

ore, we let A be the set of trains, and for train a , we let N (a )
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Fig. 6. There are 9 possible paths from O to S. For a train travelling through a sequence of stations with multiple paths through each station, the total number of paths is, 

in the worst case, exponential in the number of stations. 

Fig. 7. A collection of paths through the station in Figure 2 . Each path is made up of three interlocking routes, identified by the adjacent pairs of signals in the path 

definition. The interlocking routes are uniquely defined by the names of their end signals, with the exception of DG and EG, which we define as they are drawn in the figure. 
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e the set of route nodes for a and P(a ) be the set of paths

vailable to a . Any path p ∈ P(a ) is an ordered sequence of route

odes in N (a ) . If u is a route node of p, we denote by u + p the

oute node which follows u on p (if it exists). For a node u ∈ N (a ) ,

e let S(u ) ⊆ N (a ) be the set of potential successors of u . That

s, if v ∈ S(u ) then there is at least one path p ∈ P(a ) such that

 = u + p . For a node u = 〈 a, r〉 ∈ N (a ) , we denote by ρ(u ) the set of

aths in P(a ) which goes through (i.e., uses or contains) interlock- 

ng route r. Now, let P = 

⋃ 

a ∈A P(a ) . We define the path variable

 p ∈ { 0 , 1 } for p ∈ P , which is 1 if and only if path p is selected.

ince each train must be assigned exactly one path through the 

odelled area, we get the path selection constraint 
∑ 

p∈P(a ) 

w p = 1 a ∈ A (6) 

Next, for all route nodes u ∈ N \ { o} we introduce a variable

 u ∈ { 0 , 1 } which is 1 if and only if (a path containing) u is se-

ected. We get 

 u = 

∑ 

p∈ ρ(u ) 

w p u ∈ N \ { o} (7) 

f z u = 1 we say that node u is active (or selected). 

Many of the constraints we have introduced in Section 3 now 

epend on the choice of path for each train. We generalize these 

onstraints in the following sections. 

.1. Path-Dependent Free Running Constraints 

The following set of inequalities is a generalization of (2) to the 

ase with path selection: 

 u + p 
− t u − L u ≥ M ( w p − 1 ) u ∈ N \ N S , p ∈ ρ(u ) (8) 

here M is a suitable large positive constant. When w p = 1 , then 

8) reduces to (2) , otherwise it becomes redundant (this is the big- 

trick ). It is well known that big- M constraints are weak, in the 

ense that they do not help improve the value of the linear relax- 

tion of the MILP formulation [8] . 

In a station with parallel platform tracks (as in Oslo Central Sta- 

ion), one can show that the system of inequalities (8) is domi- 

ated by the following family: 

 v − t u ≥ L u 
∑ 

p∈ ρ(u ) ∩ ρ(v ) 

w p u ∈ N \ (N S ∪ { o} ) , v ∈ S(u ) (9) 

here L u , when u = 〈 a, r〉 , is the time for train a to run through r.

ote that when w p = 1 for some p containing both u and v , then
6 
9) reduces to (2) . Otherwise, when either or both route nodes are 

nactive, the constrain reduces to t v ≥ t u (where v ∈ S(u ) ). 

Similarly, we get path dependent release-time constraints 

 u − t o − �u ≥ M(z u − 1) u ∈ N (10) 

gain, one can show that this constraint is dominated by the fol- 

owing system of inequalities: 

 u − t o ≥ �u z u u ∈ N (11) 

hich does not involve the big- M constant. Indeed, if z u = 1 , then

11) reduces to (3) . If z u = 0 , then (11) reduces to (1) . 

Figure 8 shows the route-node graph G b for the station in 

igure 7 . We have omitted the arc weights, and have instead la- 

eled each arc with the path variables on which it depends, in ac- 

ordance with (8) (or (9) ). 

.2. Path-Dependent Objective Functions 

This subsection shows how to assess the cost of a schedule (and 

ath selection) when trains can follow different routes in the sta- 

ion. There are two major considerations. First, the timing points 

ay depend on the path. Second, some paths may be preferred to 

thers, e.g., when the official timetable establishes the (preferred) 

topping platform. 

Path-dependent timing nodes Let N T (a ) ⊆ N T be the timing 

odes for train a . Then we rewrite (4) as follows 

ηu = max (0 , t u − T u ) 
ηu = 0 

if z u = 1 

otherwise 
u ∈ N T (a ) , a ∈ A 

(12) 

e let k a ≥ 0 be the cost of 1 unit of delay of train a . 

Path-dependent costs To account for this cost component, we let 

 p ≥ 0 be the cost of choosing path p ∈ P . 

Path-dependent objective function The overall path-dependent 

bjective function can be written as: 

in 

∑ 

a ∈A 

∑ 

p∈P(a ) 

c p w p + 

∑ 

a ∈A 

∑ 

u ∈N T (a ) 

k a ηu (13) 

In order to express (12) using linear constraints, we can use the 

ig- M trick. This results in the following family of inequalities: 

ηu ≥ t u − T u − M(1 − z u ) 
ηu ≥ 0 

a ∈ A , u ∈ N T (a ) (14) 

f we have z u = 1 , then ηu ≥ t u − T u and ηu ≥ 0 hold together, and

hen the positive coefficient k a in objective function will push 
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Fig. 8. The route-node graph G b of train b. Nodes correspond to the interlocking routes available for b, and an arc (u, v ) means that the route associated with v starts at the 

signal where the route associated with u ends. The variables used to label each arc (u, v ) represent the paths containing both u and v . The route node 〈 b, XB 〉 is the origin 

or the route node for the interlocking route leading to signal B, while the route node 〈 b, JY 〉 is a sink node (if the train leaves the modelled area) or the route node for the 

interlocking route leading away from signal J. In the figure, we are assuming that neither 〈 b, XB 〉 nor 〈 b, JY 〉 are path dependent. Any path p ∈ P(a ) corresponds to a directed 

path from 〈 b, XB 〉 to 〈 b, JY 〉 in G b . However, not all paths from 〈 b, XB 〉 to 〈 b, JY 〉 in G b need to belong to P(a ) . 
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he optimal value η∗
u down to max (0 , t u − T u ) . When z u = 0 , only

u ≥ 0 holds (the other inequality becomes redundant), and we get 
∗
u = 0 . 

Partitioning of path-dependent timing nodes We now consider 

he case where N T (a ) , the timing nodes for train a , can be par-

itioned into {N 

1 
T 
(a ) , . . . , N 

r a 

T 
(a ) } , such that 

∑ 

u ∈N i 
T 
(a ) 

z u = 1 

T u = T v 

for u, v ∈ N 

i 
T (a ) 

i ∈ { 1 , . . . , r a } (15) 

hat is, train a will use precisely one timing node in N 

i 
T 
(a ) , and

ll timing nodes in N 

i 
T 
(a ) have the same time in the published

imetable. 

For passenger trains with multiple path options in a station, the 

artitioning condition (15) holds if arrival and departure times are 

ndependent of path selection. This is usually the case, and we can 

enerally assume that the above partition exists. When it does, we 

ntroduce only one delay variable per set in the partition, namely 
i 
a , . . . , η

r a 
a . 

Finally, using (15) and the assumptions behind (9) , one can 

how that the constraints (14) can be replaced by the family of 

onstraints 

ηi 
a ≥ t u − T u 

ηi 
a ≥ 0 

a ∈ A , i = 1 , . . . , r a , u ∈ N 

i 
T (a ) (16) 

hich does not contain the big- M constant. We let k i a be the cost 

f delaying train a by one unit at the nodes in N 

i 
T 
(a ) (e.g., the 

arallel timing points this represents), and get 

in 

∑ 

a ∈A 

∑ 

p∈P(a ) 

c p w p + 

∑ 

a ∈A 

r a ∑ 

i =1 

k i a η
i 
a (17) 

.3. Path-Dependent Selection Variables and Disjunctive Constraints 

When we introduce alternative paths, potential conflicts be- 

ome path-dependent, as they depend on whether certain tracks 

re used by certain trains. 

More specifically, let u = 〈 a, r〉 and v = 〈 b, s 〉 be two distinct 

oute nodes, with { u, v } ∈ K, where now K contains all pairs of

oute nodes in potential conflict, independently of whether or not 

he nodes are actually used by the trains. Then the potential con- 

ict exists if and only if a path p ∈ ρ(u ) trough u for train a and

 path q ∈ ρ(v ) through v for train b are selected, namely if node

 and v are both active. In this case, we need to decide whether
7 
 precedes b or b precedes a in the contested track resource. The 

onstraint (5) is extended as follows: 

t v − t u + p 
≥ δu 

or if z u = z v = 1 

t u − t v + q 
≥ δv 

{ u, v } ∈ K (18) 

To linearize the above disjunctive constraint we introduce, for 

 u, v } ∈ K, binary selection variables y u v , y v u ∈ { 0 , 1 } which, as in

5) , decide which of the two terms of the disjunction must be sat- 

sfied by the schedule. In particular, if y u v = 1 , then u precedes v
nd the first term is the valid one; if y v u = 1 , then v precedes u

nd the second term is the valid one. Since (18) only holds if both 

 and v are active, we have for all { u, v } ∈ K

 u v ≤ z u , y v u ≤ z u , y u v ≤ z v , y v u ≤ z v . (19) 

n any case, for all { u, v } ∈ K at most one selection variable can be

ne: 

 u v + y v u ≤ 1 (20) 

inally, for all { u, v } ∈ K, when both u and v are selected, one se-

ection variable must be one: 

 u v + y v u ≥ z u + z v − 1 . (21) 

ote that if z u = 0 or z v = 0 , (21) is redundant as the y variables

re non-negative. 

We are now ready to write the linear version of constraint (18) , 

y exploiting once again the big- M trick: 

 ) t v − t u + p 
− δu + p 

≥ M ( y u v + w p − 2 ) p ∈ ρ(u ) 

i ) t u − t v + q 
− δv + q 

≥ M ( y v u + w q − 2 ) q ∈ ρ(v ) 
{ u, v } ∈ K (22) 

et u = 〈 a, r〉 and v = 〈 b, s 〉 , and suppose w p = y u v = 1 . It follows

rom (19) that, since y u v = 1 , both u and v are selected and train a

recedes b. w p = 1 implies that path p is selected for train a and,

herefore, u + p is the node following u for a . Since w p = y u v = 1 , the 

.h.s. of ( 22 .i) is 0 and the constraint is active. On the other hand,

ince y u v = 1 , then y v u = 0 , and, with M suitably large, ( 22 .ii) be-

omes redundant. A similar argument applies with the first and 

econd term in (22) interchanged, when y u v = 0 and y v u = w q = 1 . 

These path-dependent disjunctive constraints can be repre- 

ented and visualized by the path-dependent disjunctive graph of 

n Figure 9 , associated with two trains a, b. This graph contains 

s subgraphs the route-node graphs G a , G b of trains a and b, re-

pectively, plus the origin, which is connected to the entry node 

f each train in the corresponding route-node graph. The green 
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Fig. 9. A path dependent disjunctive graph. Each red arc represents one of the five terms in a disjunctive constraint (22) . One such arc is thus associated with a selection 

variable y and a path variable w . The term becomes active, i.e. the arc is chosen, when both the associated y and w variables are 1. 

Table 1 

Listing of notation. 

Symbol Description 

A Set of all trains 

N Set of all route nodes 

N (a ) Set of all route nodes for train a 

N T Set of all timing nodes 

N T (a ) Set of all timing nodes for train a 

N 

i 
T (a ) Element i of partition of timing nodes for train a 

N S Set of all sink nodes 

o Origin route node 

u + p Route node following u on path p

P Set of all paths 

P(a ) Set of all paths for train a 

ρ(u ) Set of all paths containing route node u 

K Set of all (potential) conflicts 

T , T u Timetable 

t , t u Schedule (variable) 

ηu , ηi 
a Delay variable 

y u v (precedence) selection variable 

w p (path) selection variable 

z u (route node) selection variable 

k a , k 
i 
a Cost of unit delay to train a (in i ) 

c p Cost of selecting path p

L 〈 a,r〉 Time for train a to pass through interlocking route r

δ〈 a,r〉 Time for the length of train a to pass the signal at the end of r

a

b  

o

t

a

v

a

e

t

t

t

t

t

5

t

b

m

s

s

(  

t

5

|
T

s

rcs belong to the train-specific route-node graphs, and they can 

e associated with the path variables as in Figure 8 . Each arc with

ne endpoint in one route-node graph, and the other endpoint in 

he other route-node graph, is associated with one of the terms in 

 disjunction. A term becomes active if both the corresponding y 

ariable and w variable are 1. Note that the graph may contain par- 

llel arcs. To simplify notation, we let α = 〈 a, AD 〉 and β = 〈 b, BD 〉 . 
In Figure 9 the red arcs correspond to the following set of in- 

qualities (which are an instance of (22) ): 

 β ≥ t 〈 a,DF 〉 + δ〈 a,DF 〉 if y αβ = w 

2 
a = 1 

 β ≥ t 〈 a,DG 〉 + δ〈 a,DG 〉 if y αβ = w 

3 
a = 1 

 β ≥ t 〈 a,DH〉 + δ〈 a,DH〉 if y αβ = w 

4 
a = 1 

 α ≥ t 〈 b,DF 〉 + δ〈 b,DF 〉 if y βα = w 

5 
b = 1 

 α ≥ t 〈 b,DG 〉 + δ〈 b,DG 〉 if y βα = w 

6 
b = 1 
8

. Solution Approach 

Using the linearized constraints (8), (10), (14) , and (22) , we get 

he following MILP formulation for ODP. A listing of notation can 

e found in Table 1 . 

in 

∑ 

a ∈A 

∑ 

p∈P(a ) 

c p w p + 

∑ 

a ∈A 

∑ 

u ∈N T (a ) 

k a ηu 

.t. (ia ) 
∑ 

p∈P(a ) 

w p = 1 a ∈ A 

.t. (ib) 
∑ 

p∈ ρ(u ) 

w p = z u u ∈ N \ { o} 

(iia ) y u v + y v u ≥
∑ 

p∈ ρ(u ) 

w p + 

∑ 

q ∈ ρ(v ) 
w q − 1 { u, v } ∈ K 

(iib) y u v + y v u ≤ 1 { u, v } ∈ K 

(iic) y u v ≤ z u { u, v } ∈ K 

(iid) y u v ≤ z v { u, v } ∈ K 

(iii ) t u − t o − �u ≥ M ( z u − 1 ) u ∈ N 

(i v ) t u + p 
− t u − L u ≥ M ( w p − 1 ) u ∈ N \ N S , p ∈ ρ(u ) 

(v a ) t v − t u + p 
− δu ≥ M ( y u v + w p − 2 ) { u, v } ∈ K, p ∈ ρ(u ) 

(v b) t u − t v + p 
− δv ≥ M ( y v u + w q − 2 ) { u, v } ∈ K, q ∈ ρ(v ) 

(v i ) ηu − t u + T u ≥ M ( z u − 1 ) a ∈ A , u ∈ N (a ) 

t u ≥ 0 u ∈ N 

ηu ≥ 0 a ∈ A , u ∈ N T (a ) 
y u v ∈ { 0 , 1 } { u, v } ∈ K 

w p ∈ { 0 , 1 } p ∈ P 

z u ∈ { 0 , 1 } u ∈ N \ { o} 
(23) 

In Section 4 , we discussed how we can strengthen ( 23 .iii), 

 23 .iv), and ( 23 .vi), replacing them with (9), (11) , and (16) , respec-

ively. 

.1. Delayed Variable and Constraint Generation 

Already in a moderately sized instance of ODP, the number 

K| of potential scheduling conflicts can grow prohibitively large. 

herefore, rather than generating a full instance with all con- 

traints ( 23 .v) from the start, we prefer to solve a sequence of 
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Fig. 10. Schematic track layout of Oslo Central Station. The station is laid out approximately east-to-west, so this schematic is oriented north-up. Source: Bane NOR (CC 

BY-SA 4.0) 

Fig. 11. Distribution of numbers of paths for the trains. 
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maller instances by applying the delayed constraint generation 

pproach. The idea is to start solving to optimality a model with 

uch fewer constraints. We then check if any of the missing con- 

traints are violated by the current optimal solution. If this is not 

he case, then the solution can be shown to be optimal for the full 

roblem (with all constraints). Otherwise, the violated constraints 

re added to the model, and the process is iterated. 

We start with a model M 

0 , which is (23) with all constraints of

ype ( 23 .ii) and ( 23 .v) removed, and without any y -variables. Then,

e use the algorithm outlined as follows. 

1. Set i ← 0 . 

2. Find the optimal solution t i , w 

i , y i , ηi to M 

i . 

1. if there exist a potential conflict pair { u, v } ∈ K such that paths

p ∈ ρ(u ) , q ∈ ρ(v ) are chosen (i.e. w 

i 
p = w 

i 
q = 1 ) and constraint

(18) is violated, create M 

i +1 by adding to the model the asso- 

ciated y -variables and constraints (19), (20), (21) and (22) , and 

update i ← i + 1 . Go to 2. 

2. else the solution is optimal for (23) . 

Checking for violated inequalities can be done very efficiently. 

n Appendix A we give more details on our constraint generation 

conflict detection) algorithm. In our experiments, we have chosen 

o add variables and constraints associated with all potential con- 

icts where (18) is violated in the solution to M 

i . 

. Computational Results 

To test our approach, we find the optimal dispatching solution 

n a variety of traffic instances in Oslo Central Station. The pur- 

ose of our experiments is to verify that our model can be used in

eal-time applications. Since we still lack detailed timing informa- 

ion except for at platform signals, we craft a set of instances that 

re at least as hard as the instances solved in normal operation. In 
9 
n ongoing field-testing campaign in the GOTO project, dispatchers 

ill judge the quality of the solutions produced by this algorithm. 

igure 13 shows a screenshot of the prototype currently available 

o the dispatchers at Oslo Central Station. In this paper, we have 

ocused on testing the limits of our algorithm. 

Figure 10 show the layout of Oslo Central Station. The station 

as 19 platform tracks, 1 west-bound line, 4 east-bound lines, and 

 east-bound exits to technical areas. Oslo Central Station has 19 

racks. Track 1 and tracks 14–19 are east-bound only, while tracks 

–13 are both east-bound and west-bound. Tracks 2–8 are primar- 

ly used for west-bound traffic, while tracks 9–13 are primarily 

sed for east-bound traffic. To the west, all tracks collect into a 

est-bound double-track tunnel. This tunnel is the main line con- 

ecting the east and the west of Norway by rail and is very busy. 

o the east, traffic can go north-east on Brynsbakken to one of the 

hree lines Gjvikbanen, Hovedbanen, and Romeriksporten (Garder- 

obanen); southeast to stfoldbanen or the depot at Lodalen; or 

outh to the yard at Haven. To the east, tunnels allow traffic to 

ove at different levels in order to improve traffic flow. The tracks 

re divided into hundreds of track circuits, allowing effective use 

f sectional release (see Appendix A ). In order to construct our ex- 

eriments, we have been given insight into restricted-access doc- 

ments detailing the infrastructure of Oslo Central Station and the 

urrounding area. In particular, we have been able to use the real 

rack-circuit and signal layout, though we have had to estimate the 

xact sizes of each track circuit. In order to generate the timetable, 

e have used the public listing of arrivals and departures at the 

tation. With permission from Bane NOR, we have published the 

nfrastructure data for Oslo Central Station in a companion pa- 

er [24] . Our infrastructure model for the area has 198 track cir- 

uits, 254 interlocking routes, and 94 paths. Almost all potential 

onflicts are between trains on the same path, trains on merging 

aths and trains on crossing paths. There is one short single track 

egment with conflicts between meeting trains, and a few areas 

here some paths going in opposite directions can share a stretch 

f tracks, but these cases are relatively few. 

All our instances are based on repeating the traffic scheduled 

etween 4 p.m. and 5 p.m. on a weekday, during the height of the 

fter-work commute out of Oslo city center. We test our approach 

nder an extra heavy load by repeating this very busy hour in- 

tead of following the published timetable. The number of trains 

cheduled to move through the station this hour is 55, with some 

rains arriving from or departing to the neighboring depot. For traf- 

c outside of rush hour (for longer simulations), we have selected 

7 of the rush-hour trains. These are the trains scheduled to run 

ourly at off-peak hours, along with some of the train that have 

epartures less frequently than each hour at off-peak times. The 

esulting number of trains is representative for off-peak hours dur- 

ng the day, and too high for off-peak hours during the night. 
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Fig. 12. Cumulative distribution of number of selection constraints for the experiments in Table. 

Fig. 13. Oslo Central Station dispatcher support tool prototype from the GOTO project. When working with a single station, the dispatching horizon can be as short as 2 

hours. 
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Whenever a track connection existed, the trains were allowed 

o use both their scheduled track and the other track on the same 

latform. As possible paths, we allowed the paths trains are ob- 

erved to take to their designated track and paths suggested as 

lternatives by dispatchers at Bane NOR. In order to minimize 

ymmetry-breaking, we set a constant cost of delay k a = k i a = 1 ,

nd give all paths cost c p = 0 . This is also in close accordance with

ractice at the station, since we only allow changing track to an 

djacent track on the same passenger platform. 

We ran our experiments on a MacBook Pro (15-inch, 2016) with 

 2.9 GHz Quad-Core Intel Core i7 processor and 16 GB 2133 MHz 

PDDR3 memory, running macOS 10.15, Python 3.8.2, and Gurobi 

.0.3 with default settings. 

In order to compare the different formulations we present in 

ection 5 , we have generated a set of 200 instances, each consist- 

ng of 4 consecutive hours of rush-hour traffic. In each instance, 

e randomly select trains and give them a random delay between 

 and 15 minutes. The number of trains selected for delay is be- 

ween 1 and 30. We then solve all 200 instances using each of the 

ormulations we compare. 
10 
The big- M formulation is the one given in (23) . In rows la- 

eled modified , the corresponding constraints have been replaced 

y their strengthened versions, described immediately following 

23) . In rows labeled combined , the corresponding constraints have 

een supplemented by their strengthened versions. Table 2 shows 

he average performance statistics. The columns of the table are 

 t total ) the total processing time, ( t last ) the processing time of the

ast MIP to be solved, ( t sep ) the time spent separating conflict con- 

traints, (MIP) the number of MIP models solved, (Nodes) the to- 

al number of MIP nodes processed, (Vars) the number of selec- 

ion variables generated, and (Constr) the number of selection con- 

traints generated. 

Table 2 shows a surprising result: replacing ( 23 .iii) and ( 23 .iv)

ith stronger, non-big- M versions slows down the solution pro- 

ess. Comparing the first three rows of Table 2 with the middle 

hree rows, we see that the number of MIPs solved is smaller when 

sing the strengthened constraints. This indicates that the interme- 

iate solutions, and therefore the conflict detection process, might 

e better. However, the number of MIP nodes processed is much 

arger, indicating that the branch-and-bound process is less effec- 
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Table 2 

Comparison between different MILP formulations for ODP using different versions of the constraints 

( 23 .iii), ( 23 .iv), and ( 23 .vi). For comparison, a set of 200 instances (220 trains over 4 hours with random 

delays) have been solved using each formulation, and the values shown in this table are the averages 

for each formulation. The fastest formulation has been highlighted. 

( 23 .iii),( 23 .iv) ( 23 .vi) t total t last t sep MIP Nodes Vars Constr 

big- M big- M 13.63 1.00 0.25 17.07 21778.87 1035.29 517.64 

big- M modified 16.47 0.66 0.36 25.45 26405.58 1300.69 650.35 

big- M combined 15.11 0.63 0.34 25.43 22796.97 1273.94 636.97 

modified big- M 14.83 1.18 0.25 16.88 29430.74 1001.78 500.89 

modified modified 29.30 1.83 0.31 21.12 49842.10 1147.05 573.52 

modified combined 24.17 1.53 0.27 19.64 40426.82 1125.34 562.67 

combined big- M 12.73 0.94 0.24 16.66 20313.77 1036.53 518.26 

combined modified 23.07 1.57 0.28 18.55 34165.39 1136.41 568.21 

combined combined 16.98 1.22 0.26 17.59 25044.31 1093.82 546.91 

Table 3 

Computational results for Oslo Central Station. Each instance is 6 

hours of rush-hour traffic, with a total of 330 trains. N d is the num- 

ber of trains that has been delayed to create the random instance, and 

each delayed train was delayed by a random number of minutes be- 

tween 1 and 15. 

N d t total t last t sep MIP Nodes Vars Constr 

0 31.75 2.19 0.39 19 27842 1576 788 

1 44.83 1.89 0.48 24 39388 1628 814 

2 15.46 1.52 0.27 13 18871 1486 743 

3 41.33 1.41 0.50 24 27607 1662 831 

4 28.17 1.01 0.34 16 43545 1586 793 

5 32.61 2.65 0.39 20 27394 1572 786 

6 29.99 2.77 0.36 17 31249 1562 781 

7 56.48 2.18 0.62 30 41290 1736 868 

8 41.42 2.23 0.47 23 29717 1652 826 

9 27.63 1.77 0.38 18 44345 1566 783 

10 47.22 1.99 0.49 24 39800 1690 845 

11 17.89 1.17 0.29 14 13660 1556 778 

12 42.11 1.77 0.49 24 32576 1600 800 

13 22.29 1.87 0.33 16 26874 1542 771 

14 34.46 2.48 0.40 20 27559 1612 806 

15 36.59 1.91 0.47 22 24433 1734 867 

16 27.39 1.64 0.38 18 35316 1568 784 

17 27.00 2.01 0.38 18 21565 1564 782 

18 31.92 2.87 0.40 19 28043 1618 809 

19 21.70 1.80 0.35 16 13584 1540 770 

20 31.87 2.14 0.39 18 29370 1580 790 

21 25.43 2.68 0.35 16 36534 1574 787 

22 18.38 2.18 0.28 14 11386 1574 787 

23 23.60 2.59 0.36 17 28187 1610 805 

24 28.07 2.19 0.34 16 19580 1642 821 

25 29.39 2.43 0.44 21 34381 1604 802 

26 32.68 1.43 0.40 19 21195 1592 796 

27 48.98 2.42 0.48 25 45070 1644 822 

28 18.66 1.71 0.28 13 18206 1604 802 

29 27.29 1.97 0.38 18 36655 1576 788 

30 24.44 2.06 0.33 16 17919 1568 784 
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Table 4 

Computational results for Oslo Central Station. Each instance is 24 hours of traffic, 

with two rush-hour periods of 4 hours each and a total of 1032 trains. N d is the 

number of trains that has been delayed to create the random instance, and each 

delayed train was delayed by a random number of minutes between 1 and 15. 

N d t total t last t sep MIP Nodes Vars Constr 

0 43.45 3.02 1.64 19 19721 3064 1532 

1 47.47 2.99 1.81 22 34519 3016 1508 

2 89.21 3.48 2.69 32 51796 3202 1601 

3 63.15 2.34 2.08 25 31459 3166 1583 

4 53.14 2.91 1.69 21 53566 3208 1604 

5 54.38 3.16 1.80 21 32423 3200 1600 

6 36.19 2.88 1.31 17 34178 3068 1534 

7 57.66 3.71 1.89 24 28443 3176 1588 

8 23.80 2.52 0.95 12 22428 3010 1505 

9 36.60 2.73 1.32 16 23108 3100 1550 

10 54.25 2.71 1.70 21 39828 3108 1554 

11 91.07 2.48 2.75 34 54384 3246 1623 

12 53.08 2.64 1.77 22 59062 3070 1535 

13 35.81 3.29 1.36 17 26755 3086 1543 

14 36.29 3.22 1.27 16 20789 3044 1522 

15 55.57 3.87 1.84 23 32907 3114 1557 

16 76.93 3.95 2.04 25 34058 3202 1601 

17 50.44 2.75 1.62 20 61812 3066 1533 

18 31.90 2.71 1.30 16 30493 3004 1502 

19 67.57 3.44 2.09 26 35096 3108 1554 

20 26.92 2.54 1.13 14 26348 2924 1462 

21 57.52 3.48 1.75 21 26297 3224 1612 

22 65.72 3.19 1.95 25 46235 3130 1565 

23 61.08 3.70 2.08 26 54550 3182 1591 

24 56.80 3.05 1.74 22 18673 3166 1583 

25 33.78 2.33 1.30 17 18268 3100 1550 

26 71.83 3.03 2.35 30 40423 3078 1539 

27 47.63 2.66 1.73 21 46208 3024 1512 

28 37.13 3.35 1.38 17 32929 3130 1565 

29 84.11 1.86 2.46 32 49202 3132 1566 

30 51.30 3.97 1.80 21 29310 3134 1567 
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ive. When we replace ( 23 .vi), we get even slower running times. 

n this case, strengthening the inequality removes the explicit con- 

ection between the path variables and the delay variables, which 

ould explain the increased number of MIP nodes processed. The 

ighlighted row of Table 2 shows the formulation with the best 

erformance in our comparison experiments. In this formulation 

e have supplemented ( 23 .iii) and ( 23 .iv) with their strengthened 

ersion, and kept ( 23 .vi). This results in the number of MIP solves

nd the number of MIP nodes processed being comparatively low. 

e use this formulation in the rest of our experiments. 

Table 3 shows performance results from an experiment very 

imilar to the comparison experiment, but with six consecutive 

ours of traffic. The new column ( N d ) is the number of trains de-

ayed to create the instance. Each instance has 330 trains moving 

hrough the station. Most trains have options for which path to 

ake to their designated platform, and some trains have options 
11 
or which platform to take. In each instance, the total number of 

ath selection variables is 798. All the instances are solved in un- 

er 1 minute. This is fast enough that dispatchers can use the sug- 

ested solutions; the traffic pattern does not change too much in 

 minute. Furthermore, once a train is approaching the station, 

he signals will have been set, and changing the train’s schedule 

ill be very work-intensive. Therefore, there is no great need for 

 faster refresh rate than every minute; dispatchers need time to 

mplement the planned schedule. 

Table 4 shows the performance results from an experiment 

here each instance is made up of 24 hours of traffic: two 4-hour 

eriods of rush-hour traffic and three periods of reduced traffic. 

ach instance has 1032 trains moving through the station, and the 

otal number of path selection variables is 2520. All instances are 

olved within 100 seconds. Similar to the above situation, this is 

ast enough to be useful in real-time applications when dispatch- 

rs and schedulers plan this far ahead. 
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We note that for the experiments reported in Table 4 , the num- 

er of potential conflicts |K| were on the order of 10 6 or higher, 

et the number of generated selection constraints were only about 

500 in each instance, as shown in Figure 12 . 

In Table, it appears that the difficulty of an instance is not 

trongly correlated to the number of delays. There are two reasons 

ain for this. First, the timetable does not provide schedule infor- 

ation other than at the platform, so we have extrapolated to the 

ull station area. As a result, the initial schedule is not necessar- 

ly conflict free. Second, delays could occasionally shift trains away 

rom a congested times. 

. Conclusions and Future Work 

The computational results reported in the previous sec- 

ion show that our approach can solve the ODP in a large passen- 

er train station up to a 24-hour planning horizon in a reasonable 

mount of time. As a part of the innovation project GOTO with the 

orwegian infrastructure manager Bane NOR, a prototype based on 

ur approach is currently undergoing a field-test campaign. The 

ispatchers at Oslo Central Station control center will be involved 

n the testing. As part of this test campaign, we are planning to 

sk dispatchers to solve small but complex instances of the prob- 

ems presented here, so that we can compare our algorithm-based 

olutions with their expert solutions. 

Even though the experiments on real-life data show that the 

pproach will work in practice, the field campaign may present 

ew challenges. Also, further research may be needed to tackle 

ven larger stations with more congested traffic, which exist in 

ther European railways. 

In the GOTO project, we also developed a prototype, already un- 

er testing at Oslo Central Station, to dispatch trains on the lines 

ncident to the station. The final objective of the GOTO project is 

o develop a decomposition approach to combine the two proto- 

ypes to control the traffic over the entire Greater Oslo region. 

he final prototype will be tested at Oslo Central Station in June 

022. 

Based on discussions with dispatchers at Oslo Central Station, 

e have decided to rely on predetermined paths for the routing 

ithin the station. On the one hand, this approach aligns well 

ith how dispatchers route trains in the station, making it easy for 

ispatchers to implement suggested solutions. On the other, using 

redetermined paths restricts the search space. In order to further 

mprove our approach, we want to explore more options for path 

eneration. First, we want to let dispatchers control which paths 

re available for each train, including drawing new paths. Second, 

e want to design an algorithm that generates paths on-demand 

ased on the current traffic in the station. 
ig. A.14. The figure shows an area of tracks divided into 12 track circuits, shown as sha

mall hatches drawn on the lines. The large, shaded track circuit on the right prevents th

12 
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ppendix A. Detailed Conflict Modelling 

In order to model Oslo Central Station (or any other large pas- 

enger station) with sufficient accuracy, it is necessary to under- 

tand the low-level business rules of operating the rail infrastruc- 

ure that makes up the station. In this appendix, we explain the 

etails behind our conflict detection approach. These are the de- 

ails that allow us to achieve feasible schedules without adding 

afety margins. 

1. Track Infrastructure 

Up to this point, we have considered the track infrastructure to 

e divided into interlocking routes with potential conflicts between 

nterlocking routes that share some physical resources. While the 

nterlocking routes are the finest division from a scheduling point 

f view, these routes are further divided into track circuits for ac- 

ual conflict detection. Figure A.14 shows an example of how tracks 

an be divided into track circuits. 

Track circuits can be seen as atomic track elements since they 

artition the track infrastructure; no two track circuits may share 

ny piece of track. Track circuits are equipped with detectors that 

an tell if a train occupies the track circuit. For the purpose of con- 

ict detection, we regard an interlocking route as a sequence of 

rack circuits r = (c 1 , . . . , c n ) . A pair of routes are in potential con-

ict when they share at least one track circuit. 

In our discussion so far, if one train must wait for another, the 

receding train must enter the following route in its path before 

he waiting train may proceed ( Section 3.4 ). By looking at the un- 

erlying track circuits of an interlocking route, we may introduce 

lternative, less restrictive variants of the precedence constraints. 

When a train enters an interlocking route, some of the track cir- 

uits following the upcoming signal are temporarily reserved as an 

dded layer of protection against collisions. Thus, two interlocking 

outes can be in potential conflict even if they do not share a track 

ircuit directly. 
ded or crosshatched areas. The track circuits are delimited by the signals and the 

e two parallel tracks going through it from being used simultaneously. 
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Fig. A.15. If the blue train wants to enter v 2 , it must reserve the blue, hatched track circuits, including the first track circuit of v 3 as a safety zone. This would prevent the 

purple train from entering u 3 until the safety zone is released. Conversely, if the purple train wants to enter u 3 , it must reserve the purple, shaded track circuits, including 

u 4 as a safety zone, this would prevent the blue train from entering v 2 until the first track circuit of u 3 is cleared by the purple train and released. 
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2. Track Circuit Reservations 

When a train enters an interlocking route, it must reserve all 

rack circuits that are part of that route and possibly some track 

ircuits forming a safety zone after the signal at the end of the 

oute. 

Any pair of trains reserving the same track circuit represent 

 potential scheduling conflict. In order to check if a candidate 

chedule realizes a potential conflict, we create an interval graph 

or each track circuit, where each interval represents a reserva- 

ion of the track circuit. If any pair of intervals overlap, there is 

 realized scheduling conflict, and the candidate schedule is not 

easible. 

Track circuits reservations end and we say the track circuits are 

eleased , either after they have been passed by the train, when 

he train exits the containing interlocking route, or, in the case of 

afety zones, after a fixed amount of time. 

In the algorithm laid out in Section 5 , conflict detection is per- 

ormed for each intermediate solution. In this case, the current so- 

ution is used to generate reservations. 

2.1. Safety Zones 

Signals offer the primary protection of trains moving in inter- 

ocking routes. No collision is ever possible as long as no train ever 

asses a signal at danger (red light). Safety zones (or interlocking 

oute overlaps [2] ) offer additional protection against collision if a 

rain should pass a signal at danger accidentally. 

Figure A.15 shows an example of a safety zone. Train b (blue) 

s about to enter route v 2 , and train a (purple) is about to enter

 3 . In order to protect against collision, train b must reserve not 

nly v 2 , but also the first track circuit of v 3 . If b were to pass the

ignal protecting v 3 (and u 3 ), an automatic emergency break could 

top b in the safety zone. Were it not for this safety zone, train a

ould occupy the points in u 3 while b enters v 2 . Should b pass the 

ollowing signal, it could crash into a before an emergency break 

ould bring b to a stop. 

In order to prevent a collision, a safety zone must contain 

nough track circuits to cover the minimum braking distance of 

he train approaching the corresponding signal. Unlike the track 

ircuits making up an interlocking route, the track circuits of a 

afety zone may be released before they are used by the reserving 

rain. Consider the example in Figure A.15 again. When b enters 

 2 , it is going to stop at the adjacent platform. Then, a will leave

he platform and enter u 3 . The blue, crosshatched track circuits are 

eserved by b, and the purple-shaded track circuits are the ones a 

ust reserve. A certain amount of time after b enters v 2 we can 

ay for certain that b must have slowed. Otherwise, it would have 

eached the following signal. At this time, b can release the track 

ircuits making up its safety zone in v 3 , and a can reserve the track

ircuits on its path. Track circuits in a safety zone are reserved for 

 fixed amount of time. 
13 
2.2. Route Release and Sectional Release 

When a track circuit is part of an interlocking route, it is re- 

eased either with the route or once the reserving train has passed 

hrough the track circuit itself. 

We use Figure A.15 to illustrate the difference between route 

nd sectional release. If we let train a take precedence over b, then 

cannot enter v 2 before a releases the first track circuit of u 3 , since

his track circuit is the safety zone required by b when entering 

 2 . Under route release, a must fully enter u 4 before the contested 

rack circuit is released, and b may proceed. Under sectional re- 

ease, the track circuit can be released once a has passed fully into 

he last track circuit of u 3 . 

Under sectional release, train b may proceed earlier than un- 

er route release. Even if a must stop at the signal protecting u 4 ,

may proceed into v 2 . In general, sectional release allows closer 

cheduling than route release. 

3. Conflict Types 

We let u = 〈 a, r〉 and v = 〈 b, s 〉 be route nodes. There is a poten- 

ial scheduling conflict between u and v when they have a track 

ircuit in common, either as part of the route itself or a part of a

afety zone. The associated precedence constraints depend on the 

ype of reservations made by the route nodes. A pair of routes may 

ause multiple potential scheduling conflicts. We add constraints 

o make sure none of the potential conflicts are realized. The form 

f these constraints depends on what the yielding train is waiting 

or. Table A.5 and Figure A.16 show the different types of potential 

cheduling conflicts. 

Waiting for Route Release When one train is waiting for a pre- 

eding train to fully clear its route, the waiting train is waiting for 

 route release . This is, for example, the case when both trains are 

oing to the same signal. In Figure A.15 , if a precedes b under route 

elease, then b cannot enter v 2 before a has fully left u 3 (and fully 

ntered u 4 ). We get the constraint 

 v 2 − t u 4 ≥ δu 4 if y u 3 v 2 = 1 (A.1) 

here we note that the precedence decision is between u 3 and 

 2 , while it is u 4 that is used in the constraint. The arcs (u 4 , v 3 )
nd (v 4 , u 3 ) in Figure A.16 both represent route release constraints. 

nlike the other arc pairs, this pair is not anti-parallel. This is be- 

ause the following train must wait for the leading train to exit 

he shared route and enter the next route, rather than wait for it 

o enter the shared route. 

Waiting for Sectional Release If the route of the waiting train is 

rossing the route of the preceding train sufficiently far from the 

nd of that route, then sectional release may apply. In sectional re- 

ease, individual track circuits are released once they are passed. 

ince, when we reschedule, we may assume trains will only stop at 

ignals, we can compute when a train passes a track circuit based 

n when it enters the route containing that track circuit. This will 

ork as long as the track circuit is not part of the area where 
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Table A.5 

When operating with safety zones, there are three types of conflicts between trains. First, two trains may want to 

use the same track circuit(s) as a safety zone. Second, a train may want to enter the safety zone of another train. 

And third, two trains may want to enter the same track circuit(s). 

Purple Blue Variables Description 

Enter u 2 Enter v 2 y u 2 v 2 , y v 2 u 2 Conflicting safety zones 

Enter u 3 Enter v 2 y u 3 v 2 , y v 2 u 3 Purple train enters safety zone of blue train 

Enter u 2 Enter v 3 y u 2 v 3 , y v 3 u 2 Blue train enters safety zone of purple train 

Enter u 3 Enter v 3 y u 3 v 3 , y v 3 u 3 Both trains enter the same track circuit(s) 

Fig. A.16. Four disjunctive precedence constraints of three different types. The physical situation is illustrated in Figure A.15 , and the conflicts are described in Table A.5 . 

Fig. A.1. Options for modelling train reversal. 
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Figure A.17 shows these two modelling options. 
he train may stop before a signal. If train a precedes train b in 

igure A.15 , it is natural to apply sectional release. 

We let αu v be the time it takes for the preceding train (route 

ode u ) to get past the end of the last track circuit on the route of

he waiting train (route node v ). In the example in the figure we

hen get the constraint 

 v 2 − t u 3 ≥ αu 3 v 2 if y u 3 v 2 = 1 (A.2) 

he arcs (u 3 , v 2 ) and (v 3 , u 2 ) in Figure A.16 both represent sec-

ional release constraints. 

The sectional release constraint (A.2) assumes that once the 

receding train reaches the signal at the end of its current route, it 

as already released all the track circuits shared with the following 

rain. If this is not the case, sectional release is not appropriate for 

his pair of trains in this order. This requirement for sectional re- 

ease must either be checked for the model as a whole or for each 

ndividual conflict. In our case, we can ensure it holds generally, 

ince we only schedule relatively short passenger trains. 

Waiting for Safety Zone Release Waiting for a safety zone to be 

eleased is much like waiting for a sectional release. In Figure A.15 , 

f v 2 precedes u 3 , then train a only has to wait a fixed time after

enters v 2 , instead of waiting for b to enter v 3 (which in this case

ould cause a different potential conflict with a ). We let �u be 

he amount of time the safety zone corresponding to u must be 
14 
eserved. Then, 

 v 2 − t u 3 ≥ �u 3 if y u 3 v 2 = 1 (A.3) 

The arcs (u 2 , v 2 ) , (v 2 , u 2 ) , (u 2 , v 3 ) , and (v 2 , u 3 ) in

igure A.16 all represent waiting for a safety zone to be released. 

ppendix B. Train Reversal and Shunting Operations 

Our model deals with train reversals and shunting operations 

coupling and decoupling) using only full route release for the 

outes where these operations occur. That way, we can ignore the 

recise movements of the train(s) within the route. 

1. Train Reversal 

Consider the example shown in Figure A.15 . In the figure, train 

stops at the station in v 2 . If we let v 1 (resp. v 2 ) represent the 

everse of v 1 (resp v 2 ), we can let the train reverse by letting v 1 
ollow v 2 after an appropriate delay added. Alternatively, we can 

et v 2 follow v 2 with no delay added, and let v 1 follow v 2 normally. 
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Fig. A.2. Modeling shunting operations: coupling and decoupling. 
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2. Shunting Operations 

When modelling shunting operations, specifically coupling and 

ecoupling, we again use only full route release for the routes 

here the operations occur. 

Figure A.18 show how we can model coupling and decoupling 

he trains in Figure A.15 . u ′ and u ′′ represent the two parts of train

 after it separates. In the figure, the two halves proceed in op- 

osite directions. w represent the new trains resulting and train b

onnecting to train a to the right of the station. The δ values must 

e adjusted to account for reduced speed during shunting opera- 

ions. The alternative arcs are added to ensure at most one train is 

oving in the interlocking route at any given time. 
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