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Abstract

Aquaculture is one of the largest, and fastest growing industries in Norway. Recently, the industry has experienced significant
development in the daily operations acquiring new technologies and systems that capture data and automate the different processes.
These emerging technologies enable the generation of enormous amounts of data from sensors in the fish cages, cameras, boats, and
feeding control rooms. Additional information relevant to the aquaculture industry is based on e-mails, manual notes, or intrinsic
experiences and knowledge exchanges. One of the critical aspects of successful fish farming operation management, which is yet
not achieved, is to allow domain experts to gain insight into the interconnection between the broad spectrum of heterogeneous data
currently realized.

This paper describes a framework for storing and retrieving critical information connected to fish farming based on a graph
database approach. The overall architecture is presented with detailed illustrations of how data is visualized and interpreted through
a user-friendly interface. Accordingly, this work demonstrates how aquaculture users can benefit from the system to identify
possible connections in the data and reveal previously undiscovered causalities and correlations that suggest optimal actions.
Further, studies and evaluations of the querying system are conducted, evaluating the capability of the proposed design to process
complex relationships. This work showcases that the system helps fish farmers and aquaculture users gain knowledge, reveal hidden
links in the data, and improve aquaculture operations.
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1. Introduction
The aquaculture industry, one of the most growing industries in Norway and the largest worldwide contributor to

food production, generates enormous amounts of data every day. Data gathered comes from heterogeneous sensors in
the fish cages, cameras, boats, feeding barges, e-mails, notes, and conversations between people working in production
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sites [8]. Some tools exist for gathering and displaying the produced data. In addition, there are several initiatives for
standardizing the data (e.g. the Aquacloud collaboration [1]), yet there exist many challenges with today’s solutions
related to finding and visualizing the interconnections between the gathered data. When the data quantity is high,
the interconnections between data become more critical, complex, and hard to realize. Furthermore, it is difficult
for humans to navigate through millions of data points and find these interconnections. To further the advancement
of the fish farming operations, domain experts, e.g., site managers and fish farmers, need to gain insights into the
interconnections between the broad spectrum of the gathered heterogeneous data. Such insightful understanding has
not yet been realized. The Precision Fish Farming (PFF) framework [8] promotes the idea of building up smart
data for the aquaculture industry to achieve optimal operations. PFF accordingly identifies four concepts that work
together iteratively in a cycle: 1) Observe (collect data), 2) Interpret (analyze data), 3) Decide (decision making and
support), and 4) Act (actions executed upon the decision taken). Making data smart necessitates the construction of
detailed definitions and domain specifications that transform data into knowledge rather than intrinsic experiences.
This shift is essential to the industry’s digital transformation, where technology is used for innovation, simplification,
and improvement. To achieve a digital transformation, there is an urgent need to put in place systems that provide
more insights into the data and help end-users realize hidden patterns and trends for better decision making and
process optimization [5].

To provide this digital transformation, this paper presents the design and evaluation of a 5 components framework
based on a graph database approach. The contribution of this paper is fourfolds:

• Design and implement a domain data model for the aquaculture fish production process which is the core to
achieving smart information.
• Build a knowledge graph and a graph database from the data model to facilitate easy and user-friendly informa-

tion storage and retrieval.
• Illustrate how the different concepts and data gathered can be correlated to provide insightful meanings to the

end-users allowing them to make better decisions that lead to fish production process optimization.
• Highlight the benefits and potential use of the system.

This work addresses digitalization and improved fish survival and welfare in the aquaculture industry by target-
ing data-driven production and providing an in-depth understanding of complex interconnections in the data. Graph
databases are used as a basis for the implementation since they are considered good tools for storing relationships and
connections between data [12]. Data related to fish farming operations may be a combination of groups of fish, treat-
ment methods, feeding strategies, assets, sensor data, and observations made by aquaculture sites’ personnel [8, 5]. As
a first step, all these data are conceptualized in a domain-specific data model ontology targeting the aquaculture pro-
duction process. A knowledge graph then uses this conceptual model to create individual instances representing part
of the production life cycle. The graph database, in turn, stores the knowledge graph and the logic that describes the
interconnections between the different entities. The implemented system is modular; it enables users to store data and
relevant historical information. The system is also augmented by a visual interface that further allows the end-users to
observe how a production cycle evolves and what are the main factors that affect the end-product quality. Moreover,
this visual interface allows the end-users to input additional feedback quotes or narrative notes that are fed back to the
graph database. In this way, the data is iteratively and continuously incremented.

This approach is a new way of visualizing aquaculture data that improves the understanding of the operations and
highlights useful information that can reveal undiscovered causalities and correlations which can be used to suggest
optimal decisions and actions for the fish farming production process. Moreover, when including historical infor-
mation, the proposed system can provide fish farmers with support for long- and short-term decisions by suggesting
actions or strategies that have been successful in the past. This paper demonstrates how the implemented system forms
a good foundation for decision-making that can help optimize the planning and scheduling of aquaculture production
processes.

2. Related work
Big Data analytics in the aquaculture industry are essential to support and utilize large-scale aquaculture data.

Akerkar et al. [3] reported a need for specialized data architectures to gain further value from data integration and
bring data-driven aquaculture practices to a new level of development. Furthermore, reports on the state-of-the-art data
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analytics within the industry have stated relational databases to be lacking the ability to meet modern applications in
the form of more specified architectures [6]. One of the mentioned scalable architectures is graph databases. Among
limited existing literature on graph databases used in the aquaculture industry, Tejaswini et al. showed using graph
databases is useful in establishing relationships between fish species [20]. Their study focused on correlating the
combination of fish species with suitable areas for fish farming. In contrast, our work focuses on the daily operations
related only to salmon fish farming and how graph databases can be adopted to aid the decision-making that optimizes
the production process.

The adaption of graph databases has been studied in many other research areas as well, including dairy farming [21]
biology [24], medicine [17], manufacturing [15] and finance [23]. Yoon et al. [24] established a graph database that
outperforms traditional relational databases both in terms of efficiency and potential capabilities related to the under-
standing of complex relationships between biological data. On the other hand, Yerashenia et al. [23] created a novel
Bankruptcy Prediction Computation model with embedded machine learning to add further insight into a business.
Lastly, Tomic et al. [21] presented an information management solution for dairy farming in the form of a knowledge
graph, which refers to how a graph database organizes data. The work in this paper builds on previous research for de-
veloping efficient graph database models. It focuses on describing domain specifications that describe the fish farming
production process.

3. Methodology
The main scope is to represent the aquaculture production process and operations to enhance end-user experience

and better understand how operations are exerted and linked together. The gained insights enable optimal decision-
making in the operations towards achieving better fish quality. The adopted method of an aquaculture production
process representation should seamlessly allow the capture, store, and reuse of information systematically, linking low-
level numerical sensor data with high-level domain expert (e.g., fish farmers) experiences. Accordingly, a knowledge-
based system is incrementally constructed by building an architecture for storing and retrieving critical information
connected to fish farming operations. The core component of this architecture is a graph database. Critical information
includes fish farming assets, transportation equipment, fish batches, feeding targets, events, sensor data, and human
observations. One of the main advantages of using a graph database is providing insight into interconnections between
variables or entities through better data visualization. This visualization can reveal, for example, the root cause of
undesired incidents, such as a high mortality rate observation.

In a graph database, all the information about an entity can be contained in a single node, and all related information
is visualized through the edges connected to this node [18]. Each edge in the graph can be assigned a weight that holds
information about the cost associated with it. Graph database systems exploit this particular structure in algorithms
that, e.g., traverse the graph and find the shortest path or sub-graphs [10]. One well-known example of graph databases
used in practice is social network models, e.g., Facebook. Graph databases are more scalable and adaptable than
relational databases allowing faster query-answer mechanisms that explore the defined nodes (entities) [12]. In graph
databases, the querying algorithm has a computational complexity of O(m) where m is the number of steps (edges
visited) to traverse the graph. This computational complexity in relational databases is estimated as O(m log n) where
n is the number of nodes (entities) defined in the graph [19].

4. Proposed framework
This work aims to provide more insights into the aquaculture production process and accordingly highlights the

means to optimize them. Figure 1 depicts a block diagram showing the five underlying components of the proposed
framework and how they are interrelated, making an iterative workflow cycle that incrementally builds up the database.
The process follows a systematic approach that starts by gathering all the possible information to identify the key
concepts to establish the domain model specifications of the aquaculture production process. Accordingly, the domain
model is constructed in the form of a modular ontology that aims to create smart information that facilitates knowledge
extraction and provides more insights into the data analysis. A knowledge graph then uses the ontology to create
individual and specific instances considering an example scenario that represents part of the aquaculture production
cycle. Next, a graph database [22] stores the knowledge graph data and the logic that describes their interconnections
and context. The fifth component of the proposed framework is the user interface, where data is represented to the
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Aquaculture data Decision making & process optimization

Ontology Knowledge graph Graph database

Fig. 1. Block diagram illustrating the different components of the proposed framework.

end-user, showing historical trends and information on how they are interrelated. From this interface, end-users can
highlight additional observations and provide their feedback on them in the form of quotes or narrative notes that
can be utilized to incrementally build the data that is fed back again into the knowledge graph. The novelty of this
approach compared to the existing dominating systems in aquaculture is the use of the ontology and knowledge graph
to create rich, interconnected and smart data sets.

4.1. Aquaculture production process data

The aquaculture industry has a massive amount of data characterized as being heterogeneous. This data can be
gathered from a broad spectrum of sensors attached, for example, to fish cages, boats, and feeding centrals. Other
forms of data can be images or videos captured by cameras, and e-mails, quotes, notes and observations made by
people working at the production sites, such as veterinarians, farmers, or managers.
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Delousing

Observation11 Observation12

Sorting

Observation21

ProductSmoltJuvenileRoe

… ……

Sensor

… …… …

Video Image Note Email Interpretation

Batches Batch003 Batch004Batch002Batch001… …

Fig. 2. Aquaculture production cycle

This work follows a bottom-up approach to graph database creation identifying the building blocks that support
the development of the system. Some design considerations must be taken into account to facilitate the store, retrieve,
and reuse of information. The raw data and information gathered from sensors, end-users, and domain experts are
mostly observations and user feedback, which can be quantitative and qualitative. These observations are modelled
as a chronologically ordered list to maintain and track their sequence of occurrence. Hence, reasoning about the se-
quence and interconnectivity of events is essential to support the tracking and the full understanding of the aquaculture
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production process from the start (roe fish) to the end (end-product). These individual observations in the data model
need to be further grouped to provide a logical structure and maintain common metadata. The root element of this
observation list tree is the event (e.g., delousing, feeding, sorting, transportation, vaccination) since an event holds
a large amount of metadata about the context. As illustrated in Figure 2, events consist of an ordered sequence of
observations within a specific time interval in which a fish batch is actively engaged or affected. It is worth noting that
a fish batch is part of a fish life cycle (e.g., juvenile or adult). The fish farmer company decides how to allocate and
categorize fish in batches and assign them a cage in its facility. In addition, batches can move from one fish cage to
another, or be re-defined, as an effect of applying a specific aquaculture operation.

4.2. Ontology formulation

Creating and developing ontologies is a well-known approach used to represent concepts of the real world. Ontol-
ogy creation is essential to designing and modelling a coherent knowledge management system from various sources
and tools. Ontologies are part of the sense-making process for analyzing data and extracting knowledge [14]. The
aquaculture production process ontology will act as the main promoter of understanding what is happening during
the operations. The main goal is to demonstrate and convey information about how and where a task is performed
and communicated, hence identifying the cause and effect of performing different operations during the fish produc-
tion life cycle. To achieve this goal, the ontology model in this work elaborates on how observations and events with
various representations and formats are logically grouped and related in a sequence.
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Fig. 3. A representation of the proposed ontology showing the different concepts of the data model related to the aquaculture operations.

In the ontology design, the domain meta-model defines the interface, making it possible to integrate different
domain models uniformly. The domain model describes the real world in generic terms. It is linked to the data in two
ways:

1. Domain concepts express the data relevance and elaborate on the domain model.
2. Model insights in the domain refer to data as part of an argument or rationale.

Tags and metadata are labels that link objects to the ontology. They describe the actors and their roles (e.g., supplier,
veterinarian, fish farmer), events (e.g., delousing, sorting, transportation), equipment (e.g., sensors, wellboat), and
locations (e.g., facility). There are two interpretations of these links:
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i. They are objective observations, e.g., sensor-based measurements, which can reasonably be represented as prop-
erties of the data object.

ii. They are subjective interpretations stored, e.g., quotes or notes, allowing multiple expressions for conflicting
views.

Both objective and subjective interpretations are valid for different links. Data items can be tagged by attaching a
cross-reference, recording timestamp, and author (made by a human or a sensor). Figure 3 depicts the key concepts that
define the data model of the aquaculture production process ontology. The ontology in this work is a modular Ontology
Web Language (OWL)-full ontology based on OWL-Description Logic (DL) or OWL-DL with a combination of
features from the Resource Description Framework (RDF) schema [11]. A key concern is establishing a precise
semantic framework that links observations to domain models. The domain specifications are defined over three types
of modeling primitives: concepts, individuals, and roles [14, Ch. 3], where an individual is a single element of the
domain, a concept is an abstract representation for a set of individuals, and a role defines a relationship between
individuals.

The ontology is modular and complies with the OWL ontology in the sense that the class Item is a subclass of the
OWL:Thing and at the same time it is the superclass of all items, or concepts defined in the ontology and highlighted
in bold in Figure 3 listed as LifeCycle, Batch, Facility, Equipment, Event, and Observation. The super class Item
identifies common object properties over the class Item which are inherited by all of its subclasses. Those common
properties are listed as:

- hasTime. A timestamp used to record the creation time or the time of entry into the database.
- startTime. Raw representation of the start time is inserted to simplify processing, avoiding using OWL time.
- endTime. Raw representation of the end time given when a time interval is used.
- hasAuthor. The person or equipment (e.g., sensor) who authored the observation.
- hasItem. The parent item in the hierarchy or, in other words, the item to which this item belongs.

The Observation class is a critical subclass of the class Item which models all types of observations either made
by a human or a sensor. The isMadeBy relationship differentiates between reported objective (when the Observation
is computed or provided by a sensor) and subjective entries (when a person makes them). The Sensor and the Actor
data models are designed to link the Observation to its author. One fundamental data model is the Event model; it is
used to record the different events that happen on a Batch. It is worth noting that each recorded Observation must be
attached to an Event, hence keeping track of the operations that handle a specific Batch. The LifeCycle sub-ontology
is based on the plant ontology detailed in [4] since it represents the different stages of the fish life cycle from roe to
product. Each stage is related to its precedent with a precededBy relation. In fish farming, fish are grouped in batches
to facilitate the handling of operations. A fish within a stage in its life cycle (i.e., adult) can be assigned to more than
one batch. Accordingly, the Batch sub-ontology has a relation hasLifeCycle to define at which stage of the life cycle
the batch is. Facility, and Equipment are other sub-ontologies that are explicitly built to meet the design purpose of
the aquaculture process. The Cage model is a sub-class of Equipment which has some targets (e.g., feeding amount
goal, growth rate). These targets were added to evaluate the fish farming operations’ performance and gauge how the
fish farming facilities follow their production plans.

4.3. Knowledge graph formulation

Knowledge graphs use ontologies to create individual and specific instances. This Section elaborates on the knowl-
edge graph formulation of a delousing operation that took place at the fish production facility on July 7th, 2021. The
operation was performed on one of the adult batches (Batch001) for an entire workday from 7 AM to 6 PM. The batch
was moved from one cage (Merd02) to another (Merd01), both located at the same production facility. To perform
this operation, the production facility hired a supplier (Supplier01) who provides this service with its own well-boat
(service equipment with id: WellBoat01). The well-boat has sensors and equipment attached to monitor the status,
perform the delousing, and provide warnings in case the measurements reach certain thresholds or limits that need the
operators to interfere and take proper actions. At the same time, the production facility company has additional sen-
sors and cameras attached to the cages for the same monitoring purposes. One personnel at the fish farming company
noticed at 1 PM from the videos captured by the camera attached to (Merd02) that fish in (Batch001) were pumped
very harshly during the delousing operation. This observation has been noted and saved as (NOBS001) and consid-
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i. They are objective observations, e.g., sensor-based measurements, which can reasonably be represented as prop-
erties of the data object.

ii. They are subjective interpretations stored, e.g., quotes or notes, allowing multiple expressions for conflicting
views.

Both objective and subjective interpretations are valid for different links. Data items can be tagged by attaching a
cross-reference, recording timestamp, and author (made by a human or a sensor). Figure 3 depicts the key concepts that
define the data model of the aquaculture production process ontology. The ontology in this work is a modular Ontology
Web Language (OWL)-full ontology based on OWL-Description Logic (DL) or OWL-DL with a combination of
features from the Resource Description Framework (RDF) schema [11]. A key concern is establishing a precise
semantic framework that links observations to domain models. The domain specifications are defined over three types
of modeling primitives: concepts, individuals, and roles [14, Ch. 3], where an individual is a single element of the
domain, a concept is an abstract representation for a set of individuals, and a role defines a relationship between
individuals.

The ontology is modular and complies with the OWL ontology in the sense that the class Item is a subclass of the
OWL:Thing and at the same time it is the superclass of all items, or concepts defined in the ontology and highlighted
in bold in Figure 3 listed as LifeCycle, Batch, Facility, Equipment, Event, and Observation. The super class Item
identifies common object properties over the class Item which are inherited by all of its subclasses. Those common
properties are listed as:

- hasTime. A timestamp used to record the creation time or the time of entry into the database.
- startTime. Raw representation of the start time is inserted to simplify processing, avoiding using OWL time.
- endTime. Raw representation of the end time given when a time interval is used.
- hasAuthor. The person or equipment (e.g., sensor) who authored the observation.
- hasItem. The parent item in the hierarchy or, in other words, the item to which this item belongs.

The Observation class is a critical subclass of the class Item which models all types of observations either made
by a human or a sensor. The isMadeBy relationship differentiates between reported objective (when the Observation
is computed or provided by a sensor) and subjective entries (when a person makes them). The Sensor and the Actor
data models are designed to link the Observation to its author. One fundamental data model is the Event model; it is
used to record the different events that happen on a Batch. It is worth noting that each recorded Observation must be
attached to an Event, hence keeping track of the operations that handle a specific Batch. The LifeCycle sub-ontology
is based on the plant ontology detailed in [4] since it represents the different stages of the fish life cycle from roe to
product. Each stage is related to its precedent with a precededBy relation. In fish farming, fish are grouped in batches
to facilitate the handling of operations. A fish within a stage in its life cycle (i.e., adult) can be assigned to more than
one batch. Accordingly, the Batch sub-ontology has a relation hasLifeCycle to define at which stage of the life cycle
the batch is. Facility, and Equipment are other sub-ontologies that are explicitly built to meet the design purpose of
the aquaculture process. The Cage model is a sub-class of Equipment which has some targets (e.g., feeding amount
goal, growth rate). These targets were added to evaluate the fish farming operations’ performance and gauge how the
fish farming facilities follow their production plans.

4.3. Knowledge graph formulation

Knowledge graphs use ontologies to create individual and specific instances. This Section elaborates on the knowl-
edge graph formulation of a delousing operation that took place at the fish production facility on July 7th, 2021. The
operation was performed on one of the adult batches (Batch001) for an entire workday from 7 AM to 6 PM. The batch
was moved from one cage (Merd02) to another (Merd01), both located at the same production facility. To perform
this operation, the production facility hired a supplier (Supplier01) who provides this service with its own well-boat
(service equipment with id: WellBoat01). The well-boat has sensors and equipment attached to monitor the status,
perform the delousing, and provide warnings in case the measurements reach certain thresholds or limits that need the
operators to interfere and take proper actions. At the same time, the production facility company has additional sen-
sors and cameras attached to the cages for the same monitoring purposes. One personnel at the fish farming company
noticed at 1 PM from the videos captured by the camera attached to (Merd02) that fish in (Batch001) were pumped
very harshly during the delousing operation. This observation has been noted and saved as (NOBS001) and consid-
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ered subjective since a person made it. Figure 4 illustrates the knowledge graph formed from the ontology detailed
in Section 4.2, which is related to this example scenario (delousing operation), highlighting the main instances and
actors.
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Fig. 4. A representative knowledge graph showing the different nodes involved in the delousing event operation.

4.4. Graph database formulation

Graph databases, by definition, are not using the Structured Query Language (SQL), as such they are called NoSQL
databases and store information in a graph-like structure defined by nodes, edges, and properties. They are more suited
to applications, especially when data is densely interconnected but also not necessarily structured. Graph databases are
used to store knowledge graph data and the logic that describes their interconnections and context. Graph operations
are executed to manipulate the data and provide insights about them and their interconnectivity. Among the current
graph database models such as AllegroGraph [2], DEX [16], HyperGraphDB [13], and Neo4j [9], the Neo4j is chosen
for the graph database implementation in this project due to its efficient implementation [22, 7]. The Neo4j is an
open-source java graph database that utilizes the Cypher query language to create and interact with the data.

One of the advantages of Neo4j is that it can store the formal representation and description of the model expressed
by the ontology with a simple loss-less conversion. This conversion is a simple mapping from one graph format to
another. It assigns each (class, property, and individuals) item in the ontology a node label. Annotations are mapped
into properties (e.g., labels, id, descriptions) and superclass become edges. In this manner, the graph database stores
the data and the logic behind their interconnectivity from the knowledge graph. It is worth noting that this conversion
can be reversible, enabling the mapping of the graph components and exposing them as RDF, the formal ontology
description. This fact facilitates an incremental and flexible integration of both the ontology and the graph database,
ensuring the system integrity.

4.5. Data visualization and interpretability

Part of the strength of graph data models from a data visualization point of view is that in many cases their
structure is closely linked to how a domain expert would intuitively describe and understand their industrial reality
and relations on a whiteboard. The intuitive and visual nature of the data structure opens up new possibilities for
visualization and data exploration while increasing the interpretability of vast amounts of data for both human and
machine use cases. As more data is being generated and more parts of the value chain are digitalized, a vital challenge
for many industries is solving the interpretability of data for a workforce of varying backgrounds, skill levels, and
roles. The graph approach can be a fundamental stepping stone to building more intuitive and powerful applied tools
for the aquaculture ecosystem.
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Building, enriching, and interacting with the graph data structure requires dynamic and interactive interfaces for
both human and machine applications. The proposed approach builds on the work done by Clarify.io1, a platform for
gathering data throughout the aquaculture value chain and enriching it with human context and expertise through com-
ments, labels, and annotations. The Clarify platform contributes with enriched streaming data and events to build and
evolve the aquaculture knowledge graph over time, both through machine-to-machine communication APIs and by
keeping humans in the loop in collaborative end-user tools. On top of the graph database, various tools for interaction
and exploration may be built, supporting all aspects of decision-making from observation through action. From inter-
acting directly with the graph structure to explore traceability and relations, to more advanced contextualized search,
to visualization, modeling, and applied optimization tools that democratize access and usability of vast amounts of
complex data for the whole workforce.

5. Results and discussion
Initial results in this work include a complete ontology for the aquaculture production data. Furthermore, a graph

database representation of all assets that belong to one of the fish farms has been implemented in Neo4j. The graph
database and graph visualization have been applied to new and historical data. Including historical and ongoing pro-
duction data helps provide more information and knowledge about the performance of the fish farming operations
during different production cycles and shows how they affect the end product (i.e., fish) quality.

5.1. Simple querying with a user-friendly interface

An example Cypher query that returns all events that happened on the batch with id ’Batch001’ is as follows:

1 MATCH path =(: Batch{id: ’Batch001 ’}) -[: HAS_BATCH ]-(e:Event) RETURN path

This example elaborates on which events from the operations affected the final product. The keyword path in
the Cypher query listed above shows a visualization of the full path from the Batch and all the links that lead to
the Events that affected this Batch id: ’Batch001’. When the path keyword is removed, the query returns only the list
of Event leaf nodes. Among the list of events that happened on the id: ’Batch001’, this query returns the delousing
operation id:’Delousing001’ that was performed on July the 7th, 2021 and detailed in Section 4.3 from the graph
database.

5.2. Adding more functionalities by integrating sensor data in a single interface

One main advantage of adopting this framework is that it provides a single hub interface that allows the end-users
to visualize heterogeneous data captured or gathered from various technologies. These technologies can be sensors
that monitor environmental conditions, cameras that capture videos and images of the fish, but also e-mails, manually
written notes, and quotes made by people working in the production sites. Having a single interface that integrates, for
example, sensor data (e.g., temperature, oxygen, pressure, and current) to observe a single batch for its entire life cycle
irrespective of its location is novel to the fish farming operation in the aquaculture industry. The proposed framework
can provide this information and link it to the quality of the final product. This interface can help site managers or fish
farmers find whether specific environmental conditions can affect the fish welfare hence the end-product quality.

5.3. Comparing the performance of two production life cycles

Generally, the same production facility site can produce fish batches with different quality grades. A significant
benefit of the proposed framework is to allow end-users to check on joint events and observations that are tied to
those events on different fish batches located in the same production facility site. Querying these joint events and
their observations highlights the common reasons for ’good’ or ’bad’ batch quality grades. For example, a production
facility that applies the same operation, e.g., delousing, on its batches, with the same service equipment, e.g., well-
boat, from the same supplier and operation crew can realize a difference in its batch quality grade. The proposed
framework having all the measurements and observations integrated into one interface can help query the system

1 https://www.clarify.io/
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Building, enriching, and interacting with the graph data structure requires dynamic and interactive interfaces for
both human and machine applications. The proposed approach builds on the work done by Clarify.io1, a platform for
gathering data throughout the aquaculture value chain and enriching it with human context and expertise through com-
ments, labels, and annotations. The Clarify platform contributes with enriched streaming data and events to build and
evolve the aquaculture knowledge graph over time, both through machine-to-machine communication APIs and by
keeping humans in the loop in collaborative end-user tools. On top of the graph database, various tools for interaction
and exploration may be built, supporting all aspects of decision-making from observation through action. From inter-
acting directly with the graph structure to explore traceability and relations, to more advanced contextualized search,
to visualization, modeling, and applied optimization tools that democratize access and usability of vast amounts of
complex data for the whole workforce.

5. Results and discussion
Initial results in this work include a complete ontology for the aquaculture production data. Furthermore, a graph

database representation of all assets that belong to one of the fish farms has been implemented in Neo4j. The graph
database and graph visualization have been applied to new and historical data. Including historical and ongoing pro-
duction data helps provide more information and knowledge about the performance of the fish farming operations
during different production cycles and shows how they affect the end product (i.e., fish) quality.

5.1. Simple querying with a user-friendly interface

An example Cypher query that returns all events that happened on the batch with id ’Batch001’ is as follows:

1 MATCH path =(: Batch{id: ’Batch001 ’}) -[: HAS_BATCH ]-(e:Event) RETURN path

This example elaborates on which events from the operations affected the final product. The keyword path in
the Cypher query listed above shows a visualization of the full path from the Batch and all the links that lead to
the Events that affected this Batch id: ’Batch001’. When the path keyword is removed, the query returns only the list
of Event leaf nodes. Among the list of events that happened on the id: ’Batch001’, this query returns the delousing
operation id:’Delousing001’ that was performed on July the 7th, 2021 and detailed in Section 4.3 from the graph
database.

5.2. Adding more functionalities by integrating sensor data in a single interface

One main advantage of adopting this framework is that it provides a single hub interface that allows the end-users
to visualize heterogeneous data captured or gathered from various technologies. These technologies can be sensors
that monitor environmental conditions, cameras that capture videos and images of the fish, but also e-mails, manually
written notes, and quotes made by people working in the production sites. Having a single interface that integrates, for
example, sensor data (e.g., temperature, oxygen, pressure, and current) to observe a single batch for its entire life cycle
irrespective of its location is novel to the fish farming operation in the aquaculture industry. The proposed framework
can provide this information and link it to the quality of the final product. This interface can help site managers or fish
farmers find whether specific environmental conditions can affect the fish welfare hence the end-product quality.

5.3. Comparing the performance of two production life cycles

Generally, the same production facility site can produce fish batches with different quality grades. A significant
benefit of the proposed framework is to allow end-users to check on joint events and observations that are tied to
those events on different fish batches located in the same production facility site. Querying these joint events and
their observations highlights the common reasons for ’good’ or ’bad’ batch quality grades. For example, a production
facility that applies the same operation, e.g., delousing, on its batches, with the same service equipment, e.g., well-
boat, from the same supplier and operation crew can realize a difference in its batch quality grade. The proposed
framework having all the measurements and observations integrated into one interface can help query the system

1 https://www.clarify.io/
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about the reason for the difference in the end-product quality grade. For the example mentioned above, querying the
knowledge graph shows that the delousing operation took several days. On the first day, observations show that the
crew faced harsh weather conditions, which led to postponing the delousing operations for a couple of days for the
rest of the batches. This delay urged the fish farmers to starve the fish for a couple of more days before applying the
delousing operation to the rest of the batches. The query output infers that the higher quality end product is a result of
stopping the feed for more days, making the fish more tolerant to the delousing process. To the best of our knowledge,
these cause-and-effect realizations cannot be identified without having the system in place. These explanations can
provide recommendations on how fish farming operations are exerted nowadays and how they can be optimized and
customized for a specific aquaculture facility site.

5.4. Process optimization

The proposed framework is a beneficial tool that can help end-users, e.g., site managers and fish farmers, improve
their production plans. This tool can provide insightful meanings behind the captured data by querying the system
and comparing the performance of different production cycles, including current and historical data. When starting
a new production cycle, site managers at the aquaculture facility can use the tool as a recommender system. This
recommender system can pinpoint the best practice for planning a production cycle, such as 1) the best plan for a
given facility location, 2) the most suitable service provider companies who should be involved in the operations, 3)
the best supplier of the roe fish, 4) the most suitable time of the year to produce the fish, and 5) the most appropriate
schedule to perform the different operations. Moreover, the system can help the end-users find hidden relations that
impact the production cycle. Some other potential use of the system can be answering the following questions:

• Why did a specific batch have more mortalities than other batches?
• Why was a particular batch a lower quality than another batch?
• What are the operations that are tied to each production cycle?
• Are there any anomalies and abnormal observations affecting the end-product quality?
• How many anomalies or abnormal observations are coupled to each fish life cycle stage?
• What are the equipment and vessels involved in operations performed on a batch?

6. Conclusions and further work
This paper proposes a novel framework as a new approach to visualizing aquaculture data that enables end-users,

e.g., site managers and fish farmers, to learn more about the cause and effect of the decisions taken and actions exerted
during the aquaculture production cycle. The framework is based on a graph database established by a conceptual
ontology model that identifies a coherent knowledge management system from various sources and tools. The on-
tology of the aquaculture production process defines the logical grouping of the different concepts to realize better
how the various concepts are sequenced and interrelated. This paper shows how the proposed framework can provide
insightful meanings and correlations between the various captured data. The input data to the system is heterogeneous
and includes sensor measurements that monitor the environmental conditions and manual observations provided by
aquaculture facility personnel. The framework also comprises historical production cycle data to promote better track-
ing of fish throughout their production cycle, from roe to end-product. The graph database representation can lead to
discovering new relationships that were previously underestimated or unknown to the fish farmers. This framework
is an iterative process allowing a continuous evolution of data gathering and inclusion into the core graph database
to enrich the quality of the data and their correlation. Furthermore, the work presented shows how this framework
can be a foundation for decision making and process optimization by identifying the hidden relationships which were
previously unknown.

This work paves the way for many future research directions. One of them can be studying the system’s scalability
to showcase how reliable and flexible it is when data from many production sites are integrated. Another future direc-
tion is augmenting the framework with Machine Learning capabilities to realize unknown relationships automatically
and predict the effects these relationships may have on the end product. Last but not least, the system visualization tool
can be further enhanced to understand the connection between the different observations. The proposed framework
can be a beneficial visualization tool for aquaculture industry personnel. The work presented is a good foundation for
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decision-making that can improve fish production operations since it provides more insights that help optimize the
planning and processes.
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