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Cyber security is a key enabler for safe Air Traffic Management (ATM). This paper presents results from
an empirical study, in which we have investigated and evaluated the use of the Security Risk Assessment
Methodology for SESAR (SecRAM) in European ATM research and development projects. The study was
performed with the intention to find and document common issues and aspects that could be improved in the
methodology. The results from the study reveal that while most of the practitioners had a positive perception
of the methodology itself, they were less satisfied with the process of applying it in their projects. Based on the

results, we provide a number of recommendations, which aim to improve the security risk assessment process

in the ATM domain.

1. Introduction

Cyber security risk management is about reducing the risk of orga-
nizations’ operation and use of information systems to an acceptable
level (Whitman and Mattord, 2014). However, as information systems
become increasingly more interconnected and complex, risks towards
these systems are likewise becoming more complex (Chivers et al.,
2009). Perhaps even more so in the evolving nature of aviation security,
which has traditionally focused on aircraft security and non-dependent
ground infrastructure security (Asgari et al., 2017). However, increased
dependencies in the development of e.g., on-board platforms for in-
tegrated aircraft communication, electricity, energy, positioning and
satellite systems have created complexities that, similarly, could open
up Air Traffic Management (ATM) systems to new types of security
related challenges and risks (Asgari et al., 2016; Bergomi et al., 2013).

ATM systems are crucial to aviation safety, and serves to ensure
adequate separation of aircraft from each another and from objects
on the ground (Nie et al., 2009). The infrastructure of and the ATM
systems themselves must therefore undergo several validation cycles
to ensure technical readiness levels and safety requirements (Stelkens-
Kobsch et al., 2017). While such safety procedures for the design,
implementation, and operation of ATM systems are well established,

there has long been an absent of an equivalent cyber security focused
procedure (Stelkens-Kobsch et al., 2017).

Wrongfully blocking, intercepting, or manipulating information re-
lated to ATM systems, or accessing them without proper authorization
to do so, could pose severe risks to flight safety. As such, security
requirements to ensure confidentiality and prevent unauthorized dis-
closure, to ensure integrity and prevent improper or malicious modifi-
cation, and to ensure availability of information when needed, becomes
relevant to ensure not only ATM systems security, but also safety of
human lives (Asgari et al., 2016, 2018). The identification and manage-
ment of cyber security risks towards ATM systems is therefore not only
necessary to maintain over time, but also to include already during the
overall design, implementation, and operation of the individual ATM
systems (Stelkens-Kobsch et al., 2017).

Methodologically sound assessments of cyber security related risks
are therefore crucial to ensure systems security, and that possible
implications thereof are planned and prepared for (Baskerville et al.,
2018). Cyber security risk management is commonly described as the
systematic process to identify and protect the confidentiality, integrity,
and availability of information assets to reach an acceptable level of
risk (Chivers et al.,, 2009; Whitman and Mattord, 2014). Different
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approaches to cyber security risk management have been proposed
for different industries and contexts. Cyber security risk management
processes such as ISO/IEC 27005 (ISO/IEC 27005, 2018a), NIST SP
800-30 (NIST SP 800-30, 2012), or OCTAVE-Allegro (Caralli et al.,
2007) are but a few examples of industry standards, each developed
to meets its own particular needs and objectives (Silva and Jacob,
2018). For example, in response to the criticality of cyber security in
ATM systems, efforts towards establishing ATM specific cyber security
risk management processes have been made, such as the Security Risk
Assessment Methodology for SESAR (SecRAM) (Asgari et al., 2017;
Bergomi et al., 2013).

Although there exist a lot of literature on different cyber security
risk management processes, there is, however, a noticeable absence of
empirical studies on the actual establishment and implementation of
cyber security risk management practices within cyber security (Cram
et al., 2019; Hsu, 2009; Kotulic and Clark, 2004; Webb et al., 2014),
and ATM security in particular (Asgari et al., 2017). But there are stud-
ies that suggest such empirical insights are needed. For example, earlier
studies have focused on the applicability of existing cyber security
risk management approaches within the context of aviation and ATM
systems (Bergomi et al., 2013), and how there is a need to establish
new adaptations and procedures in ATM to better bridge security and
operations (Asgari et al., 2017), whereas others have suggested the
need for using cyber security risk management experts’ knowledge to
validate the effectiveness of security controls in reducing the risks in
ATM systems (Asgari et al., 2016).

In this study, therefore, we further this research stream by investi-
gating practical implications and lessons learned from studying how
ATM specific cyber security risk management approaches (i.e., Se-
cRAM) have been implemented in practice, thereby addressing the
research question: What issues are there inhibiting the adoption of security
risk assessment methodologies in ATM? To shed some light upon this
matter, we decided to perform a qualitative study based on semi-
structured interviews. In total 21 in-depth interviews were performed
in the fall of 2019 and the resulting interview data was coded and
analyzed during the winter and spring of 2019-2020. As will be shown
in this paper, the results from the study propose areas of practical
recommendations.

This paper is organized as follows. Section 2 describes the back-
ground of our study, including related work. Section 3 outlines the
research approach that has been used in the study. In Section 4, 5 and 6
we present the results. Our proposed improvements, which are based on
the results, are presented in Section 7. Finally, Sections 8 and 9 include
a discussion and the conclusions of our work.

2. Background
2.1. The digital transformation of ATM

In Europe, the digital transformation of ATM services and tech-
nologies is driven by the Single European Sky ATM Research Joint
Undertaking (SESAR JU) (Anon, 2020b), which is a public-private
partnership that aims to modernize European ATM through defining,
developing and delivering new or improved technologies and proce-
dures. The vision of SESAR builds of the concept of trajectory-based
operations, which will revolutionize ATM by allowing aircraft to fly
their preferred trajectories without being constrained by today’s sector-
based airspace configurations. The vision will be enabled by an increase
in the level of information sharing and automation, the implementation
of virtualization technologies and the use of standardized and interop-
erable technologies. The changes will be implemented across the entire
ATM ecosystem, offering improvements to every stage of the flight;
from planning, pre-departure, taxi-out and take-off, through the climb,
cruise and descent, to landing, taxi-in and post-flight operations.

In SESAR, the ATM research and development activities is being
executed by the so-called SESAR solutions (Anon, 2017b), which are
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projects that work on new or improved operational procedures or
technologies. The SESAR solutions are categorized according to four
thematic areas: Airports, Network, Air Traffic Services and Technology
Enablers, spanning through all the phases of the flight as mentioned
above. The solutions are, however, of different maturity levels; some
are more mature and have already been implemented and deployed
locally in Europe and/or world-wide, while others are still in their
research and/or validation phase. A common factor of the solutions
though is that they are all being developed by consortiums consisting
of a wide variety of European ATM industry partners and research
organizations.

To monitor and ensure progress, the SESAR solutions go through
different development phases. Each phase ends with a gate, in which
the maturity of the solution is assessed. The gate needs to be approved
before the solution is allowed to move into the next phase. The phases
that have been defined are (Anon, 2018):

VO0-V1 validation, which includes topics that are investigated
in the SESAR Exploratory Research projects. These projects are
working on solutions with low maturity levels, typically TRL1-
TRL2,!

V1 validation, which includes solutions with TRL2-3,

V2 validation, which includes solutions with TRL4-5,

V3 validation, which includes solutions with TRL6, and

Very Large Demonstration (VLD), which includes solutions aiming
towards TRL7 and above.

2.2. ATM and cyber security

Safety is, and has always been, a top priority of ATM. During the last
few years, cyber security has also been gaining increased interest in the
aviation community. The vision of the future ATM implies an increased
connectivity and integration of systems and services, enabling actors
such as Air Navigation Service Providers (ANSPs), airlines, airports
and aircraft to share information and access to services in new and
innovative manners. This will inevitably increase the potential attack
surface to the ATM systems, which have previously been ‘“shielded”
from attacks through the use of proprietary standards and a lack of
network connectivity. Further, interoperability implies an increased use
of Commercial-off-the-shelf (COTS) components. It is well known that
the use of COTS poses a serious risk to security, in particular when
COTS software is integrated with other software products to create new
composite services or systems-of-system (Ellison and Woody, 2010).

In recent years, we have also seen an increased interest in ATM
security from the hacker community. For example, “white-hat” security
researchers have on several occasions demonstrated that it is both easy
and inexpensive to manipulate existing air-to-ground safety-related
data transmission protocols, such as ADS-B (Costin and Francillon,
2012; Kelly, 2012; The International Federation of Air Line Pilots,
2013). In 2014, IOActive (Santamarta, 2014) conducted tests on Satel-
lite Communication (SATCOM) firmware from a number of different
vendors and found multiple vulnerabilities including hardcoded creden-
tials, undocumented protocols, insecure protocols, backdoors, and weak
password reset mechanisms. According to IOActive, these vulnerabili-
ties may allow an attacker to take control of the air-to-ground SATCOM
link, thus posing a direct threat to flight safety due to the lack of cyber
security

While safety and security have historically been considered as sep-
arate disciplines by the ATM community, it is now generally accepted
that security risks can also have safety implications (see e.g., Sampigeth-
aya et al., 2011 and Chivers and Hird, 2013). Cyber security has
therefore been a key concern in the SESAR programme (Johnson,
2015; Casado et al., 2016) and is currently being managed through a
risk-based approach, which we will describe in the next subsection.

1 TRL: Technology Readiness Levels.
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Table 1
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The main steps of SecRAM. Column 2-4 show which steps that are mandatory for the different maturity levels of the prioritized solutions.
Column 5 shows the security classification of the produced results from the different steps.

SecRAM step V1 V2 V3 & VLD Confidentiality level
Scoping and assumptions Initialize Update Update
Identification of primary assets Initialize Update Update

Impact assessment of primary assets Initialize Update Update
Identification and valuation of supporting assets Initialize Update
Identification of vulnerabilities and threats Initialize Update High
Identification of likely threat combinations Initialize Update High
Identification of controls Initialize Update

Impact on Primary Assets after implementation of Controls Initialize Update

Likelihood of impact on Primary Assets after implementation of Controls Initialize Update

Residual risk after implementation of controls Initialize Update

Capturing controls as security requirements Initialize Update

2.3. The SecRAM methodology

SecRAM (Anon, 2017a) is a methodology for assessing cyber se-
curity risks and deriving security requirements for ATM projects. In
Europe, the method provides the means for the SESAR solutions to
demonstrate that they have adequately addressed cyber security in their
research and development phases, hence ensuring that the outcome will
be sufficiently secure to address the relevant cyber security threats.
SecRAM is based on ISO/IEC 27005 (ISO/IEC 27005, 2018b), which
is an international standard for information security risk management,
but has been specifically adapted to fit the context of ATM. SecRAM
includes detailed guidelines for the application of the methodology,
templates for documenting and sharing the results and pre-populated
catalogs with lists of assets, threats and vulnerabilities and security
controls that are relevant for ATM solutions.

In SESAR, performing a security risk assessment in accordance to
SecRAM has, until just recently, been mandatory for those solutions
that have been categorized as “security prioritized”,> however, the
maturity level of the solution dictates which of the steps in SecRAM
should be completed and when. An overview over what needs to be
done at which maturity level is provided in Table 1. For example,
as can be seen from the table, a prioritized solution that is in a V1
development phase should perform a first version of the three first steps
(Scoping and assumptions, Identification of primary assets, and Impact
assessment of primary assets), while a prioritized SESAR solution that
is in a V2 development phase must produce a new version of those first
three steps, (that they initialized in V1) and perform a first version of
all the remaining steps.

In SESAR, the results of SecRAM are documented using three dif-
ferent templates, with different security classifications. Three different
risk levels for classified material have been defined: green (low risk) for
material that can be shared but not published or posted on the Internet,
amber (medium risk) for material that has a limited distribution, on a
need to know basis, and red (high risk) for material that is restricted
to those present at the meeting where the material was produced, or to
named recipients, only. The rightmost column in Table 1 indicates what
security classification the material produced in the different steps will
have. An important implication of this is that, from a legal perspective,
management of the restricted material has to comply with national
regulation of all of our involved members and/or international law, as
well as with H2020 rules (we will refer to this as the “information shar-
ing issue” in this paper). Another, more practical, implication is that
the results that are documented using these three different templates
will not necessarily appear in “chronological order”. For example, a
recipient of a “green” report, which is part of a full SecRAM analysis,
will only be able to read the results from the first two steps and the last
step.

2 SecRAM is also recommended for non-prioritized SESAR solutions,
however, most of the steps are then stated to be optional.

SecRAM was initially developed by Eurocontrol and released in
2008 (Eurocontrol, 2018). Since then, it has been used to assess cyber
security risks in a number of ATM projects, including the prototypes
developed in the GAMMA project (Anon, 2020a) in 2013-2017 and
the SESAR Wave 1 solutions in 2016-2019. In 2012 the methodol-
ogy was updated and refined (SESAR Project 16.02.03, 2012), and
in 2013 it was extended with the Minimum Set of Security Controls
(MSSC) (SESAR Project 16.02.03, 2013a), which consists of a set of
baseline security measures that each ATM organization should consider
for implementation. In 2017, the methodology was completed with
a supplementary guidance material (SESAR Project 16.02.03, 2013b),
including what we in this paper will refer to as “the catalogs”, which is
an inventory of commonly used primary and supporting assets in ATM,
relevant threats and vulnerabilities as well as the MSSC mentioned
above, documented in an MS Excel file (Anon, 2017b). The current
version of the methodology is SecRAM 2.0 (Anon, 2017a). An overview
over SecRAM 2.0 is provide in Fig. 1.

2.4. Related work

The introduction of SecRAM as a framework for addressing se-
curity in ATM is described in Hawley et al. (2014). Even though
this framework is the recommended approach to identify and manage
cyber security risks in European ATM projects, it is not the only
methodology that is available for ATM projects. For example, the
EUROCAE ED-203 standard (Anon, 2015b) is commonly used by, for
example Airbus, to assess risks in airborne systems. Further, ISO/IEC
27005 (ISO/IEC 27005, 2018b), on which SecRAM is based, is both
well-known and appreciated by cyber security experts in the European
ATM domain. Finally, the Spanish methodology MARGERIT (Anon,
2020c) is well-known and commonly applied in the ATM organizations
located in southern Europe. The European Union Agency for Cyber-
security (ENISA) has compiled an inventory of risk management/risk
assessment methods commonly applied in Europe (see ENISA, 2020),
however, as far as we are aware, very few of these have been applied
in the ATM domain.

In 2014, for example, the EMFASE project created and validated
an empirical framework for the evaluation, comparison and ranking of
security risk assessment methodologies for the ATM domain Massacci
et al. (2014). The methodology delivered by this project can be used
to quantitatively evaluate the efficacy of the methodology. An initial
evaluation of the proposed framework showed that participants better
perceive graphical methods for security risk assessment. In addition,
the use of domain-specific catalogues of threats and security controls
seems to have a significant effect on the perceived usefulness of the
methods (Labunets et al., 2014). To the best of our knowledge there is
no previous study that investigates, in a systematic manner, how cyber
security risk is being managed in ATM projects. The exception is an
experience report from a single project, which was published by the
GAMMA consortium in 2013 (see Anon (0000a)), but this paper focused
on the quality of the results from applying the process, rather than on
the process itself.
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Fig. 1. An overview over SecRAM 2.0.
Source: Adapted from Anon (2017a).

However, relevant research can be found in other areas of cyber
security similar to ATM, in the sense of operational technology and the
potential hazardous impact of threats. Cyber security related to railway
control-, automotive-, and healthcare systems are but a few examples.
While information systems and related operational technology becomes
increasingly interconnected, safety analysis and assessment frequently
remain with people (e.g., software developers and system owners) who
are not necessarily professional safety analysts (Stalhane and Sindre,
2014). While there exist safety standards that outline specific criteria
that must be fulfilled, these criteria must however be understood
and met in order to reach compliance. In a study on to better the
understanding of safety compliance needs, de la Vara et al. (2020) was
able to show that the use of models could improve the understanding
of relationships between different concepts of safety standards. Human
factors and abilities therefore play an important role in interpreting the
inherent complexity of cyber security, but could be enhanced with the
help of tools, e.g., models, to better clarify risks, concretize threats and
security controls, or provide context to aid the overall assessment.

For example, Stalhane and Sindre’s (Stalhane and Sindre, 2014)
study compared the use of system diagrams against textual use cases in
finding potential hazards and concluded that textual use cases could be
beneficial as it often include not just system parts but system actions
as well, thereby providing additional context. However, too detailed
context could become inefficient. The level of granularity in different
areas of cyber security risk assessment has been the topic of some
discussion. Some scholars have suggested that high of a granularity
of assets, although giving a more precise view of what to protect,
often becomes too complex to manage over time, and that a system
level granularity could make it easier to manage (Shameli-Sendi et al.,
2016). Whereas others, such as Tuma and Scandariato Tuma and
Scandariato (2018), have illustrated the opposite with regard to threat
modeling. Tuma and Scandariato Tuma and Scandariato (2018) studied
the effectiveness—in terms of the difference between benefits (number
of threats) and cost (performance of analysis)—in using Microsoft’s
threat modeling tool, STRIDE, per system or per system component.
The study observed better result when STRIDE was applied on a per

system component level, suggesting that the per system level created
larger and more complex models.

Other areas within cyber security risk management that have long
been described as a complex and time consuming process is the identifi-
cation of possible threats and selection of security controls (Montesino
and Fenz, 2011; Roy et al., 2021). This has led to the development of
various tools in the form of e.g., checklist and catalogues that list possi-
ble threats and security controls to aid the identification. On the other
hand, such approaches have received scholarly criticism for limiting
the perspectives of possible threats (Shedden et al., 2010), as some of
which might only occur in practice and specific contexts (McEvoy and
Kowalski, 2019). Furthermore, de Gramatica et al. (2015) and Labunets
et al. (2015) found in their studies little difference in actual efficiency
when conducting security risk assessment armed with catalogues of
physical, information and procedural threats and preventative as well
as responsive security controls to mitigate each threat. de Gramatica
et al. (2015) studied the use of catalogues to identify cyber security
threats and controls within the ATM context and found that people with
the help of catalogues together with some prior security knowledge
could identify threats and controls of the same quality as did security
experts without the aid of such catalogues. Labunets et al. (2015)
study found supporting results in their study that focused solely on
security novices. However, de Gramatica et al. (2015) result did
suggest that using catalogues could be beneficial in other aspects,
like lowering the potential language barrier that can occur in cyber
security (Bergstrom et al., 2019; Bergstrom and Lundgren, 2019), by
providing a shared vocabulary. Other scholars, such as Labunets et al.
(2017), have addressed additional aspects that could be perceived as
barriers to risk assessment, such as the difference in efficiency between
graphical or tabular methods. In their study, Labunets et al. (2017)
found no evidence of superiority over any of the two cyber security
risk management methods.

3. Research method

In our study, we sought to extract in-depth information on how
the practitioners had perceived the application of SecRAM in their
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projects. We, therefore, chose a qualitative research method based on
a selected set of informants, which enabled us to perform a rich and
detailed analysis of the gathered data. Further, since we wanted to
derive patterns from our observations rather than evaluating existing
hypotheses, we used an inductive research approach (Oates, 2005a).

3.1. Research approach

The focus of this paper is to investigate practical implications and
lessons learned from studying how ATM-specific cyber security risk
management approaches such as SecRAM have been implemented in
practice. When practice is to be investigated, are there multiple qual-
itative approaches to how data collection can be performed, such as
interviews or ethnographic studies. A qualitative approach implies that
statistical generalizations are not sought after, and hence we opted
for saturation of the chosen topic, which is a viable approach in such
cases (Mason, 2002). In this study, interviews and document collection
have been selected as data collection techniques. Interviews are a
well-known and powerful instrument for gathering data in qualitative
research (Oates, 2005b).

The interviews were performed as in-depth semi-structured inter-
views, which are interviews that are driven by open questions, have a
limited degree of structure, and tend to focus on specific situations and
experiences made by the respondents (Cassell and Symon, 2004). To
be able elicit more in-depth knowledge on the respondents’ experiences
of applying SecRAM, the laddering technique was used (Reynolds and
Gutman, 1988). In laddering, an interview guide with a set of open-
ended questions is prepared, and the respondent is repeatedly asked
“why” questions based on the respondents’ answers. Doing so makes
it possible “to get below the respondent’s surface reasons and rationaliza-
tions to discover the more fundamental reasons underlying the respondent’s
perceptions and behavior.” (Reynolds and Gutman, 1988, pp. 14). An-
other critical component in laddering is setting up an interviewing
environment so that the respondents do not feel threatened and are
thus willing to be introspective and look for the underlying motivations
behind their perceptions (Reynolds and Gutman, 1988). In order to do
so, one of the researchers had the leading role in all of the interviews,
asking most of the questions while the other researchers were mostly
only listening in. Questions that arose during the interviews were, for
instance, sent electronically to the leading interviewer not to interrupt
and remind the respondent of their presence. This was possible due
to the use of the GoToMeeting tool (The International Federation of
Air Line Pilots, 2013). The use of an online tool for performing the
interviews also enabled electronic data collection from all over Europe
and participation from the whole research team.

3.2. Data collection

Document collection of SecRAM was initiated as the first data
collection activity. A total of 7 documents (Anon, 2017c,a,b; SESAR
Project 16.02.03, 2013a; Anon, 0000b,c,d), containing in total of 120
pages, were collected in this effort. These documents describe how the
methodology is supposed to be applied and hence crucial for being
able to develop an interview guide. The interviews, on the other hand,
inform on how the methodology is applied and perceived in practice. In
addition, the current ISO/IEC 27005 (ISO/IEC 27005, 2018b) standard
was used as a central reference, as SecRAM is based on it. An interview
guide consisting of three parts was constructed. The first part of the
interview guide was about demographics to better understand the re-
spondent’s background, the experience of working with cyber security
in general, and the experience of working with SecRAM. Questions
asked in this part were, for example, “Have you been working with other
methodologies?” and “How does the security-related work you do fit into
your day-to-day work?”

The next part focused on SecRAM as a methodology and the tasks
it consists of. Here broader questions such as “What would you say
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your work entail?” and “What could have been made more efficient?”
were asked to capture how the respondent works with the methodology
in practice. The aim was to broadly capture if the steps as described
in SecRAM were followed, such as the identification of primary and
secondary assets, identification of threats, vulnerabilities, the risk eval-
uation and treatment, and the specification of security requirements
and security controls. There are several indications that the rational and
sequential relation between the activities described in the literature is
not as rational and sequential in practice. For example, Parker (2007)
describes that the activities can be performed in a different order or in
parallel, and Coles-Kemp (2009) questions how the activities interact
in practice.

The third part of the interview guide was based on the answers
provided, and by using the laddering technique, it was possible to
penetrate different tasks in SecRAM depending on the respondent’s
background. In this part, the questions were, for example, formulated
as “How did you perceive using the catalogs?” and “How did you perceive
the division of assets into primary and secondary assets?” Here, several
literature streams contributed to the interview guide’s development
as several activities were in focus. For the questions on assets, we
drew from many of the well-described issues, such as the difficulty in
performing the valuation (Fenz et al., 2014; Wangen et al., 2018), and
deciding on the granularity of assets (Shedden et al., 2016; Fibikova
and Miiller, 2011). For the questions on the usage of the catalogs,
we drew from literature discussing the impact of catalog usage (de
Gramatica et al., 2015; Labunets et al., 2015).

The laddering questions used throughout the interviews were, for
example, “Could you describe more?”, “Could you give an example?”,
“Could you elaborate a bit more on how you mean?”and “Why do you
think that?”

It is generally considered extremely difficult to collect data in the
security risk assessment field (Baskerville et al., 2018; Cram et al.,
2019; Kotulic and Clark, 2004). In an area where critical infrastructure
such as ATM is in focus, it is arguably even more difficult. Despite
this, 21 interviews were performed. All the interviewees had hands-on
experience applying SecRAM to assess the security risks of European
ATM research and development projects. A majority of the interviewees
had several years of experience in applying the methodology. The inter-
viewees came from organizations all across Europe and were selected
for participation mainly through recommendations from the cyber
security experts in the SESAR transversal project PJ19 CI (“Content
Integration”) (Anon, 2020e).

All the interviews lasted approximately one hour. The audio files
from the interviews were transcribed by a research assistant. The tran-
scriptions were then reviewed and cross-checked against the original
audio file by one of the researchers.

3.3. Data coding and analysis

The analysis followed the coding recommendations provided by
Saldafia (2015), who advocates that data should be coded in at least
two cycles. For the first cycle, a structural coding approach was applied.
According to Saldafa (2015), it is an appropriate approach when
having data from multiple semi-structured interview transcripts. During
the first cycle, one of the researchers coded all the 21 transcriptions
and made an initial categorization of the data to examine comparable
segments’ commonalities, differences, and relationships. In the second
cycle, another researcher from the core team re-applied and refined the
structural coding approach from the first cycle. Finally, the coding from
the second cycle was reviewed by the first researcher to ensure that
there was consistency in the coded data. All coding in the first and the
second cycle were done using the software Nvivo (Anon, 2020d). The
result of the coding cycles was a 3-level code-book. We were then able
to use the analysis tool embedded in Nvivo to query our data.

When coding the interview data, it quickly became clear that there
was a distinction between the interviewees’ perceptions of the method-
ology itself, and their perceptions of the process of applying it in their
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Table 2
Interviewees participating in our study (ATM project).

Type of ATM project Number of interviewees

SESAR Wave 1 15

GAMMA 4

SESAR-1 1

Other 1
Table 3

Interviewees participating in our study (security experience).

Previous security experience Number of interviewees

No prior experience 8
Some experience (1-3 years) 7
Experienced (more than 3 years) 6

projects. Thus, the codebook we obtained from the coding was divided
in two main sections: “Perceptions of the methodology” and “Percep-
tions of the process”. Each of these two sections were divided in four
categories, where the first two represented the perceived positive and
negative aspects. We also added a third node for representing what they
considered to be a problem induced by one or more of the negative
aspects, and a fourth node to represent what were their suggested
improvements. Finally, we added a fifth node to the “Perceptions of
the process” section, to represent how the interviewees had organized
their work when they applied the methodology.

» Perceptions of the methodology

Positive aspects

Negative aspects

— Problems induced by the negative aspects
Proposed improvements

* Perceptions of the process

Positive aspects

Negative aspects

— Problems induced by the negative aspects
Proposed improvements

Work organization

The resulting code book hence consisted of these two layers, plus
an additional sub-layer with a much more detailed coding representing
more specific statements that we found in the interview data.

In addition to the 3-level code book, we also tagged all the tran-
scribed interview data files with information about the type of ATM
project that the interviewee had worked in when applying SecRAM
and the previous security experience of the interviewee at the time
of performing SecRAM. An overview over these data is provided in
Tables 2 and 3.

As can be seen from Table 2, 15 of the 21 interviewees had ex-
perience with SecRAM from the SESAR Wave 1 programme (which
run between 2016-2019). We also interviewed four persons who had
applied it as part of the GAMMA project (2013-2017), one person from
SESAR-1 (2012-2013), and finally one person whose work had been
funded by another, non-identified, source.

As can be seen from Table 3, eight of the interviewees claimed they
had no prior experience with cyber security at all when they started to
work with SecRAM. Seven of the interviewees had “some experience”,
meaning up to three years, and six of the interviews were considered to
be “very experienced” in security, some of them having up to 20 years
of previous relevant experience.

3.4. Ethics statement

All research projects need to address and consider ethical issues.
This is especially true when research is performed in a domain where
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Table 4

The interviewees’ overall perceptions of the methodology.

Node Discussed by
Positive aspects of the methodology 90%
Negative aspects of the methodology 95%
Problems induced by the negative aspects 24%
Proposed improvements 76%

much potential harm can be caused and where the study is driven by
human and organizational participation. Ethical considerations have
traditionally not been a central issue in interpretative research such
as interview studies (Walsham, 2006), but it has become increasingly
important. This study has followed a strict protocol to consider ethical
aspects throughout the research process to protect the participants and
their respective organizations. There are several alternatives to ethical
protocols, and in this work, Thornhill et al. (2016) have been used as
a guide since they offer advice for all research stages, from planning
to publication. Some of the more central ethical issues are relating to
the privacy rights of the interviewees. Such rights include the right
not to participate, the right to withdraw, the right to give informed
consent, and the right to confidentiality and anonymity (Oates, 2005a;
Thornhill et al., 2016). In this study the interviewees were informed
about their rights via e-mail already at first contact. Each interview
started with a reminder of their rights, including asking explicitly for
consent to record the interview session. Regarding the collected data,
all the interview transcripts have been anonymized and all the recorded
audio files have been deleted.’

3.5. How to interpret the results

In this paper, the results from the analysis of the interview data
in our study is to a large extent presented in the form of tables. To
avoid misunderstandings, a further explanation on how to interpret the
numbers in these tables is needed.

In all of the tables in Section 4-5, the first column “Node” is
consistently used to indicate what category in the codebook that has
been queried. The subsequent columns are then used to indicate how
many of the interviewees (in percent) discussed this particular topic
during their interview. Hence, the tables do not tell how many times,
or how much, an interviewee spoke about a particular topic, but they
indicate how many of the interviewees who had opinions about, or said
something that would confirm, this particular topic.

In the three next sections, we will present the results that we
obtained when we coded and analyzed the interview data.

4. Results from the interviews: Perceptions of the methodology

This section presents the interviewees’ perceptions of the different
aspects of the SecRAM methodology itself.

4.1. General overview

Table 4 provides a general overview over the interviewees’ overall
contribution to the interview data that represents their perceptions
of the methodology. As can be seen from the table, 90% of the in-
terviewees spoke about positive aspects of the methodology and 95%
spoke about negative aspects of the methodology. 24% also highlighted
problems that were induced by the negative aspects that they had men-
tioned. Finally, 76% of the interviewees gave at least one suggestion on
how to improve the methodology.

3 The processing of personal data in this project has been registered at
and approved by the Norwegian Center for Research Data (NSD). See https:
//nsd.no/nsd/english/index.html.
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Table 5
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The interviewees’ overall contribution to each subcategory, given their experience working with security.

Node Experienced (6) Some experience (7) No prior experience (8)

Positive aspects of the methodology 100% 100% 75%

Negative aspects of the methodology 100% 100% 88%

Problems induced by the negative aspects 50% 14% 13%

Proposed improvements 100% 86% 50%

Table 5 is a refinement of the interviewees’ overall contribution to Table 6
their perceptions of the methodology, taking their previous experience What the interviewees liked the most about the methodology.
in security into account. Looking at the table, we note that the more Node Discussed by
experience the interviewees had, the more they contributed to each The guidance material 76%
subcategory. It is also interesting to see that 50% of the interviewees The catalogs ) 71%
“ . b . . ISO/IEC 27005 compliance 38%

who were “experienced”, also discussed problems that could be induced Scope of the methodology 19%

by the negative aspects of the methodology. In addition, all of the
experienced interviewees proposed improvements to the methodology.
This indicates that people with more experience are more willing to
take a step back and have a critical mind on the methodology and the
quality of the results that they have produced. However, we can also see
that the people with less experience still raised a lot of points related
to the methodology, however these were mainly related to its positive
and negative sides.

From the interview data, it seems that the interviewees did appre-
ciate SecRAM. As shown in Tables 4 and 5, even though most of them
said something negative about the methodology, they almost always
also said something positive, regardless of their background. Also, as
a general feeling when discussing with the interviewees, it was clear
that even though they had experienced some pitfalls that they wanted
to highlight, they really did appreciate the methodology in itself.

4.2. Positive aspects of the methodology

As shown in Table 6, 76% of the interviewees said that they ap-
preciated the guidance material of the SecRAM. They considered the
guidance to be clear and logic, thereby providing a good starting
point for working with security for people who do not have any prior
experience in this field. For instance, one interviewee explained that
he “find[s] the methodology has a quite nice description of what has to be
done and how to do it.” Some of them also highlighted that the guidance
material made it easier to come up with relevant countermeasures for
their systems: “I think the easiest part must have been to actually be coming
up with countermeasures after having defined the threats.” Further, 71%
of the interviewees considered the catalogs to be a positive aspect
of SecRAM. They explained that they are rich and that they ease
the process of doing risk assessment. Another positive aspect of the
methodology, which was mentioned by several of the interviewees,
were the compliance with the ISO/IEC 27005 standard. Especially, the
interviewees appreciated the fact that SecRAM is a lighter version and
an ATM-focused adaptation of the ISO standard, which they said makes
it easier to evaluate the risks: “I think that the main advantage of the
SecRAM methodology is that it is not so huge like the ISO 27005, because
the other methodologies are really a lot of topic to be be addressed on
the managerial part, the work to be done is very, very huge. The SecRAM
methodology will give us the same results in an easiest way.” Finally, some
of the interviewees highlighted the fact that the scope of SecRAM is
broader than other methodologies when it comes to the impact areas
as a positive aspect. They also appreciated that it is high-level and will
thus fit solutions with different technology readiness levels (TRLs).

4.3. Positive aspects of the methodology, given the interviewees’ previous
experience working with security

When digging deeper into the interview data, it became clear that
the interviewees had different perceptions of the methodology, based
on their previous experience working with security. As shown in Ta-
ble 7, the interviewees with “some experience” were the ones who

had the most positive perceptions of SecRAM. In this table, it can also
be observed that it was only the “experienced” and the interviewees
with “some experience” in security who highlighted the scope of the
methodology, and the fact that it is compliant with the ISO/IEC 27005
standard, as positive aspects. Another result, which was more surpris-
ing, is that interviewees who had “no prior experience” working with
security were also the ones who spoke the least about the advantages
of the catalogs. Only 50% of them perceived these as a positive aspect,
versus 67% and 100% for the “experienced” and “some experience”
groups, respectively. This was unexpected, because the catalogs are
intended to ease the application of the methodology, especially for
people who have no prior experience with security. Please note that,
since the number of interviewees contribution to the data in each
column of Table 7 is relatively small (6, 7 and 8, respectively), it is
not possible to generalize from these results.

4.4. Negative aspects of the methodology

As can be seen in Table 8, what the interviewees perceived as nega-
tive with the methodology varied a lot. As shown in this table, the most
commonly mentioned aspect was that they thought SecRAM contains
(at least one) hard step (57%). They also said that the methodology
contains unnecessary steps (52%), they were unhappy with the lack of
a tool (48%), they disliked things about the catalogs (43%) and they
had a hard time understanding the methodology overall (38%). Other
perceived negative aspects were that SecRAM lacks one or more steps
(33%) and that it is difficult to trust the results from the process (33%).
Some also claimed that the methodology is not suited for all solutions
(19%).

When looking at what the interviewees perceived to be negative
aspects, taking their experience working with security into account,
the results differed a lot. From Table 9, one can see that most of the
interviewees who had experience working with security claimed that
SecRAM contains unnecessary steps (83%). At the same time, this group
of interviewees also pointed out that there are steps lacking in the
methodology (68%). A majority of the experienced people also think
that the SecRAM lacks a companion tool (68%).

Interviewees with some experience with security seemed to agree
with the experienced people regarding the lack of a tool (71%) and
that there are unnecessary steps in SecRAM (57%). However, the
most important point for them, which was mentioned by 86% of the
interviewees, was that there are hard steps in the methodology.

When it comes to people who had no prior experience with security
at all, it seems that they struggled mostly with understanding the
methodology (63%). They also thought that there are hard steps in the
methodology (50%) and, to a smaller extent, that the catalogs were a
problem (38%). Again, this was unexpected, because the catalogs are
supposed to be of help. This point will be studied in more detail in
Section 4.7.
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Positive aspects of the methodology, given the interviewees’ previous experience working with security.

Some experience (7) No prior experience (8)

86% 75%
100% 50%
71% 0%
29% 0%

Table 7
Node Experienced (6)
The guidance material 67%
The catalogs 67%
ISO/IEC 27005 compliance 50%
Scope of the methodology 33%
Table 8
Negative aspects of the methodology.
Node Discussed by
Hard steps 57%
Unnecessary steps 52%
Lack of a tool 48%
The catalogs 43%
Understanding the methodology 38%
Missing steps 33%
Trustworthiness of results 33%
Not suited for all solutions 19%

4.5. Negative aspects, as perceived by the “‘experienced” group

In this section we analyze what problems were faced by the inter-
viewees who were “experienced” working with security. As highlighted
in Table 9, the experienced interviewees mostly criticized the presence
of unnecessary steps and missing steps in SecRAM, and the lack of a
tool. We will first have a look at what they are saying exactly, before
outlining their proposed improvements. Note that the percentages that
are discussed in the body text of the subsections below are marked
with bold font in the table. Please note that, since there were only six
interviewees in this group, it is not possible to generalize from their
input.

4.5.1. Unnecessary steps

Of the interviewees in the “experienced” group, 83% said that there
are steps in SecRAM that they considered to be unnecessary. One of
the main points that they highlighted, was that they found SecRAM
to be repetitive. They said that several different parts of the guidance
material appear to be very similar and that it was hard not to repeat
yourself when filing out the templates with the assessment results.
According to them, they had to do a lot of copying and pasting of
text between different parts of these documents, which made the job
of working with SecRAM feel tedious.

Over-formalization was another issue that was pointed out by many
of the interviewees in this group and as a result, they found the
method to be cumbersome. As one interviewee explained it: “85% of
it [the methodology] is good, but maybe 15% which was added by the
formalization of this method because it was done by people which did not
actually use it in practice. So they did not have practical experience with it,
and they over-formalized this method. .. ”

One step that seemed particularly “unnecessary” from the experi-
enced interviewees’ point of view was the identification of threats. For
them, this task was too detailed and could be made much more straight-
forward. One of the interviewees had a particularly strong opinion on
this, stating: “There is a lot of effort wasted [...] in describing threat agents
and threat profiles. I told you already I was trained in the military and it
really does not matter whether a journalist or a terrorist kicks me in the
butt. The more I am kicked, the more I am kicked.” To him, what should
be analyzed instead is what he referred to as the “threat path” in the
system that is being assessed, rather than spending time and effort on
describing the potential threat actors.

4.5.2. Missing steps

Of the interviewees in the “experienced” group, 68% thought that
there were steps missing in SecRAM. As an example, one of the inter-
viewees said that, even though he considered the methodology to be a

quite complete and well-defined methodology, he thought it lacked a
way to add a “zone model with security functions”, which he often used
himself in security risk assessment activities as a way to model different
domains (“private”, “shared” and “public”) and to model and visualize
the interactions between the assets in each of these zones. Using such
a model helped him to analyze threats and vulnerabilities on a much
more detailed level. Mainly, he criticized the fact that SecRAM does not
go enough into the details of the assessment.

Another interviewee also highlighted something that he saw as
an advantage in another methodology, EBIOS (National Cybersecurity
Agency of France (ANSSI), 2020), which is missing from SecRAM; a
way to “understand the risk from a global perspective”. That means, not
only being aware of the vulnerabilities in each component but also
knowing what paths can be used by attackers along the whole chain
of components.

Several other interviewees also said that “SecRAM stops too early”,
meaning that it should go one step further and identify the security
measures that will be necessary to mitigate the identified threats.*
Several interviewees also claimed that the catalogs do not provide
enough security measures, and that the work packages should have
the opportunity to add their own security measures, which are more
accurate regarding the context of the technologies that they assess.®

Another point that was raised by one of the interviewees, which
applies not only to SecRAM but to all risk assessment methodologies,
is the static nature of the assessment. He pointed out that, due to
the rapid changing threat landscape and the dynamic nature of new
technologies, any risk assessment will be outdated as soon as it is
finished. To him, the re-assessment process is too long and does not fit
the need anymore. He would therefore prefer to have a methodology
for continuous monitoring and assessment of risks, which would help
secure the system close to real-time.

4.5.3. Lack of a tool

Of the interviewees in the “experienced” group, 68% pointed out
the lack of an accompanying tool as a major disadvantage in SecRAM.
They explained that it is very difficult to keep track of all the assets
when there are a lot in a solution. They also said that documenting
the results manually using the three document templates was a tedious
task, because of all the copying and pasting that has to be done. Some
of them actually referred to this manual labor as a risk in itself, because
important information could easily be forgotten or left out by mistake.

Further, they pointed out that it was hard to harmonize the infor-
mation that they produced without a dedicated tool, in particular when
several persons were working on the documents at the same time in
different locations. Having to synchronize the documents afterwards
lead not only to additional work load, but could also lead to mistakes
and forgotten parts. One of them mentioned that ‘it could have a lot of
it software-based and not a bunch of Excel-sheets which you send around
and... people are filling it in, and information is diverted and so on. So, it

4 It should be noted that these interviewees had only applied SecRAM to
V1 solutions in the SESAR Wave 1 program, in which the last step “Capturing
controls as security requirements” of the methodology was not required.

5 1t is worth noting that using other assets, vulnerabilities, threats, controls
etc. than the ones that are pre-defined in the catalogs is already allowed in
SecRAM. It is also possible to suggest changes and updates to the catalogs.
This appeared, however, to be something that many of the interviewees in
our study had misunderstood, or were not aware of.
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Negative aspects of the methodology, given the interviewees’ previous experience working with security.

Node Experienced (6) Some experience (7) No prior experience (8)
Hard steps 33% 86% 50%

Unnecessary steps 83% 57% 25%

Lack of a tool 68% 71% 13%

The catalogs 50% 43% 38%

Understanding the methodology 33% 14% 63%

Missing steps 68% 43% 0%

Trustworthiness of results 33% 43% 25%

Not suited for all solutions 50% 0% 13%

really would help if it’s some kind of a software.][...] The problem is always
the harmonization of the information.” Some of the interviewees also
mentioned that they did not feel confident with the results when they
had to assign the numbers to likelihood and impact values manually;
they wish they could have used a tool that would provide a more
deterministic way of assessing the risks.

4.6. Negative aspects, as perceived by the “some experience” group

This section describes in more detail the three specific problems that
were highlighted by the group of interviewees, who all had “some”
prior experience working with security. As highlighted in Table 9, these
were “Hard steps” (86%), “Lack of a tool” (71%) and “Unnecessary
steps” (57%). We also outline their suggestions for improvements to
the SecRAM methodology. Please note that, since there were only seven
interviewees in this group, it is not possible to generalize from their
input.

4.6.1. Hard steps

The group of interviewees with “Some experience” considered most
of the steps in SecRAM to be difficult. One of the first problems they
encountered was the definition of the assets, more specifically they
were struggling to find the right granularity for the solution so that
it would be understandable. In addition, defining the scope of the risk
assessment has also been reported as being a difficult task by some.

Further, some interviewees found difficult to identify vulnerabilities
in the systems they were assessing and to find relevant threat scenarios.

Risk evaluation, and residual risk evaluation, were two tasks seen
as difficult, or at least subjective, by the interviewees with “some
experience”. They explained that the pre-defined scales used in SecRAM
are not always a good fit. Impact assessment of the primary assets were
pointed out as being particularly difficult by several of the interviewees
in this group, especially for the impact areas where they felt that they
did not have the required competence to make a correct judgment
(assessing the regulatory impact was mentioned as an example by
several of the interviewees). In addition to being difficult, some of
the interviewees also stated that this task felt subjective, since “there
is no scientific way of assessing the impact”. Their feeling was that two
people doing the same analysis could therefore easily end up with very
different results.

4.6.2. Lack of a tool

Similarly to the “experienced” group, the interviewees with “some
experience” also reported that the lack of a tool made it difficult to
keep track of all the assets, threats scenarios, vulnerabilities, etc. when
working with SecRAM. In addition to make the work more tedious, they
also said that the lack of a tool can lead to accidental loss of data during
the reporting process: ‘“working without a tool is difficult. It is difficult
because you can miss some data.” Some of the interviewees in this group
made a comparison with another methodology called Magerit,® which
they had good experience from. They explained that this methodology
is similar to SecRAM, but that it has a accompanying tool (Pillar)

6 Magerit. Available at http://www.csi.map.es/csi/pg5m20.html.

that helps them keep track of the generated data. They also expressed
dissatisfaction with the non-linearity way of documenting the results
in the three different templates (low, medium and high risk material),
an issue which they also attributed to the lack of a tool. During the
interviews, some of the interviewees revealed that they had actually
solved this problem themselves, by using their own version of an Excel
based tool to document their results.

The interviewees with “some experience” also criticized the lack of
an automatic way to link items from the catalogs, like primary and
supporting assets, or even the countermeasures, through the different
parts of the assessment. They felt like there was a lot of “mechanical
operations” involved in doing the risk assessment, such as reporting
values, which are also prone to errors. They also felt like this was an
inefficient way of working, because they focused a lot on filling the
templates, which takes the focus away from the actual security analysis:
“It [a tool] could automate some operations, and I could spend more effort
on the analysis of the security aspects and not on the filling of the template.”
In addition, sometimes changing one value in the assessment would
have a lot of impact on the rest of the analysis and they would therefore
appreciate a tool to recompute everything automatically.

Finally, the interviewees with “some experience” also said that the
lack of a tool prevented them from being able to easily reuse results that
had already been produced in previous phases of SESAR, or in other
projects who worked on similar solutions.

4.6.3. Unnecessary steps

Some of interviewees who had performed a full SecRAM analysis felt
that the step of identification of likely threat combinations is not really
useful, and the methodology should focus on more specific threats
instead.

Several of the interviewees considered it unnecessary to apply the
full methodology on all solutions, as some of them are still in an
early stage of development and would only require a high level risk
assessment. It also appeared that they felt like parts of the process
are useless, since they already knew which assets are important and
need protection. They felt that the resulting security controls and
requirements are already known, and that they had to assess and
report something that was already obvious. One interviewee reported
for instance that “in some cases this is quite obvious that there are some
primary assets that are using some supporting assets. We know already that
this is really important without doing any calculation and so on.”

Finally, having to do an impact assessment for all of the assets in
all of the seven impact areas felt very repetitive for some interviewees.
Some of them even claimed that the impact assessment were not really
useful at all.

4.7. Negative aspects, as perceived by the “no prior experience” group

In this section we present the three points interviewees from the
group having “no prior experience working security” seem to have
struggled the most with. According to Table 9, these points were
“understanding the methodology” (63%), “hard steps” (50%) and “the
catalogs” (38%). Please note that, since there were only eight in-
terviewees in this group, it is not possible to generalize from their
input.
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4.7.1. Understanding the methodology

In general, it seemed like the interviewees who had no prior expe-
rience working with security struggled to understand the terminology
used in SecRAM, at least in the beginning when they started to work
with it. One point that was raised by several of the interviewees in this
group was the difficulty of understanding the concept of an “asset”,
as this is a notion that is rarely used outside the security community.
For instance one of the interviewee mentioned that “the vocabulary was
not so easy to understand. For example, a detail but... the term “asset” is
not so used in other domains and there are many other examples where
vocabulary and concepts are very specific, quite technical, and it was not so
easy, coming from scratch in fact, to enter this domain.” Many of them also
struggled with the distinction between primary and supporting assets.
Further, most of them had problems understanding what it meant to
assess the impact of assets being compromised. According to them,
the examples in the SecRAM documentation did not help, because
they were too far away from the solutions that they were working on.
Overall, they thought that getting started with the SecRAM was hard
for people without prior experience or background in security.

Some of the interviewees in this group also raised the fact that,
even though they had read the guidance documentation and believed
they understood the methodology, they still struggled to understand
what was asked from them in the different steps. More specifically,
they would have preferred to have someone with experience in security
to guide them through the process and ask them the right questions,
especially when assessing the impact areas: “I think it is in this activity,
surely in every solution, we need to have some expert on the security
aspect.” They explained that afterwards, once they had completed the
assessment, the SecRAM process is not that difficult, but that it can
be quite frightening at the beginning when you do not have any
experience.

Finally, it seemed like the interviewees in the “no prior experience”
group struggled to understand the objectives of SecRAM and why it was
important to do it in the first place. They say things like “I worked for
years in the research aspect in Air Traffic Control, and I never heard about
security. So I'm not so sure it’s really necessary, at least not in the research
phase...” This seemed to be particularly true for the interviewees who
had applied it to operational solutions.

4.7.2. Hard steps

Even though it appeared like understanding the different steps of
SecRAM and the examples in the guidance documentation was not that
difficult for the interviewees in this group, applying it to their own
solutions seemed to be more challenging. In particular, the interviewees
had a hard time with the identification of vulnerabilities and threats,
and to come up with relevant and realistic threat scenarios. Some of
them also pointed out that doing a risk assessment of a single compo-
nent only may be too restrictive, since you may then loose the overall
picture. Further, according to the interviewees, impact assessment (in
terms of legal, economic, branding, etc.) was a complex task and they
did not feel confident that the values that they had selected were
correct.

4.7.3. The catalogs

According to the interviewees in this group, the catalogs came out
as being both messy and incomplete. They explained that there is a
lot of redundancy in this very large inventory and it is not that simple
to identify the assets that are part of their solutions. An interviewee
explained that he “felt there were not definitive documents at that time in
fact. [...] For example the tables that are in the SecRAM catalogues, there
are some that are a bit fuzzy in fact, with some missing elements, with some
elements that are strange in fact.” Some interviewees also thought that,
even though the catalogs could make it easier to choose assets, they
can also be a constraint in case it is not possible to find an appropriate
asset. °
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Table 10
The interviewees’ overall perceptions of the process.

Node

Discussed by

10%
71%
48%
52%
95%

Positive aspects of the process

Negative aspects of the process

Problems induced by the negative aspects
Proposed improvements

Work organization

4.8. Suggestions on improvements to the methodology

In addition to bringing up positive and negative aspects, the inter-
viewees also contributed with proposals on how the methodology could
be improved. The “top of the list”suggestion, which was highlighted
by many of the interviewees, was to improve the SecRAM documen-
tation (Anon, 2017a). Many of the interviewees wanted to have more
examples in the guidance documentation, both real-life examples from
the ATM domain and more simple examples, to better illustrate the
concepts. As one of the interviewees pointed out: “To help to understand,
I made an exercise for myself, for my home-system. [...] I tried to do
SecRAM according to the guidance for my system at home. And that was
very interesting [...] after I did this exercise, I think I could say, I understood
what is meant by the SecRAM.”

Many of the interviewees also mentioned that some of the terminol-
ogy could be better explained. They also requested better guidance on
how much they were expected to do, considering the varying maturity
levels (TRL) and special characteristics of their individual solutions.

More advanced suggestions on how the methodology could be
improved were brought up by the interviewees from the “experienced”
group. Several of them wanted to extend the guidance material with Ex-
cel sheets, which could include short scripts that would help assessing
likelihood and impact values when analyzing risks. One of them even
proposed “an automatic mapping, from supporting assets to vulnerabilities
and from vulnerabilities to threats and controls”, which he proposed could
be re-used across solutions in order to improve consistency between
different assessments.

Two of the interviewees in the “experienced” group, who had the
role as security experts in several SESAR Wave 1 projects also wanted to
change the scale for impact assessment, by extending it to 1-10 (instead
of 1-5), in order to add more granularity to the different assessments.

Finally, a few of the interviewees also wanted more flexibility in the
methodology, so that they could add the assets, vulnerabilities, threats
etc, that are relevant for the contexts that they are working in. °

5. Results from the interviews: Perceptions of the process

In the previous section, we reported the interviewees perceptions of
the SecRAM methodology itself. Now we will look at what they think
about the process of applying the methodology. In this section, we will
first study how the different projects organized themselves to work with
SecRAM. Then we investigate which problems they encountered and
what were the results of those problems. Finally, we report how they
think the process can be improved.

5.1. General overview

Table 10 provides a general overview over the interviewees’ overall
contribution to the interview data that represents their feedback on
the process. As can be seen table, 71% of the interviewees highlighted
negative aspects of the process of applying SecRAM, and 48% of
all the interviewees reported a problem resulting from the negative
aspects of the process. However, 52% of the interviewees also suggested
improvements to the process. Finally, 95% of the interviewees provided
information on the way they had organized their work with SecRAM.
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Table 11
Work organization across the different type of projects.
Node SESAR Wave 1 (15) GAMMA (4) Other (1) SESAR-1 (1)
Team with different skills 67% 100% N/A N/A
Asking someone else to double check 27% 25% N/A N/A
External security expert involved 7% 0% N/A N/A
No security expert involved 27% 0% N/A N/A
One person doing the assessment 33% 0% N/A N/A
Table 12 the accompanying three different templates for documenting their re-
llzrocefs"tEIated problems raised by interviewees from the SESAR Wave sults (Anon, 0000b,c,d), but they were still confused over whether and
project. . . . .
how they were allowed to share information with their partners. Also,
Node SESAR Wave 1 (15) . .
many of them complained that they did not get any feedback or help
Lack of guidance on security classification 40% f the SJU this. This lack of guid lted i 1 bl N
Lack of guidance on expected results 40% rom the on this. This lack of guidance resulted in several problems:
Lack of necessary skills 40%
Prioritization issues 40% » Some of the interviewees claimed that, since they did not know
Insufficient time and budget 27% how to share information with their partners, they were forced to

As shown in Table 10, only 10% of the interviewees commented
about on the positive aspects of the process. We have therefore chosen
not to go into more details of this particular aspect in our analysis.”

5.2. Work organization

Looking at Table 11, one can see that all the four interviewees from
the GAMMA project reported that they had been working in groups
when doing the security risk assessment, while the interviewees from
SESAR Wave 1 worked either in groups or alone. It is surprising to see
that 27% of the respondents from SESAR Wave 1 said that there was
no security expert involved at all in doing the assessment. Further, in
33% of the cases it was a single person who did all the work. It should
be noted that these two numbers are not independent; in some cases
the interviewee revealed that there was a single person, without any
security background, who performed all the work by himself.

However, in the majority of the cases (100% in GAMMA, 67%
in SESAR Wave 1), the security risk assessment was conducted by
a group constituted of experts in several domains; security experts,
technical experts and/or operational experts. In addition, many of these
groups also had a “moderator”, meaning a person who guided the team
through the assessment, asked the right questions and encouraged them
to participate in, for example, brainstorm activities.

5.3. Process-related problems and consequences

Table 12 outlines the process-related problems raised by the 15
interviewees from SESAR Wave 1.8 As can be observed from the table,
five different problems were highlighted, We will discuss these in more
detail below.

5.3.1. Lack of guidance on security classification

An issue that was highlighted by 40% of the interviewees was the
lack of guidance on how the results of the security risk assessment
should be classified, which apparently had led to a lot of confusion.
They all seemed to be aware of the three different risk levels for
classified material (red/amber/green, as outlined in Table 1), and

7 The lack of data on the positive aspects of the process does not necessarily
mean that the interviewees think that the process was bad, it rather indicates
that this is not a topic that the interviewees felt like they needed to discuss.

8 The reason for not including the interviewees from the GAMMA project in
this particular analysis is that the way people have been working with SecRAM
has changed over the years (see Section 2.3). Most of the identified problems
in Table 12 were therefore not relevant for the interviewees from the GAMMA
project.
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do SecRAM alone: “The plan was to work together with a colleague,
yes. But then we noticed that there are different colors, the green,
yellow and red documents. Then we said, “‘ok to be on the safe side,
I will do the work alone.””

Some of the interviewees claimed that they had to pause their
risk assessment activities and that they would not continue until
SJU had clarified how they were allowed to communicate the
results. A few of them had even stopped all their ongoing security
activities and, to be on the safe side, they even deleted everything
that had been produced so far: “all activities on security issues have
stopped. Because it was not clear who is allowed to read, to provide
input and so on.”

Some of the interviewees also complained that they had com-
pleted the assessment, but it had never been read by anyone.
Their therefore questioned whether it was meaningful in the first
place: “No one will read a document that cannot be shared.”

5.3.2. Lack of guidance on expected results

Of the interviewees, 40% also complained they had a hard time
understanding what was expected from them. They explained that they
had problems understanding the scope (what should be included in the
analysis and what could be left out), and they did not know what levels
of details that was expected in the analysis. The lack of guidance on ex-
pected results also had consequences in terms of different results from
different solutions. As one of interviewees explained it: “It [SecRAM] is
not precise enough and there may be large differences among the different
risk analysis that are done within one project. Because one project is divided
in different work packages and so on. So, each work package does. . . its own
risk analysis, but they may differ in their contents and methodology may not
be enough precise on some aspects.”

5.3.3. Lack of necessary skills

Another important point that was brought up by 40% of the par-
ticipants was the lack of necessary skills to perform the assessment.
They mentioned not only the lack of team members with specific
competence in the different areas for the impact assessment (economic,
legal, branding, etc.), but also a general lack of security competence in
their teams. For instance, an interviewee mentioned that “[his] main
concern [...] was that [he] was not trained or sufficiently aware of all the
security aspects.” Finally, they highlighted the lack of security training
in SESAR in general as a problem.

According to the interviewees, the lack of necessary skills had two
major consequences. First, they did not prioritize security and the
security risk assessment thus often ended up in the bottom of the “to do-
list”. Second, many of the interviewees were in addition unsure about
the quality of the results that they had produced.
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5.3.4. Prioritization issues

Of the interviewees, 40% also complained about the prioritization
of their solutions; in most cases because they had been ‘“security
prioritized” (see Section 2.3). One interviewee said that he “ think[s]
that the security, that spending time on the security for [their] solution and
in V2.. was not really necessary.”, and when we asked whether this meant
that he did not agree with the prioritization of your project, his reply
was: “Yeah, that’s the conclusion yeah.”

5.3.5. Insufficient time and budget

Several of the interviewees (27%) also claimed that the budget
allocated for security was not enough, and that they therefore had no
time to do it properly. Also, they said there were too few security
experts in SESAR, which makes it difficult in general to work with
security. For instance, an interviewee pointed out that “by the end of
your day you don’t have enough resources. And you certainly do not have
enough security trained staff that is able to perform everything in an ideal
setup.” Furthermore, many of them pointed out that the reason they did
not have any security experts in their teams was because when they had
planned their projects they were not aware that had to do the security
risk assessment; to many it came as a surprise after their projects had
already started.

5.4. Suggestions on improvements to the process

In addition to bringing up problems, the interviewees also con-
tributed with proposals on how the process of applying SecRAM could
be improved. The “top of the list” suggestion, which was highlighted by
many of the interviewees, was “the risk assessment should be be performed
by a team”, which they said should include people with security skills,
technical skills and operational skills. The need to involve security
experts were particularly emphasized by one of the interviewees from
the “no experience group”, who also pointed out that “having help from
security experts, who are involved in several different solutions, will create
more homogeneous results”. Some interviewees also pointed out the need
for team members with knowledge in the different impact areas (legal,
economic, branding).

Further, several of the interviewees requested security training to be
offered to novice users, for example by arranging a workshop to help
them get started with SecRAM.

To solve the problem associated with sharing security classified
material (using the three templates (Anon, 0000b,c,d)), one interviewee
suggested that “SecRAM should be performed on prototype level, rather
than on the solution level”’, meaning that each partner should assess
their own technology only, hence avoiding the need to involve and
share security classified material with the other partners in the solution
consortium.

Finally, one of the interviewees, who had a long experience in secu-
rity, was concerned that, in many solutions, the security risk assessment
was only done once, as a preparation for the solution’s maturity gate.
He therefore suggested that the methodology should include a trigger
for updating the identified risks whenever there were relevant changes
in the security threat landscape, which could affect the ATM domain.

5.5. Links between work organization and process related problems

In this section, we study the links between how the interviewees
had organized their work and the potential impact on the way they
perceived working with SecRAM.

In Section 4, we discussed what the interviewees disliked about
the methodology. To better understand why they struggled with these
issues, we cross-checked the numbers in Table 8 with the data repre-
senting how the interviewees had organized their work. The results are
presented in Table 13. As can be seen in the table, interesting results ap-
peared: 60% of the interviewees who worked alone also struggled with
understanding the methodology, whereas only 31% who worked in a
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team had the same problem. Similarly, 40% of the interviewees who
worked alone also claimed that the methodology was not suitable for
all solutions, whereas this was only the case for 13% of the interviewees
who had worked in a team. On the contrary, the people who worked in
a team, seemed to be more concerned about missing steps in SecRAM
and the trustworthiness of their results (both 38%), than the people
who had worked alone (both 20%). Similarly, 50% of the interviewees
who had worked in a team also had problems with the catalogs, while
this was only the case for 20% of the people who had worked alone.
Regarding the other process-related problems, how the interviewees
had organized their work did not seem to have any significant impact
on the problems that they associated with the methodology.

Looking more closely into what the interviewees struggle with,
given how they had organized their work ( Table 14), it became clear
that people who worked alone had a hard time understanding the
concept of assets (60%). They also found it very difficult to get started
with the methodology (60%).

Please note that since the number of participants in each group in
Tables 13 and 14 is rather small (in particular, there were only five of
the interviewees who had worked alone), it is not possible to generalize
from their input.

6. Results from the interviews: two “hot topics”

When analyzing the interview data, it quickly became clear that two
topics were of particular interest to the interviewees, which they also
had very diverse opinions about: the use of the catalogs and the lack
of a tool. We therefore decided to dig deeper into these two topics.

6.1. The interviewees’ position on tooling

In Table 15, we take a closer look at the interviewees’ position on
tooling, given their previous experience working with security. Please
note that since the number of interviewees in each group is relatively
small (6, 7 and 8, respectively), it is not possible to generalize from
these results.

As can be seen in Table 15, almost half of the interviewees think
that a tool is missing with the SecRAM methodology (48%). Looking
closer at the number in the table, we notice that it was mainly the
interviewees from the “experienced” and “some experienced” groups
who were mostly concerned about the lack of a tool (67% and 71%,
respectively). Naturally, these two groups of interviewees were also the
ones who to a larger degree requested functionality for such a tool (50%
and 57%, respectively).

The reasons why the interviewees wanted a tool were quite similar
among the participants. Most of them said it would help them keep
track of the assets. They also said it would reduce the “mechanical”
and tedious work currently required by the methodology, like copying
and pasting values between the three different templates. They also
explained that having a tool that would do the computations and
update all the values automatically would: 1) reduce the amount of
administrative work (i.e. filling the templates), thus allowing to spend
more time on the security analysis itself, and 2) prevent mistakes and
inconsistencies when reporting the same values in different documents.
A tool would also help people understand the methodology better,
as it would guide them through the process, hence avoiding some of
the confusion that they associated with the “non-linear” use of the
three different templates for documenting the results. Further, they
pointed out that a tool could also help in the synchronization and
harmonization of information, not only among partners working in
the same solution but also between different solutions, by storing the
information in one single place and making it available for reuse.
Some mapping could be done automatically as well, thus helping the
solutions to identify vulnerabilities typically associated with particular
assets and so on, and also helping gain time. Finally, they said that
a tool could make easier to understand what needed to be done on
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Negative aspects of the methodology, given how the interviewees had organized their work.

Node

Worked alone (5)

Worked in a team (16) Total (21)

60%
60%
40%
20%
60%
20%
20%
40%

Hard steps

Unnecessary steps

Lack of a tool

The catalogs

Understanding the methodology
Missing steps

Trustworthiness of results

Not suited for all solutions

56%
50%
50%
50%
31%
38%
38%
13%

57%
52%
48%
43%
38%
33%
33%
19%

Table 14

What the interviewees struggled with, given how they had organized their work.

Node

Worked alone (5)

Worked in a team (16) Total (21)

60%
60%

The concept of assets
Getting started with the methodology

13%
25%

24%
33%

Table 15

The interviewees’ position on tooling, given their experience working with security.

Node Experienced (6)

Some experience (7)

No prior experience (8) Total (21)

67%
50%

71%
57%

Lack of a tool
Requests for functionality

13%
13%

48%
38%

a per-solution basis, thus making it easier to adapt the security risk
assessment to the maturity level (TRL) of the solution.

When discussing what kind of tool they would like to see, the
interviewees’ opinions varied. Some said they would prefer to have a
software-based tool, while others were strongly in favor of Excel. One
of the interviewees in favor of software said “... there were tons of Excel-
sheets flying around [...] people are filling it in, and information is diverted
and so on. So, it really would help [to have] some kind of software”. On the
contrary, another interviewee detailed why he thinks a software-based
tool would be a bad idea: “There is no business model behind it, and it
needs to have support”.

6.2. The interviewees position on the catalogs

The second topic, which was frequently brought up by the inter-
viewees, was the catalogs (Anon, 2017b). This topic was however
more controversial than the tool, as some interviewee were clearly
against them, while others found them extremely useful. However,
when analyzing the interview data, it quickly became clear that many
of the interviewees had misunderstood the intention behind the cata-
logs; in SESAR the catalogs are there to help (by providing relevant
examples, representing best practices, etc.) but there is no obligation
to use them; the solutions are free to define their own assets, identify
other vulnerabilities/threats than the ones in the catalogs, etc. This was
apparently something that many of the interviewees had misunderstood
and should hence be kept in mind when reading this section.

Looking at the rightmost column of Table 16, we can see that 71% of
the interviewees said something positive about the catalogs and 43% of
them said something negative. 38% proposed improvements (to either
the catalogs themselves or to the way that they are used). When looking
at the interviewees’ position of the catalogs, given their experience
working with security, we notice that all of the interviewees with “some
experience” had positive things to say about the catalogs (100%).
Further, we notice that even though the “experienced” interviewees
frequently brought up the disadvantages (50%), they also are the ones
who proposed the most improvements (84%). Finally, only 50% of the
interviewees with no prior experience had positive things to say about
the catalogs. Please note that since the number of interviewees in each
group is relatively small (6, 7 and 8, respectively), it is not possible to
generalize from these results.

In particular the interviewees from the “experienced” group were
unanimous in their opinions of the catalogs. Some of them claimed that
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the catalogs should be removed altogether, because “the brainstorming
is brain-storm-free activity. Where you really can start with the approach
“If I were an attacker. What would be the weakest link? Where would I
start to invest less money and have the biggest impact?”. You cannot do it
with a list. If you start to study a list, you are lost”. On the other hand,
others wanted to keep them, but suggested that it should be clarified
that they should only be used as a starting point: “ I think it is a good
departure point and it is reliable in that sense that from an ATC’-perspective
we do have a fairly good understanding of our engineering architecture. And
ultimately I do believe you could derive a primary asset list from that. It
is also helpful for individuals who have not yet been thinking in security
terms to tune in their minds in what is actually when we are speaking about
security. And I do believe that on an abstract level that is high enough to
support the argument that it is complete”.

To summarize, the interviewees highlighted the following advan-
tages with the catalogs:

» The catalogs can help to identify assets and to get started with
the security risk assessment.

« The catalogs will ensure consistency in the naming of components
(assets) across different solutions.

» The catalogs can help in reusing results from other projects or
previous assessments.

» The catalogs can help mapping assets to well-known vulnerabili-
ties, vulnerabilities to relevant risks, etc.

To summarize, the interviewees highlighted the following disadvan-
tages with the catalogues:

» The catalogs do not include everything that will relevant for all
solutions and they are rarely updated. Therefore they will always
be outdated and/or incomplete.

« The catalogs may limit people’s ability to “think outside the box”.
Relying on the predefined assets, vulnerabilities and threats may
restrict their ability to think freely, hence there is a risk they are
missing out on other important elements.

Again, it appeared like this last aspect raised the strongest reactions
from the interviewees with whom the topic was discussed. For example,
one of them said: “I do not need them [the catalogs], because then people
get stuck looking at the pre-defined list and they stop to think.”

9 Air Traffic Controller (ATC).
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Table 16

The interviewees’ position on the catalogs, given the experience working with security.

Node Experienced (6) Some experience (7) No prior experience (8) Total (21)
Advantages 67% 100% 50% 71%
Disadvantages 50% 43% 38% 43%
Proposed improvements 84% 29% 13% 38%

Table 17

An overview over our recommendations, mapped to the supporting interview data and relevant identified literature (“best practice”).

Recommendation Supporting interview data

References

Offer tool support.

Interviewees think a tool is lacking (Sections 4.5.3 and 4.6.2).
Interviewees ask for Excel-based support (Sections 4.8 and 6).

Cherdantseva et al. (2016),
Landoll and Landoll (2005)
and

Baca and Petersen (2013)

Encourage working in teams.

Interviewees lacks necessary skills (Section 5.3.3).
Interviewees ask for help from security experts (Section 5.4).

Hawley et al. (2014) and
Landoll and Landoll (2005)

Clarify the use of the catalogs

Interviewees are confused about the catalogs (Sections 6.2 and 4.7.3)

Massacci et al. (2014) and
de Gramatica et al. (2015)

Define running example.

Interviewees do not understand what is expected (Section 5.3.2). -

Interviewees struggle to understand the methodology (Section 4.7.1).
Interviewees ask for better guidance, including more examples

(Section 4.8).

Simplify the impact assessment.

Interviewees lacks necessary skills (Section 5.3.3).
Interviewees ask for more flexibility (Section 4.8)

Anon (2015a) and Anon
(0000e)

Launch a light-weight version of

SecRAM. 4.7.2).

Interviewees think SecRAM contains hard steps (Sections 4.6.1 and

Schmitz and Pape (2020)
and Czech (2019)

Interviewees are confused about the rules (Section 5.3.1).
Interviewees have insufficient time and budget (Section 5.3.5).
Interviewees think SecRAM contains unnecessary steps (Sections 4.5.1

and 4.6.3).

Clarify the rules for information
classification and sharing.

Interviewees are confused about the rules (Section 5.3.1). -

Organize security training.

Interviewees lacks necessary skills (Section 5.3.3).
Interviewees ask for security training (Section 5.4)

Costin and Francillon
(2012), Kelly (2012),
Santamarta (2014),
Strohmeier et al. (2016)
and Johnson (2015)

7. Recommendations

In this section we present our recommendations. These are derived
from the results from the interviews (as presented in Section 4-6), and
supported by existing literature and/or “best practice” adopted by the
security community outside the ATM domain. An overview is provided
in Table 17.

Recommendation: Offer tool support

First and foremost, we propose that SecRAM is extended with tool
support. Not only did many of the interviewees in our study request
it (see Sections 4.5.3 and 4.6.2), but it is also recommended by the
academics (Cherdantseva et al., 2016; Landoll and Landoll, 2005; Baca
and Petersen, 2013). As pointed out by Cherdantseva et al. (2016),
“tools may facilitate data input for risk assessment in an intuitive
user-friendly manner, automatically generate and analyze risk mod-
els, recommend security countermeasures or even trigger them as a
response to undesired events”.

Our recommendations for a tool is to start by providing basic
functionality, preferably implemented in Excel (as suggested by the
interviewees in Sections 6 and 4.8), which could be tested by a selected
number of solutions in order to gain their feedback and opinions.

Recommendation: Encourage working in teams

Many of the interviewees claimed they lacked the necessary com-
petence and skills to do a security risk assessment (see Section 5.3.3)
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and many of them specifically requested help from security experts
(Section 5.4). This is in line with the findings in the study by Hawley
et al. (2014), who recommended that security risk assessment should be
led by security experts working closely with operational and technical
experts, or those with significant related competence such as safety
experts. We therefore recommend that the security risk assessment al-
ways is performed by a team, led by a person with security background
who preferably also have previous experience of applying SecRAM. The
teams should also have access to individuals with competence in the
legal, economic and branding aspects of ATM, in order to help with
the impact assessment part of SecRAM.

Recommendation: Clarify the use of the catalogs

The use of the catalogs needs to be clarified. Many of the inter-
viewees were confused about them (see Sections 6.2 and 4.7.3), and
some of them had even misunderstood the intention behind them (Sec-
tion 6.2). It must therefore be clearly communicated that the catalogs
are there to serve as an inspiration, but that the users are free to identify
and analyze other assets, vulnerabilities, threats, controls, etc. than the
ones that are included in the catalogs. Also, to keep the catalogs up to
date, the users should be encouraged to propose updates whenever they
discover that something is missing. The catalogs could also preferably
be integrated into an Excel-based tool, which was proposed above.

Some of the “expert users” did not want to use the catalogs at all,
however, our opinion is that they should be kept, in order to make it
easier for users with less experience to get started. Similar conclusions
can also been found in previous studies. de Gramatica et al. (2015),
for example, found that security novices express catalogs as useful
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especially if there is a lack of previous experience in the field. The
use of domain specific catalogs has also been recommended in previous
studies, such as Massacci et al. (2014), and could serve as inspiration
for brainstorming activities for experts and novices alike de Gramatica
et al. (2015).

Recommendation: Define running example

Many of the interviewees struggled to understand the methodology
(Section 4.7.1) and the results that was expected from them (Sec-
tion 5.3.2). Further, many of them asked better guidance documenta-
tion, including more examples (Section 4.8). We therefore recommend
that the guidance document is updated to include a running example,
which demonstrates all the steps of SecRAM. There exist some publicly
available examples, e.g., Marotta et al. (2013) and Asgari et al. (2016),
which could be used for this purpose.

Recommendation: Simply the impact assessment

The impact assessment should be simplified. As has been shown
in this paper, many of the interviewees struggled with it (see Sec-
tion 5.3.3), which in our opinion is understandable because this par-
ticular step requires knowledge in domains, such as legal, economic,
branding etc., which in most cases is very far away from what the
users of the methodology work with on a daily basis. Some of the
interviewees also requested more flexibility in this step, for example by
adjusting the granularity of the scales that are being used (Section 4.8).

The literature gives little advice on how to simplify this particular
step in a security risk assessment process, and to the best of our
knowledge there is no unified approach in the security community,
however, there exist guidance documents from other domains that
could serve as inspiration (see for example Anon (2015a) from the
smartgrid domain and Anon (0000e) from the maritime domain.

The impact assessment could also be simplified to some extent if
integrated in a tool, as proposed above.

Recommendation: Launch a “light weight” version of SecRAM

Many of the interviewees claimed they did not manage to complete
a full security risk assessment. Their reasons varied, but common
complaints were that some of the steps were very hard to perform
(see Sections 4.5.1 and 4.7.2), they struggled to share information with
their partners (Section 5.3.1) or they did not have sufficient time or
budget (Section 5.3.5). Some of the interviewees also claimed that
SecRAM contains unnecessary steps (Sections 4.5.1 and 4.6.3). This
is a well-known problem from industry in general, in particular for
small and medium size enterprises (Schmitz and Pape, 2020; Czech,
2019). We therefore propose that SESAR JU launches a “lightweight”
version of SecRAM. The intention would be to allow solutions to get
a quick overview over what needs to be protected, to identify relevant
threats and associated risks, and to come up with a basic set of security
requirements. The lightweight version could then be applied both by
immature solutions (in their early design stage) and by solutions that
runs on a low budget. To design an approach that will be suitable in the
ATM context more research will be needed, but existing methods, such
as LiSRA: Lightweight Security Risk Assessment for Decision Support
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in Information Security (Schmitz and Pape, 2020), can be used as a
starting point.

Recommendation: Clarify the information classification and
sharing rules

To be able to work efficiently with SecRAM, in particular in so-
lutions where different partners cooperate to deliver technology, the
users need to have both guidance and tools, to help them collaborate
during the process and to share their results afterwards. Correct in-
formation classification and sharing of data using the three different
templates (Anon, 0000b,c,d) was been reported as a challenge by many
of the interviewees, and in some cases even as a show stopper (see
Section 5.3.1). While the “information sharing issue” (see Section 2.3)
is the root cause of this issue, it is still of uttermost importance that
this process is clarified, and preferably also simplified.

Recommendation: Organize security training

Finally, we strongly recommend that a security training is orga-
nized and offered to the ATM community; not only to help with the
security risk assessment (see Sections 5.4 and 5.3.3), but also to raise
awareness of relevant threats (see, for example, Costin and Francillon
(2012), Kelly (2012), Santamarta (2014) and Strohmeier et al. (2016))
and of the need to consider cyber security as an integral part of
software and systems development, deployment and operation in the
ATM domain in general (see Johnson (2015) and Casado et al. (2016)).

8. Discussion
8.1. The findings and recommendations

The main goal of this paper was to identify issues that may inhibit
the adoption of security risk assessment methodologies in ATM. We
have also suggested a number of recommendations that aim to address
these issues. We expect our results to be a useful input for the SESAR
JU when reviewing and updating their cyber security strategy, and
ultimately for the SESAR solutions when addressing security in their
research and development activities.

In our study, we saw several indications that the risk assessment
played a different role than traditionally described in standards and
literature. In particular, a more direct relationship between asset valu-
ation and security requirements was described in several of the inter-
views. That activities in risk management are not always performed as
described in standards is a commonly described phenomenon (Alaskar
et al., 2015; Taylor, 2015; Niemimaa and Niemimaa, 2017; Njenga and
Brown, 2012) and there may be many different underlying reasons to
why. Some argue that risk assessments can be seen as static as the same
risks keep recurring (Lundgren and Bergstrom, 2019), some believe that
risk assessment is not fine-grained enough (Park and Huh, 2020), while
others see a decreased focus due to legal requirements, i.e., that certain
assets require particular security requirements by law (Diamantopoulou
et al., 2020). The role of risk assessments and how to perform them
are well-discussed (Slayton, 2015), and these aspects could benefit
from further studies investigating the role of risk assessment and the
direct relationship between, for example, asset valuation and security
requirements.

Also, the “information sharing issue” (see Section 2.3) appears to
have been a major issue for many of the practitioners. While infor-
mation classification is essential for several reasons, it often creates a
challenge for organizations, especially when organizations are increas-
ingly dependent on other organizations for value creation (Partanen
and Moller, 2012), which also is the case here. While we in Section 7



K. Bernsmed et al.

have recommended that the information classification and sharing rules
should be simplified, this is easier said than done. While previous
research has argued for consensus use of classification schemes (Cher-
dantseva and Hilton, 2013), they have also acknowledged the difficul-
ties in achieving it. In SESAR, potential non-compliance with rules and
regulations may make any of the involved organizations, and in worst
case even their employees, liable in case of a security breach. As a
consequence, the SESAR JU has not been able to provide the necessary
infrastructure for ensuring that the documentation from the security
risk assessments is protected in compliance with all its members na-
tional regulations (i.e. storage requirements and any staff security
clearance). This issue has discussed in length at the level of both
SESAR Programme Committee (PC) as Development Management Sub
Committee (DMSC) and some of the practitioners’ negative perceptions
on the process is likely to be a consequence of this.

8.2. Threats to validity

The majority of the data collected in this study consisted of inter-
view transcripts. While there is no rule of thumb for determining the
appropriate sample size for a qualitative study (Baker et al., 2012), it
has been showed that basic elements for meta-themes can be present as
early as six interviews and that saturation within the data occur already
within the first twelve interviews (Guest et al., 2006). The number of
participants in our study was 21 and their background profiles can be
considered relatively homogeneous; they have all worked in European
ATM projects and they have all hands-on experience from applying
SecRAM to such projects. In our case, applying the method to assess
thematic saturation in qualitative research proposed by Guest et al.
(2020), we reached saturation already after six interviews (using a base
size of 4, a run length of 2 and an information threshold of <5%). We
can therefore, to a certain degree, generalize from their answers. Still,
the numbers in the tables presented in this paper should be read with
care; they give an indication of aspects that were considered important
by the interviewees, but these may not necessarily be representative
for users of SecRAM in general. In particular, all the reported data that
classifies data in two different ways (i.e., Tables 7, 9 and 13-16) should
be read with care; the statistical significance of the values in these
tables are much too small to be able to generalize from these results.

While semi-structured interviews is an efficient way to obtain data
from the interview subjects (Oates, 2005b), interviewing a stranger,
who does not know or trust you, about a potentially very sensitive
subject, such as cyber security, can be challenging, since the lack of
trust may cause the interviewee to withhold information that could be
of value to the study (Myers and Newman, 2007). To mitigate potential
trust issues we therefore highlighted the anonymization of all the data
collected during our study during all of the interviews.

The data in our study was extracted from interview subjects whose
previous security experience varied a lot. As discussed in Section 3.2,
some of the interviewees had never worked with security before, while
others had up to 20 years of relevant experience. This was reflected in
the conversations, for example regarding their perceptions of tooling,
where it was mainly the users with previous experience who mentioned
on the lack of a accompanying tool in SecRAM (see Table 15). We have
striven to mitigate the identified concerns from the different types of
interview subjects when compiling our recommendations.

There is also a risk of bias in the results, on several levels. Some
interviewees talked much more, and therefore they also contributed
with more interview data. To ensure that all participants were equally
heard, we therefore counted the number of interviews where an aspects
was discussed, rather than counting how many times the aspect was
discussed, when generating the numbers that we presented in our
tables. Further, bias may also be introduced both by the researcher
who was questioning the interviewees and by the researchers who
transcribed, analyzed and coded the interview files. We have tried to
minimize all such bias by always working in teams. There was always at
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least an additional researcher participating in all of the interviews, who
was listening in and adding additional questions and asking for clarifi-
cations whenever needed. In addition, all the transcriptions and all the
coded data was reviewed and double-checked by another member from
the core research team.

The language barrier was an additional concern in our study. Most
of the interviewees were non-native English speakers and some of them
struggled with expressing their opinions during the interviews. The
quality of the recorded audio files were also not always the best, which
occasionally made it very hard to reproduce the conversations when
transcribing the interviews. As described above, we mitigated this issue
the best we could by re-playing all the audio files and reviewing the
transcriptions at least once.

Finally, relying solely on interview data makes it impossible to
validate the results. For example, we cannot know whether the inter-
viewees’ opinions on what they considered to be “easy” (and on the
contrary, what they struggled with) in the methodology corresponds to
the quality of the results that they ultimately managed to produce.

9. Conclusions

In this paper we have studied the practitioners’ perceptions of
SecRAM and how they have applied it in their ATM research & de-
velopment projects. As outlined in Section 7, our analysis ended up on
eight concrete recommendations for improvement. As can be seen, our
position is that there is no need to make significant changes to SecRAM
itself. The methodology is based on ISO/IEC 27005 (ISO/IEC 27005,
2018b), which is a well-known internationally accepted standard for
security risk assessments. Using the ISO standard as a baseline, and
adapting it to the context where it should be used (as has been done
with SecRAM), is an approach that has been successfully applied to
an immense number of cases from a wide variety of domains, such
as the energy sector (Anon, 2015a; Langer et al., 2015) and maritime
communication (Anon, 0000f,e; Jones and Tam, 2019). We found,
however, some aspects of both the methodology, and the process of
applying it, which we think would make life easier for the people in
the ATM community.

Even though we did not have sufficient interview data to generalize
the interviewees’ position on SecRAM, given the type of or maturity
level of their projects, we have not received any indications that the
methodology did not fit any of their solutions. It appeared like, even
though we cannot show any data that supports it, the methodology
worked very well, regardless of the type of solution and the maturity
level of the technology.

The proposed recommendations could benefit from future research.
For example, the recommendation to encourage working in teams could
pose challenges in determining who to include in the team or what
competencies are needed to perform the risk assessment activities.
Even though there are frameworks for describing risk management
competencies (e.g., CEN EN 16234-1 (EN 16234-1:2019, 2019) and
ISO/IEC 27021 (ISO/IEC 27021, 2017)), it is not always clear what
competences and skills are required in risk management in general
and SecRAM specifically. For example, ISO/IEC 27021 (ISO/IEC 27021,
2017) mentions asset valuation as part of the competence “documen-
tation” rather than actually outlining what competence is needed for
valuation. Hence, not much practical advice is given to managers
trying to compose risk management teams. Another area for additional
research, as mentioned in the discussion, is a “lightweight” version of
SecRAM; more specifically, which activities should be included and
why. Finally, there are many more avenues worth exploring; each of
the eight recommendations presented herein provide some ideas for
research streams towards a better understanding of best-practices for
risk management and how these should be applied in ATM projects.
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