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Hybrid Group Anomaly Detection for Sequence
Data: Application to Trajectory Data Analytics

Asma Belhadi, Youcef Djenouri, Gautam Srivastava, Alberto Cano, and Jerry Chun-Wei Lin∗

Abstract—Many research areas depend on group anomaly
detection. The use of group anomaly detection can maintain and
provide security and privacy to the data involved. This research
attempts to solve the deficiency of the existing literature in
outlier detection thus a novel hybrid framework to identify group
anomaly detection from sequence data is proposed in this paper.
It proposes two approaches for efficiently solving this problem:
i) Hybrid Data Mining-based algorithm, consists of three main
phases: first, the clustering algorithm is applied to derive the
micro-clusters. Second, the kNN algorithm is applied to each
micro-cluster to calculate the candidates of the group’s outliers.
Third, a pattern mining framework gets applied to the candidates
of the group’s outliers as a pruning strategy, to generate the
groups of outliers, and ii) a GPU-based approach is presented,
which benefits from the massively GPU computing to boost the
runtime of the hybrid data mining-based algorithm. Extensive
experiments were conducted to show the advantages of different
sequence databases of our proposed model. Results clearly show
the efficiency of a GPU direction when directly compared to a
sequential approach by reaching a speedup of 451. In addition,
both approaches outperform the baseline methods for group
detection.

Index Terms—Sequence Databases, Anomaly Detection, Data
Mining, GPU Computing.

I. INTRODUCTION

Sequence data analysis is a challenging research area from
data mining because it can find correlations of ordered events,
which have real-world implications [1]. DNA sequencing [2],
Weblog [3],smart manufacturing [4], and trajectory databases
[5] are all examples of areas that actively use sequential
data mining. With regards to intelligent transportation [6],
analysts encounter a multitude of sequence data represented
by a trajectories’ set that is derived using people’s mobility,
taxis, motorcycles, buses, cars, etc. Existing approaches to
solving the outlier detection problem for sequential data have
solely considered simple basic outliers [7]–[9]. However, in
real-world applications, outliers in sequence data frequently
occur in groups, for example, when a group of taxis deviates
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from the anticipated and usual trajectory due to road work, or
groups of time series that deviate from the normal data sensors
in a given period. This paper introduces a new framework for
detecting outliers of the sequence data, which is to find groups
of anomalous behaviors existing in sequence data.

A. Motivation

Consider the problem of taxi frauds, where taxi trajectories
begin from some source location and end at a destination
location. Usually, known trajectory outlier detection (TOD)
methodologies [10], [11] may detect individual taxi frauds,
represented by simple trajectory outliers, where individual taxi
frauds follow the expected path from a given source location
to a destination point, where they deviate a lot from normal
taxi routes. However, existing TOD algorithms are unable
to determine collective taxi frauds, where groups of taxis
deviate from a normal trajectory using the same deviation
point or deviation time. Detecting the collective outliers in
the taxi fraud problem could help the city officials to analyze
and discover patterns with relevant information. An example
may include installing surveillance cameras at hot spots. One
approach to deal with this challenging issue is to first consider
the taxi trajectories as a set of sequence data and then solve
the group sequence data outlier detection problem.

Climate change analysis is another example of the
motivation of this paper. Meteorologists attempt to determine
the reasons for sudden changes in the path of a hurricane.
Being able to predict these sudden changes is the main
research interest in the outlier detection community [11].
Hurricanes in the United States are recently notorious for
their unexpected path since they were expected to hit the
lands, where many citizens were unprepared. Detecting sudden
changes in a hurricane could be easily fit to the trajectory
outlier detection problem, where hurricanes are represented
by the temporal trajectories. Therefore, detecting outlying in
hurricanes helps to quickly figure out the sudden hurricane
track changes. Besides, studying the different correlations
among hurricane trajectory outliers can identify useful patterns
to help governments in predicting future hurricanes.

B. Contribution

This research work presents a new framework and
methodology that can identify a group of sequence data
outliers. The approach explores different data mining
techniques in different stages, which allows accurately be
able to identify groups for sequence data outliers. GPU-based
computing is also investigated to boost the runtime of the
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proposed approach in dealing with big sequence databases.
We can summarize our primary contributions in the following
list:

1) We propose a novel technique, named HDM-GAD
(Hybrid Data Mining for Group Anomaly Detection),
which firstly exploits the DBSCAN (Density-Based
Spatial Clustering of Applications with Noise) clustering
method to identify potential outliers represented as
micro-clusters, and secondly employs kNN to prune
micro-clusters, and finally uses a methodology for
pattern analytics to discover groups sequence data
outliers.

2) We propose a GPU-based solution, called GHDM-GAD
(GPU based Hybrid Data Mining for Group Anomaly
Detection), which exploits the GPU massively threaded
computing to boost the runtime of HDM-GAD in
identifying the group of sequence data outliers from the
big sequence databases. Besides, the optimization of our
GPU-based solution is developed by minimizing wrap
divergence among GPU blocks.

3) We show the great performance of the approaches
using two different use cases (trajectory and sequence
databases). The experimental results reveal that HDM-
GAD and GHDM-GAD outperform current state-of-the-
art algorithms used for outlier detection.

II. RELATED WORK

Singh et al. [12] investigated several outlier identification
approaches in various data formats, including sequence data.
It also distinguished between several types of outliers,
including simple outliers, contextual outliers, and collective
outliers. The authors in [13] presented a new model that
can be used as a forecasting model in training sequence
data, as well as predicting future values. Anomalies are
identified when observed values are outside some prediction
interval. This interval is found using predicted value as well
as confidence coefficient. The authors in [14] created an
incremental-based probabilistic model for learning outliers
from sequence data, in which the score for each sequence
data point is used to determine the deviation from the actual
model. Yamanishi et al. [15] advocated the use of online
algorithms for discounting learning that may be used to learn a
probabilistic algorithm created in [14]. It discovered anomalies
in an online process by analyzing the sequence data source
using a finite mixture model, where a high score for the
sequence data indicated a very high probability that it is
a statistical outlier. Xie et al. [16] used existing concepts
from chaos theory to transform sequence data moving into
a multi-dimensional space. Following that, several types of
anomalous are deduced using a decision tree method. The
authors in [17] involved an anomaly detection method. It
presented a non-parametric-based learning method that takes
into account malfunctioning sensors, unexpected phenomena,
and a variable probability distribution of sequence data.
The authors in [18] used a local outlier factor method to
summarize sequence data in compact and various layers of
IoT architecture by creating a novel density-based sampling

approach. This method avoids the enormous amount of
memory space required by the local outlier factor while
identifying a long series of outliers that are not recognized
by conventional sequence data outlier detection approaches.
The authors in [19] presented two recurrent-based methods
for detecting sequence-based anomalies. Both methods used
autoencoders in conjunction with sparsely connected recurrent
neural networks to build several models with varying neural
network connection topologies. The authors in [20] developed
a multi-scale convolutional recurrent encoder-decoder to detect
aberrant behaviours in multivariate sequence data. It initially
created multi-resolution matrices with various layers of distinct
time increments. The convolutional encoder was then utilized
to encode each series of data and capture the temporal patterns.
Finally, a convolutional decoder is utilized to rebuild, identify,
and diagnose abnormalities. The authors in [21] established
a method for detecting anomalies in mixed-type sequencing
data. It investigated the various correlations between the
sequence data and identified the frequent patterns to create
and train the isolation forest structure. In the intelligent
transportation context, Belhadi et al. [22] suggested a two-
phase secure-based method for identifying abnormalities from
ride-hailing trajectories. The first phase seeks to identify taxi
fraud by computing the distance between each stop point
in each taxi route, while the second seeks to enhance the
mining process via the use of both feature selection and sliding
windows techniques. Javed et al. [23] utilizes a combination
of long short-term memory, convolutional neural networks,
and a multi-attention method to identify outliers in-vehicle
data. Multiple classifiers are also incorporated by developing
a novel strategy based on the principle of average predicted
probabilities. Wang et al. [24] developed a novel method for
enhancing the safety of the autonomous vehicle system. The
extended Kalman filter is first used for smoothing the sensor
reading. The support vector machine is then performed to
identify the sensor anomalies. Table I presents the merit and
the limitation of the relevant works to this research study.

TABLE I
RELATED WORK SUMMARY.

Work Merit Limitation
Singh et al. [12] Simple, contextual, collective outliers Use traditional techniques

Yu et al. [13] Both anomaly detection and forecasting Hard to estimate the time window
Yamanishi et al. [15] Use incremental learning Hard to build the training data

Xie et al. [16] Identify different kind of outliers Use traditional techniques
Nesa et al. [17] Detecting Outliers from IoT data Hard to build the training data
Na et al. [18] Less memory consumption Use tradition techniques

Zhang et al. [20] Use hybrid deep learning models Hard to build the training data
Feremans et al. [21] Study pattern correlation High time consuming
Belhadi et al. [22] Application to taxi frauds High time consuming
Javed et al., [23] Use hybrid deep learning models Hard to build the training data
Wang et al. [24] Detecting anomaly sensors Use traditional techniques

In our analysis, there has been no work explores the group
outlier detection from the individual outliers, particularly
for sequence databases. Therefore, the existing algorithms
are unable to be applied to sequence data. They tend to
focus on being able to find individual outliers. A hybrid
methodology is proposed here to detect group anomaly
detection from sequence data by investigating data mining,
and high-performance computing in exploring the individual
outliers space.
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III. HYBRID DATA MINING BASED FRAMEWORK

A. Problem Statements

Definition 1 (Sequence Databases). Let us clearly define
a sequence database S = {S1, S2, . . . , Sm}, where each
sequence data Si is a sequence of spatial locations points
P = {pi1, pi2, . . . , pin}.

Definition 2 (Candidate of Group Sequence Data Outliers).
Let us define a candidate of group sequence data outliers G =

{S(G)
1 , S

(G)
2 , . . . , S

(G)
s }, where each sequence data in G is an

outlier.

Definition 3 (Group Density). Let us define density from
candidate group sequence data outliers G for a given user
threshold γ using eq. (1):

GD(G) =

∑
Si,Sj∈G

distance(Si, Sj)

|G| × |(G − 1)|
. (1)

Note that distance(Si, Sj) is the distance between two
sequence data and it depends on the data representation
used. In this research work, we use two data representation,
trajectories and time series. Therefore, we used the DTW
(Dynamic Time Wrapping) for computing the distance
between two time series, and two trajectories data using eq.
(2):

D(Si, Sj) =

 0 if |Si| = |Sj | = 1
∞ if |Si| = 1 or |Sj | = 1
S0
i − S0

j +MIN otherwise,
(2)

where MIN is defined using eq. (3):

MIN = min{D(S′
i, S

′
j), D(Si, S

′
j), D(S′

i, Sj)}. (3)

Note that S0
i , S0

j are the current components of the time series
data Si, and Sj . S′

i and S′
j are the sequences of Si, and

Sj without considering the current components S0
i and S0

j ,
respectively.

Definition 4 (Group Sequence Data Outlier Problem). The
Group Sequence Data Outlier Problem aims to discover all
groups of sequence data outliers G, for a given user threshold
γ such using eq. (4):

GD(G) ≤ γ. (4)

A basic procedure for finding clusters of outliers in sequence
data entails the following two steps:

• Consider all possible combinations of the outliers in the
sequence data.

• Utilize Definition 3 to evaluate each subset independently.

Though our method does not scale (its complexity is
O(2|G|)), therefore, we propose in the following section a
general methodology based on hybrid data mining techniques
to accurately retrieve the group sequence data outliers.

Sequence 

data

Micro 

Cluster 1

DBSCAN

KNN + Pattern Mining

Group Sequence 

Data Outlier

KNN + Pattern Mining

Group Sequence 

Data Outlier
Micro 

Cluster p

Fig. 1. HDM-GAD Framework.

B. Principle

This section presents our algorithm HDM-GAD (Hybrid
Data Mining for Group Anomaly Detection), which explores
an efficient manner in the search space of sequence data to
determine groups for sequence data outliers. Through our
extensive research presented here, the clustering, the k-nearest
neighbours, and the pattern mining methods are adopted
to reduce the search space exploration, as well as identify
groups of sequence data outliers. As explained in Fig. 1, the
micro-clusters are first identified making use of the DBSCAN
algorithm, then next we use a pruning strategy on each micro-
cluster using the kNN method. Finally, we employ a pattern
mining method to the output subset for known candidates of
the group of sequence data to derive the groups of sequence
data outliers. Following in the next part of the remainder of
this section, an explanation of the main components of the
HDM-GAD framework is detailed.

C. Clustering

First, formal definitions and terms of the clustering method
used in this research work are given.

Definition 5 (Sequence Data Neighborhoods). We define
the neighborhoods of a sequence data Si, NSi , for a given
threshold ϵ using eq. (5):

NSi
= {Sj |d(Si, Sj) ≤ ϵ ∨ j ̸= i}. (5)

Definition 6 (Core Sequence Data). A sequence data Si is
known as core sequence data iff there exists at least some
minimum number of sequence data Smin such that |NSi

| ≥
Smin

Definition 7 (Micro-Cluster). A sequence data cluster Ci is
known as a micro-cluster iff 0 < |Ci| ≤ µ, where µ is defined
as the threshold.

DBSCAN and OPTICS(Ordering Points To Identify the
Clustering Structure) [25]–[27] aim to find clusters with
different sizes, large, small, and micro-clusters. Individual
outliers are considered as noises. In this research work, we
propose a new definition of outliers which is a group of
sequence data outliers. Here we clearly introduce usability
of the DBSCAN method for finding micro-clusters, and each
and every micro-cluster can be considered a candidate of the
group for sequence data outliers. The ϵ-neighborhood for each
and every given piece of sequence data can be calculated
making use of Def. 5. The core sequence data is identified by
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Def. 6. DBSCAN sequentially identifies the density-reachable
sequence data from these core sequence data directly, which
comprises merging density-reachable clusters. The algorithm
terminates when no new sequence data can be added to any of
the existing clusters. In the beginning, the set of sequence data
are grouped using DBSCAN, producing multiple clusters with
varied sizes. Each micro-cluster (see Def. 7) is regarded as a
group candidate. Consequently, sets of candidates of groups
sequence data called {G+i } are generated.

D. Pruning Strategy

Previous clustering outputs micro-clusters, where each
and every micro-cluster can form candidate groups for the
sequence data. These groups comprise individual sequence
data outliers that can be close to one another. That being
said, they could also have normal sequence data in it. For
pruning the candidate’s group sequence data, we propose a
cost-effective pruning strategy based on the kNN method.

Definition 8 (kNN of a Sequence Data). Let us define the
kNN of the sequence data Si, denoted by kNN(Si) using
eq. (6):

kNN(Si) = {Sj ∈ S \ {Si}|d(Si, Sj) ≤ kdist(Si)}. (6)

kdist(Si) = d(Si, Sl) is the k-distance of the sequence data
Si defined such as it exists k sequence data S′ ∈ S, and it
holds that d(Si, Sl) ≥ d(Si, S

′).

Definition 9 (Outlierness degree of a Sequence Data). We
define the outlierness degree of a given sequence data Si,
denoted by δ(Si) using eq. (7):

δ(Si) = |{Sj |j ≠ i ∨ Sj ∈ (kNN(Si) ∩ G+)}|. (7)

For example, consider the kNN (with k = 3) of a given
sequence data S1 is {S2, S3, S4}, and the set of candidate
group of sequence data outlier is {S1, S2, S4, S5, S6}, the
outlierness degree of S1 is |{S2, S4}|, which is equal to 2.

Next, we introduce an adaptation of the kNN algorithm for
pruning the candidate sequence data outliers. The proposed
method takes as input the sets of all sequence data candidate
G+. The aim is to reduce the number of candidate sequence
data outliers on each micro-cluster. First, it adds the sequence
data outlier with the highest outliers degree, S+

1 , to the set of
candidate sequence data labelled outliers using S+

1 , and we
can denote this using G+1 . Secondly, we generate the complete
set of potential candidates using S+

1 . We can define sequence
data s as a candidate potentially from S+

1 ⇐⇒ s ∈ G+1 ∨s ∈
kNN(S+

1 ). The same methodology we can apply recursively
for the complete set of potential candidates which can be added
to G+1 . We repeat the overall procedure for the complete set
of micro-clusters.

E. Pattern Mining

Let us consider < P,G+, NormalizedDensity(•), γ ¿,
which itself could fit into a pattern mining problem that can be
used to be represented by transactions as a set D, an item set

I , a support function Support, as well as a minimum support
minsup as given here:

1) D = P .
2) I = G+.
3) Support(•) = NormalizedDensity(•).
4) minsup = γ.

Each data point is treated as a transaction, and each
candidate for sequence data is treated as an item. A pattern
is a subset of the G+ that has been pruned. The pattern f
has support equal to the density of the group of f sequence
data. The γ is then set as the minimum threshold. With
the support function, Density(•) and the minimum support
set to gamma, the pattern analytics and mining process is
performed to the set of transactions D and the set of items
I . The discovered frequent patterns are seen as a collection
of groupings of sequence data outliers. The GAD issue, by
definition, seeks to identify a non-redundant collection of
sequence data outliers. If we use a traditional pattern mining
method, we may be able to extract duplicate patterns. To
overcome this issue, we seek closed patterns that guarantee
the derivation of a non-redundant collection of sequence
data outliers. To find closed patterns, we utilized the Closet
algorithm [28] in our implementation. The method consists
of two main steps. First, we mine all size 1-frequent patterns
that are closed. Second, any new patterns that can be generated
directly add to the size 1-frequent patterns that are closed, and
any need to mine more frequent patterns is alleviated.

Another example is to consider the data points P =
{P1, P2, P3, P4, P5}, and 50 sequence data from S1 to
S50, we then assume that the following micro-cluster
G+={S1, S2, S3, S6, S7, S8} is obtained after the pruning step:

• S1 = {P1, P2, P3}.
• S2 = {P2, P4}.
• S3 = {P1, P3, P4}.
• S6 = {P2, P2, P4}.
• S7 = {P2, P4, P5}.
• S8 = {P1, P5, P7}.

The transaction database is obtained as follows,

• P1 = {S1, S3, S8}.
• P2 = {S1, S2, S6, S7}.
• P3 = {S1, S3, S6}.
• P4 = {S2, S3, S6, S7}.
• P5 = {S7, S8}.

For instance, if we consider minsup leq 40%, the
group {S1, S3} is considered as outlier. Thus, the overall
performance of our HDM-GAD is lowered through the total
number for sequence data that may become too big.

Algorithm 1 presents the pseudo-code of the HDM-GAD
algorithm. The process starts by creating the clusters with
DBSCAN algorithm in line 3. For each micro-cluster, the
neighborhood computation with a closed pattern mining
algorithm is performed, where the group outliers on each
micro-cluster are derived (from lines 5 to 10). The group
outliers of all micro-clusters are returned in line 11.
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Algorithm 1 HDM-GAD Algorithm
1: Input: S = {S1, S2, . . . , Sm}: the sequence database.
2: Output: G: the groups of sequence data outliers of S.
3: C ← DBSCAN(S)
4: G ← ∅
5: for each micro-cluster Ci do
6: Gi ← kNN(Ci)
7: Pi ← PatternMining(Gi, Ci)
8: Gi ← Closed(Pi)
9: G ← G ∪Gi

10: end for
11: return G

F. GHDM-GAD: GPU-based Hybrid Data Mining algorithm

Here, the GPU-based Hybrid Data Mining (GHDM-GAD)
approach is developed, which has the goal of fixing the HDM-
GAD issues. Graphical Processing Units (GPU) are integrated
with HDM-GAD to speed up its performance and deal with
large-scale data. GPUs are graphic cards that are often recently
used for the solving of complex issues, such as data mining,
computer visions, 3D rendering. GPU programming models
are composed of several GPU threads, logically grouped into
many blocks, and physically organized into different wraps
(32 to 1, 024 threads per wrap, depends on the architecture
used). All threads of the same block share the same memory
space called shared memory. Blocks have access to global
as well as constant memory. Threads may be grouped into
groups of 32, and thread blocks of size are 1, 024, i.e., 210.
The sequence database is first divided into clusters using the
DBSCAN algorithm. The micro-clusters are then sent to the
shared memory of the GPU blocks, where each block bi is
mapped to one micro-cluster Ci. The jth thread in bi, thij

first computes the kNN from the jth sequence data of the
micro-cluster Ci, and then discovers the frequent patterns of
the candidates group retrieved from the jth sequence data of
the micro-cluster Ci. Afterward, each block finds the local
group sequence data outlier at each micro-cluster. A global
groups sequence data outlier will be a local group sequence
data outliers that maximize a function described in Def. 4.

Looking at the issues theoretically, GHDM-GAD can
improve the HDM-GAD algorithm sequentially using a
massive threading approach and the heaving computational
power of GPUs. Simultaneous, it is forced to be calculated
globally as well as individual sequence data outliers. GHDM-
GAD can also minimize CPU and GPU communication. It
can do this firstly by loading the database itself as a whole
onto the GPU. Next, host memory can be used directly to
return both global and individual sequence data outliers. The
common problem of the GPU-based deployment is the wrap
divergence issue. In the next section, we suggest a method for
reducing the number of wrap divergences. The number of wrap
divergence should be established initially. Every block in the
proposed GPU-based approach deals with a distinct quantity
of sequence data. Each thread compares the sequence data it
is mapped with to find the group of sequence data outliers on
GPU. As a result, wrap divergence can be caused by one of

two factors: To begin, each thread is responsible for a distinct
number of sequence data. Some threads end before others in
this situation. Second, when a specific thread’s comparison
operation fails to detect sequence data outliers in the block it
is mapped with, it is terminated. These two factors influence
the number of wrap divergence(WD), which may be calculated
based on the number of comparisons performed by the various
threads using Eq. (8):

WD = max{max{|t(r∗w)+i| − |t(r∗w)+j |}}, (8)

where (i, j, r) ∈ [1...w]3, and |t(r×k)+i| is the size of the
(r × k) + ith sequence data that is assigned to the ith thread
and allocated to the rth grid. It’s worth noting that k denotes
the number of blocks.

Wrap divergence may also be calculated based on the
distribution of sequencing data. As a result, the two situations
listed below may be differentiated: Irregular Distribution of
Sequence Data: when the sequence data are highly different
in size, wrap divergence may be estimated as the maximum
number of sequence data minus one. This yields Eq. (9):

lim
k→+∞

WD(m) = m− 1. (9)

Regular Distribution of Sequence Data: In contrast to the
first example, this occurs when there is a minor variation in the
amount of the sequence data. Let us consider r1 the variation
among the sequence data. This yields Eq. (10):

lim
m→+∞

WD(m) = r1. (10)

In the next section, we present a method that reduces wrap
divergence while aiming to enhance sequence data assignment
on various blocks. The assignment of the sequence data is
performed according to their size, where sequence data of i
points is assigned to the ith block. As a result, the number
of blocs equals the number of points. Because the threads
in each block have the same quantity of sequence data,
the wrap divergence between them is reduced when using
this technique. However, if multiple sequence data contain
the same amount of points, load balancing across blocks is
ignored. Some blocks handle a large amount of sequence
data, whereas others handle a little amount of sequence data.
This reduces the speed of the GPU-based group sequence
data outlier identification method. To address this issue, we
suggest capturing sequence data that reduces load balancing
and sorting the theme based on the number of points. Each
sequenced data is then assigned to a thread, with the ith thread
handling the ith sequence data. As a result, all blocks contain
the same quantity of sequence data, ensuring load balance
across blocks.

IV. PERFORMANCE EVALUATION

Twelve databases have been used in the experiments, six for
trajectories, and six for time series. The data are retrieved from
the UCI machine learning repository1. The pre-processing step
depends on the representation used in the mining process. The

1https://archive.ics.uci.edu/ml/datasets.php
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time-series data is coming from sensors, filtering technique
[29] is used to remove errors from the time series. The
trajectory data is gathered from GPS data. Mapping strategy
is used to map each trajectory to the corresponding grid in the
road network [30]. The description of the data is given in the
following:

1) Trajectory Data: We used six different datasets, Geolife,
Manhattan, and ECMLPKDD 2015 competition is data
with medium size, where the number of trajectories
varies from 1, 000 to 7, 000. We also consider big
trajectory datasets, such as Taxi13-1, Taxi13-2, and
Taxi15, where the number of trajectories varied from
1 million to 3 million.

2) Time Series Data: Similarly to the trajectory data, we
used six different datasets with various sizes, medium
sizes varied from 6,000 to 43,000 time series such
as Australian Sign Language signs, Appliances energy
prediction, Amazon Access Samples, and Beijing PM2.5
Data. We also consider two big time-series datasets
(Buzz in social media, and Beijing Multi-Site Air-
Quality Data), which varied from 100, 000 to 400, 000
time series.

In addition, Table II summarizes the data description used
in the experiments.

TABLE II
DATA DESCRIPTION.

Database |S| |P |
Geolife 17,621 3,000

Manhattan 1,000 1,500
ECML PKDD 2015 Competition 7,184 125

Taxi13-1 1,890,000 1,025
Taxi13-2 3,690,000 1,500
Taxi15 3,690,000 12,521

Amazon Access Samples 30,000 20,000
Appliances energy prediction 19,735 19

Australian Sign Language signs 6,650 15
Buzz in social media 140,000 77
Beijing PM2.5 Data 43,824 13

Beijing Multi-Site Air-Quality Data 420,768 18

A. Parameter Settings

HDM-GAD requires several parameters to be well-tuned to
reach better performance. Thus, intensive experiments have
been carried out at this stage, where the following parameters
are fixed:

1) Clustering: Both ϵ and Smin for DBSCAN algorithm,
and µ for determining the micro-clusters.

2) Pruning: The number of neighbours, k and the density
threshold γ for kNN .

3) Pattern mining: The pattern mining minimum support
threshold, minsup, for discovering the relevant patterns
among sequence data.

Figs. 2 and 3 show the parameters setting results of
DBSCAN, ϵ from 0.2 to 1.0, and Smin from 2 to 10, the µ
parameter for determining the micro-clusters from 2 to 10,
the density threshold values from 0.2 to 1.0, the number
of neighborhood from 2 to 10, and the minimum support

values from 10% to 99%. For all used sequence databases,
the accuracy of the ROCAUC is greater than 0.72 but does
not exceed 0.75. These findings are explained by the fact that
the concept of the micro-clusters can successfully identify the
group of sequence data outliers but not optimally. The results
by involving the pruning strategies and the pattern mining
steps help to improve the accuracy of the designed model.
This can be demonstrated by the fact that the kNN technique
prunes the search and holds only the closest neighbours of
sequence data outliers among the micro-clusters. Furthermore,
the pattern mining method further decreases the search space
by analyzing the frequent patterns in the micro-clusters within
the group of sequence data outliers. Table III collects the best
performing parameters of the HDM-GAD algorithm. Those
values will then be used in the experimental evaluation.

TABLE III
BEST PARAMETERS OF HDM-GAD.

Database ϵ Smin µ k γ minsup
Geolife 0.3 10 5 5 0.4 60

Manhattan 0.6 5 7 7 0.5 70
ECML PKDD 2015 Competition 0.8 5 7 8 0.6 95

Taxi13-1 0.6 7 6 6 0.7 80
Taxi13-2 0.6 7 5 5 0.8 92
Taxi15 0.6 8 8 7 0.8 80

Amazon Access Samples 0.2 5 10 5 0.2 50
Appliances energy prediction 0.5 10 10 5 0.2 50

Australian Sign Language signs 0.5 5 3 10 0.5 75
Buzz in social media 1.0 10 8 10 0.5 99
Beijing PM2.5 Data 0.5 10 3 10 1.0 75

Beijing Multi-Site Air-Quality Data 0.5 10 8 10 0.2 50

B. HDM-GAD vs Baseline Sequential Group Detection
Algorithms

In this experiment, we aim to show the performances of
HDM-GAD compared to the state-of-the-art algorithms in
terms of both quality of returned solutions and computational
time. To the best of our knowledge, this is the first
work exploring the correlation between the outliers in
sequential data. Therefore, two baseline group outlier detection
algorithms called (DGM [31] and WATCH [32]) are adopted
to process sequence data. Figs. 4 and 5 display the quality
of solutions expressed by the mean ROCAUC values in multi-
sequence databases for the three algorithms. They also showed
the results for a varied number of anomalous sequences.
The HDM-GAD has better performance in almost any case
by varying the number of anomalous sequences from 10 to
1, 000. For a total of 72 cases, HDM-GAD holds the best
performance among 64 cases, DGM goes to have the best
performance with 3 cases, and WATCH is with the best
performance for 5 cases. In comparison, the accuracy of the
HDM-GAD stabilizes with increased sequence outliers and
does not drop below 0.87 while the accuracy of the two
other algorithms decreases below 0.76. This is demonstrated
by the fact that our model uses more complex and new
techniques focused on clusters, neighbourhoods and pattern
mining, whereas the baseline methods use fewer technical
principles of outlier detection based on data distribution.
Regarding processing speed, which can be observed in Fig.
6, the designed model works successfully compared to the
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Fig. 2. The parameter setting of the HDM-GAD on trajectory databases.

baseline approaches. The main reason is that the designed
model is performed by combining several efficient clustering,
kNN , and pattern mining techniques that can successfully
identify the candidates’ groups of sequence data.

C. GHDM-GAD vs State-of-the-art GPU-based Group
Detection Algorithms

The third experiment shows the scalability of GHDM-GAD
compared to the state-of-the-art GPU-based group detection
algorithms: (GkNN [33] and modified-EFM [34]). Table IV
presents both the runtime, the speedup, and the accuracy

of the proposed GPU-based solution using big sequence
databases. The results confirm that the runtime decreases,
and the accuracy increases with the increase of the number
of blocks and the number of threads per block. Besides,
our GPU-based solution outperforms the other GPU-based
baseline algorithms in most cases. This performance is justified
by the efficient mapping of the sequence data among the
different GPU blocks that take advantage of the massively
GPU threaded. In some scenarios, the accuracy of GkNN is
better than GHDM-GAD because our algorithm is sensitive to
the clustering results, where the micro should be accurately
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Fig. 3. The parameter setting of the HDM-GAD on time series databases.

retrieved. These results are also due to our efficient intelligent
strategy in dealing with the wrap divergence issue. Moreover,
Table V presents the speedup of GHDM-GAD with different
GPU architectures. The datasets are respectively presented
as D1: Geolife, D2: Manhattan, D3: ECML PKDD 2015
Competition, D4: Taxi13-1, D5: Taxi13-2, D6: Taxi15, D7:
Amazon Access Samples, D8: Appliances energy prediction,
D9: Australian Sign Language signs, D10: Buzz in social
media, D11: Beijing PM2.5 Data, D12: Beijing Multi-Site Air-
Quality Data. Note the results in Table V are varying under
the number of GPU blocks from 256 to 1, 024, with 32 threads

per block. We remark from this study that the GHDM-GAD
speedup increases with increases the performance of GPU
architecture. For instance, with Tesla C2075, the speedup does
not exceed 451, where the speedup with K20 and T4 reach
462, and 467, respectively. These results reveal the capability
of our GPU-based solution in giving better performances on
more advanced GPU-based architectures.

D. Discussion

In this part, we discuss many open research questions
concerning group sequence data outlier identification.
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Fig. 4. Accuracy of the HDM-GAD and the baseline group outlier detection algorithms using trajectory databases
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Fig. 5. Accuracy of the HDM-GAD and the baseline group outlier detection algorithms using time series databases.

1) Sequence pattern mining: Our study reveals different
levels of dependencies among sequence data. High
correlated sequence data is sharing a large number of
points. Using sequential pattern-mining techniques and
examining the identified patterns with sequence data
outlier identification is a difficult challenge that may
enhance the quality of the returned outliers.

2) Advanced methods: Dealing with advanced methods,
there have been a lot of adaptations investigated dealing

with specific scenarios such as graph data, time series,
or trajectory data. All of these user-dependent scenarios
deal with working on sequence databases. Therefore,
tackling these issues is relevant to an adaptation of group
sequence data to tackle different situations at the same
time.

3) High-Performance Computing: Existing outlier
identification approaches for sequence data are
computationally costly, especially as the number of
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Fig. 6. Runtime of the HDM-GAD and the baseline group outlier detection
algorithms using trajectory, and time series databases.

TABLE IV
COMPARISON OF THE RUNTIME(S), SPEEDUP, AND THE ACCURACY OF THE

GHDM-GAD, AND THE STATE-OF-THE-ART GPU-BASED GROUP
DETECTION ALGORITHMS.

GHDM-GAD GkNN modifiedEFM
#Blocks Database CPU Speed. Acc. CPU Speed. Acc. CPU Speed. Acc.

D1 25 11 81 35 9 75 39 8 72
D2 31 12 80 36 11 78 34 7 75
D3 36 15 79 42 11 77 45 9 74
D4 52 16 71 55 13 70 58 12 68
D5 55 18 76 63 10 61 66 10 59

256 D6 59 49 71 66 23 68 60 33 64
D7 11 31 84 19 8 81 18 10 83
D8 11 39 81 22 15 79 22 12 78
D9 15 30 71 22 16 70 28 14 70
D10 14 50 83 21 19 81 32 9 75
D11 21 56 81 32 29 79 37 16 80
D12 20 51 79 39 13 80 37 18 77
D1 19 20 81 31 11 75 36 10 72
D2 24 33 80 31 15 78 39 9 75
D3 28 40 79 35 16 77 39 15 74
D4 35 59 71 39 42 70 44 48 68
D5 41 44 76 59 19 61 51 22 59

512 D6 39 22 71 77 11 68 76 14 64
D7 22 5 84 26 3 81 24 3 83
D8 25 7 81 29 6 79 33 5 78
D9 29 9 71 33 7 70 35 7 70
D10 28 11 83 33 9 81 36 6 75
D11 35 15 81 42 11 79 42 10 80
D12 41 20 79 45 9 80 46 11 77
D1 5 72 81 20 43 75 22 40 72
D2 2 101 80 9 73 78 11 71 75
D3 1 181 79 11 91 77 16 94 74
D4 1 204 71 4 111 70 9 81 68
D5 2 298 76 8 91 61 11 79 59

1,024 D6 1 311 71 7 102 68 5 164 64
D7 2 151 84 11 80 81 19 52 83
D8 3 141 81 11 62 79 12 71 78
D9 4 80 71 13 51 70 11 49 70
D10 4 218 83 8 148 81 11 150 75
D11 3 305 81 18 117 79 112 109 80
D12 2 407 79 15 119 80 22 91 77

points is increased. To deal with large and big sequence
databases, high-performance computing tools should

TABLE V
SPEEDUP VS GPU ARCHITECTURES.

Database Tesla C2075 K20 T4
Geolife 152 166 187

Manhattan 164 171 192
ECML PKDD 2015 Competition 186 201 211

Taxi13-1 289 311 325
Taxi13-2 312 325 338
Taxi15 341 348 355

Amazon Access Samples 177 184 192
Appliances energy prediction 151 158 166

Australian Sign Language signs 86 92 98
Buzz in social media 293 315 322
Beijing PM2.5 Data 311 319 330

Beijing Multi-Site Air-Quality Data 451 462 467

be investigated. Several questions, however, must be
addressed. Which architectures, for example, should be
used? How can we efficiently divide the data across
the many jobs? How can we build a parallel method
while addressing high-performance computing issues
including lowering communication and synchronization
costs, enhancing load balancing, and optimizing
memory management? In this research work, wrap
divergence is taking into account, however, to reach
mature solutions, all previous issues should be well
studied.

4) Metaheuristics: Several metaheuristic-based methods
for outlier detection difficulties have been presented.
Some works are based on evolutionary algorithms
[35]–[37] and other are based on swarm intelligence
algorithms [38]–[40]. Adopting these techniques to
sequence data for identifying the group of sequence
data outliers is an open research issue. Several questions
should be addressed in this context, i) How should
the solution space be defined? Each candidate group
is regarded as a solution; the issue here is to
define a suitable representation of the candidate group
of sequence data in order to conduct the various
metaheuristic operators effectively such as crossover,
mutation, local search, and determination of regions.
ii) How to explore the candidate’s space of group
sequence data outliers? It is important to explore
the candidate’s space of the group sequence data
outliers efficiently to find the group of sequence
data outliers. Furthermore, the metaheuristics approach
consists primarily of two components: the exploitation
search, which allows focusing on exploring a local
region for good solutions, and the exploration, which
aims to generate diverse solutions to explore the
entire space on a global scale [41]. The aim
here is to offer intelligently specified operators for
sequence data while also exploring the sequence data
while adhering to both exploitation and exploration
requirements. Several metaheuristic-based methods for
outlier detection difficulties have been presented. Some
works are based on evolutionary algorithms [35]–[37]
and other are based on swarm intelligence algorithms
[38]–[40]. Adopting these techniques to sequence data
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for identifying the group of sequence data outliers is
an open research issue. Several questions should be
addressed in this context., i) How to define the solution
space? Each group candidate is considered as a solution,
the challenge here is to define a good representation
of the candidate group of sequence data to efficiently
perform the different metaheuristic operators such as
crossover, mutation, local search, and determination
of regions. ii) How to explore the candidate’s space
of group sequence data outliers? It is important to
explore the candidate’s space of the group sequence
data outliers efficiently to find the group of sequence
data outliers. Furthermore, the metaheuristics technique
primarily consists of two components: the exploitation
search, which enables concentrating on investigating a
local region for excellent solutions, and the exploration,
which seeks to produce diverse solutions to investigate
the whole space on a global scale. The aim here is to
offer intelligently specified operators for sequence data
while also exploring the sequence data while adhering
to both exploitation and exploration requirements.

5) Missing Ground Truth: In assessing outlier
identification systems, missing the ground truth is
a typical issue. The following difficulties and research
topics might be identified as obstacles for future
study on the element of quality evaluation of outlier
identification findings: (i). It is advantageous to define
meaningful, publicly available benchmark data for
group sequence data outlier detection problems in order
to analyze the group sequence data outlier detection
methods; (ii). Identifying relevant criteria for an internal
review of a group of sequence data outlier identification
would be very beneficial. One solution to this difficult
problem is to give uniform ranking-function scores to
rate the collection of sequence data outliers. These
functions should be decoupled from the overall process
of locating outliers in a set of sequence data.

V. FUTURE WORK

From a future perspective, we plan to propose other
efficient approaches for solving the group sequence data
outlier detection problem by exploring advanced machine
learning techniques such as graph neural networks [42],
recurrent neural network [43], and reinforcement learning [44].
Investigating other applications of the group sequence data
outlier detection problem such as climate change analysis,
and blockchain technology is also on our future agenda.
There is also ample room within this research to improve
its efficiency. For example, recently we have seen a thrust
of papers and research that deal with the sustainable nature of
computational works in data mining and anomaly detection.
While this work has focused on anomaly detection, doing
so in a computationally and energy-efficient manner may be
beneficial to push the scope of this research to edge nodes in
networks. Moreover, the use of methodologies like Federated
Learning combined with the anomaly detection work presented
here might pique the interest of researchers looking at having

end devices be more active in data mining problems instead
of leaving most of the computational efforts to central servers
and centrally based databases. A combination of federated
learning, anomaly detection, and pattern mining would be a
novel future direction that would be worth exploration.

VI. CONCLUSION

A new hybrid data mining framework is introduced in this
paper for retrieving the group outliers from sequence data.
The research study starts by proposing the CPU-based version
which first determines the micro-clusters using DBSCAN, then
computes the candidates of groups of sequence data outliers
using the kNN . It also studies the different correlations
among the candidates of groups of sequence data outliers
to retrieve the final groups of sequence data outliers using
the pattern mining process. To handle big datasets, the
GPU-based version is investigated by exploring the massive
computation of the GPU threads. To show the proposed
framework’s use and efficiency, numerous experiments were
conducted on two different types of sequence data (trajectory
and time series data). The experimental findings demonstrate
the parallel approach’s scalability when compared to the
sequential version, with a speedup of up to 451 when working
with big datasets. The results also reveal the usefulness
of exploring hybrid data mining in retrieving the group of
sequence data outliers. Thus, our solution outperforms the
state-of-the-art group detection algorithms. From a future
perspective, we plan to propose other efficient approaches
for solving the group sequence data outlier detection problem
by exploring advanced machine learning techniques such as
graph neural networks [42], recurrent neural network [43], and
reinforcement learning [44]. Investigating other applications
of the group sequence data outlier detection problem such as
climate change analysis, and blockchain technology is also on
our future agenda.
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