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A B S T R A C T   

A new methodology has been developed to study the fine details of GP zones in age-hardenable aluminium al-
loys. It is complementary to atomic resolution high-angle annular dark-field scanning transmission electron 
microscopy imaging, and combines scanning precession electron diffraction with diffraction simulations. To 
evaluate the method, data was collected from an Al-Zn-Mg alloy in a condition with a dense distribution of GPI 
zones. Diffraction patterns were recorded in the 〈001〉Al orientation, capturing GPI zones in three projections: 
along the unique [001]GPI axis, and along the two other mutually orthogonal orientations. The GPI zones viewed 
along [001]GPI revealed how the truncated octahedron units of the GPI zones were connected in multi-unit GP 
zones, while the two orientations normal to [001]GPI highlight the internal structure. The stability of the atomic 
models developed based on the experimental results was verified by density functional theory calculations.   

1. Introduction 

Transmission electron microscopy (TEM) is a powerful and versatile 
tool for characterising materials on the nano scale. Its strength lies in its 
sub-nanometer resolution and the possibility of detecting multiple 
complementary signals simultaneously from the same region. With the 
advent of spherical aberration corrected TEMs, a more direct interpre-
tation of atomic columns in an image is possible. This allows for studies 
of atomic details of extremely small particles and their interfaces with 
the host material. In this respect, atomically resolved high-angle annular 
dark field (HAADF)-scanning transmission electron microscopy (STEM) 
has proven very useful. The advantage of this technique is the inco-
herent nature of the image contrast, and an electron scattering power 
that increases monotonously with the atomic number of the imaged 
atomic column [1]. The advancement in the TEM field has had benefits 
for the understanding of hardening mechanisms in light alloys. For 
example, by combining Z-contrast atomic resolution HAADF-STEM and 
density functional theory (DFT) calculations, the crystal structure of key 
precipitates in a range of important age-hardenable Al alloys have been 
determined and verified [2,3]. 

The nano-sized precipitates are formed during what is normally the 
final processing step of age-hardenable aluminium alloys, known as 
artificial ageing (AA). The typical AA treatment in Al-Zn-Mg alloys is 
conducted at temperatures between 120◦C and 200◦C. The objective is 

to obtain a high number density of fine, semi-coherent precipitates 
which will optimize the dislocation pinning effect, maximising the 
hardness of the alloy. During ageing, the mobilities of solutes and va-
cancies are several factors higher than at room temperature (RT) and the 
hardness gradually increases as precipitates nucleate, grow and trans-
form. The AA treatment is always preceded by the solution heat treat-
ment (SHT) or other high-temperature processing, performed above the 
solvus line (typically 450◦C for the Al-Zn-Mg system). Between SHT and 
AA, a fast cooling to RT is usually conducted, which creates a state of 
supersaturated solid solution (SSSS). In this state, most solutes are dis-
solved in the Al lattice, and the vacancy concentration may be several 
orders of magnitude higher than normal, depending on the quench rate. 
The state is unstable and if kept at RT, clusters form accompanied by a 
gradual increase in hardness [4,5]. This process is known as natural 
ageing (NA). When the clusters achieve periodic order in one or more 
spatial dimensions obtaining characteristic shapes (plates, spheres or 
needles) they are often referred to as Guinier-Preston (GP) zones after 
their discoverers in 1938 [6,7]. The clusters, GP zones and precipitates 
all influence the material properties. In the Al-Zn-Mg alloy system, two 
types of GP zones with different structure have been found to exist, 
namely the GPI- and GPII zones [8]. The current work contributes to 
expand the knowledge of the nature of the GPI zones. 

Recently the crystal structure of the GPI zones forming during NA 
and the initial stage of AA were determined by a combination of HAADF- 
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STEM experiments/simulations and DFT calculations [9]. These GPI 
zones have been known and investigated for decades [8,10–13]. By 
taking advantage of the HAADF-STEM technique, the study showed that 
the GPI zones are built up by a single building block: Mg and Zn atoms 
order in the matrix on and around an fcc Al cell, forming a high sym-
metry shell-structure termed truncated cube octahedron (TCO). This is 
shown in Fig. 1a: The inner shell is an octahedron formed by the six faces 
centres, occupied by Zn atoms. The second shell is the eight Mg corners. 
The third shell is a TCO defined by 24 vertices, fcc positions immediately 
surrounding the cube, ideally occupied by Zn. In addition, the TCO may 
incorporate an interstitial site at the octahedral centre in the cell. This is 
emphasised by the dark centre atom in Fig. 1a. The unit was found to 
connect along three Al directions to form larger GPI zones: along 〈001〉, 
〈411〉 and 〈330〉. The three different ways of connecting the TCOs are 
shown in Fig. 1b. The structure shows best contrast along its unique axis 
[001]GPI (left) where the TCOs share 4-fold faces, forming strings. The 
central column in a TCO string is special: It incorporates the main 
distinction from the fcc Al lattice as it can contain interstitials or va-
cancies. Along [001]GPI, the connection between two TCOs is denoted 
’[002]’ to emphasise that the two tcos are separated by two Al-periods 
(8.1 Å). The lateral connections between TCOs in neighbour strings 
share edges (right hand side of Fig. 1b) and are termed ’〈411〉’ and 
’〈330〉’. Both measure 8.59 Å. The GPI zone with highest symmetry has 
TCO strings joined in 〈411〉 directions only, producing a 4-fold helix 
around [001]GPI. It has the tetragonal space group P41 (#76) [9] and 
will be termed ’〈411〉 connected GPI zone’. Mixing of the lateral 
connection 〈411〉 and 〈330〉 in one zone is common, hence the individual 
GPI zones show variation in structure. These zones are referred to as 
’〈330〉-〈411〉 connected GPI zones'. 

The HAADF-STEM approach is not always applicable for studying GP 
zones in age-hardenable Al alloys. The GP zones in Al-Zn-Mg and Al-Mg- 
Si alloy systems appear to be spherical with a diameter of 1-3 nm 
[14–17]. The regions investigated in electropolished TEM foils are 
typically up to 40 nm thick, implying a low GP zone/Al signal. In 
addition, zones overlap along the viewing direction. Alternative exper-
imental techniques and complementary modelling are therefore needed. 
The Al-Zn-Mg alloy system has the advantage of exhibiting a strong Z- 
contrast due to the atomic numbers being 13, 30 and 12 respectively. 
This alloy system is therefore ideal for validating newly developed 
methods for studying GP zones in alloy systems where the Z-contrast is 
weaker. 

With the new generations of cameras for TEM, direct electron de-
tectors DED [18], together with a progress in computing power, 4D- 
STEM has gained recognition as a versatile and robust technique. In 
4D-STEM, a convergent probe scans a 2D region of the specimen while 
recording the diffraction pattern for every probe position, creating a 4D 

dataset [19]. A subclass of 4D-STEM is scanning precession electron 
diffraction (SPED) [20]. For each real-space pixel, the beam is scanned 
at a constant angle, known as the precession angle, around the optical 
axis. The beam is de-scanned below the specimen. The net effect is 
equivalent to precession of the specimen around a stationary beam [21]. 
Recently, SPED was used to quantify the relative amount of different 
precipitate phases in Al alloys [22–24] and gave information about the 
crystallographic relationships of composite/intergrown precipitates 
[25]. The aim of the present work is to apply SPED to investigate the 
structure of the GPI zones and the role of the TCOs as fundamental 
building blocks in the GPI zones in the Al-Zn-Mg alloys. In combination 
with DFT calculations and diffraction pattern simulations, we explore a 
likely development path from the solid solution. One aim is to establish a 
general, robust methodology for studies of ordered clusters and GP zones 
in all age-hardenable Al alloys. 

2. Material and methods 

2.1. Material 

A high purity lab-cast alloy with composition Al-3.49Zn-1.89 Mg (at. 
%) was used in this work. The alloy was prepared at University of 
Toyama. It was homogenized at 470◦C for 24 h, extruded at 405◦C and 
then cold-rolled into 0.3 mm thick sheets, being identical to what was 
used in a previous experiment [9]. The alloy underwent SHT at 475◦C 
for 1 h before it was quenched in water and left at room temperature for 
4 days. It was subsequently hardened by AA for 8 min at 120◦C. 

TEM specimens were prepared by mechanical grinding to ~60 μm 
thickness, from which 3 mm diameter discs were punched. The disks 
were electropolished with a Struers TenuPol-5 machine using an elec-
trolyte mixture of 1/3 HNO3 and 2/3 CH3OH. The liquid was kept at 
− 25◦C±5◦C and the applied voltage was 20 V. 

2.2. Transmission electron microscopy 

2.2.1. HAADF-STEM 
An image- and probe corrected JEOL ARM200CF microscope oper-

ated at 200 kV was used to acquire the HAADF-STEM images and the 
selected area electron diffraction patterns (SADP). For the STEM 
acquisition, the convergence semi-angle was 27 mrad and the inner and 
outer collection semi-angles were 67 mrad and 155 mrad, respectively. 
The probe current was about 60 pA, which gives a good signal and 
sufficient spatial resolution. The HAADF-STEM images were filtered by 
performing a fast Fourier transform (FFT) and then applying a low-pass 
mask on the FFT of approximately 6.7 nm− 1 before performing an in-
verse FFT. 
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Fig. 1. a: Basic TCO molecular unit of the GPI zones. b: TCO connections in GPI zones. Left: two TCOs connected along [002] forming a TCO string. Right: Lateral 
sharing of TCO strings in 〈411〉 and 〈330〉 directions viewed along [001]GPI. Figure adapted from Ref. [9]. The black perimeter indicates shared atoms. 
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2.2.2. SPED acquisition and data analysis 
A JEOL 2100F microscope operated at 200 kV was used in the ex-

periments. The microscope was operated in nanobeam diffraction (NBD) 
mode, with a convergence angle of 1 mrad. The precession-angle and 
frequency was 0.3◦ (=5.2 mrad) and 100 Hz, respectively. The probe 
size was set to 0.5 nm, which is the smallest probe size available in the 
NBD mode with this instrument. Due to precession and aberrations, the 
actual probe size is larger, around 1–2 nm. The double-rocking probe 
was aligned according to the approach described by Barnard et al. [26] 
using the NanoMEGAS DigiSTAR control software. The SPED was per-
formed using the NanoMEGAS P1000 scanner scan generator. The scan 
step size was set to 0.3 nm, and the scan regions were in the range of 100 
× 100 - 300 × 300 pixels2 corresponding to 30 × 30 - 100 × 100 nm2. 
The 4D SPED datasets were recorded using a Medipix3 MerlinEM cam-
era with a single 256 × 256 Si chip from Quantum detectors [27]. 
Diffraction patterns were recorded in 12 bit mode with an exposure time 
of 30–60 ms per pixel. 

The SPED data was analysed using the open-source python libraries 
hyperspy [28] and pyxem [29]. The workflow is illustrated in Fig. 2. First, 
the 4D data matrix was acquired as described above. To inspect the data, 
virtual imaging was performed. By integrating the intensity of the 
diffraction patterns within a virtual aperture set in reciprocal space, a 
virtual dark-field (VDF) image was created. Binary masks were created 
both in the real- and reciprocal space using the python library scikit- 
image [30]. For the reciprocal-space mask, a blob-finding algorithm was 
used to locate the Al reflections in the average PED pattern of the entire 
data stack and subsequently masking out those reflections. The real- 
space mask was created in the following way: first the uneven back-
ground in the VDF image was accounted for using a rolling ball 
correction [31]. Next, the remaining background was subtracted by 
filtering regional maxima before a white tophat procedure was applied 
on the output image [32]. Finally, the binary VDF was created using a 
suitable intensity threshold. Each connected region in the binary VDF 
was assigned to an individual GP zone, and the PED patterns belonging 
to each zone was averaged to minimize the pattern noise. The result is a 
simplified dataset, with unchanged Al matrix, but with each zone 
assigned to its average PED pattern. The unsupervised learning routine, 
non-negative matrix factorisation (NMF) [33], was performed on the 
original datasets to check the validity of the simplified datasets. During 
the NMF decomposition, the Al reflections were masked out using the 

reciprocal space mask. The NMF routine decomposes the dataset into 
component maps, resembling diffraction patterns, and loading maps, 
resembling VDF images, showing where each particular component is 
important. By trial-and-error, a total of 5–10 components were deemed 
sufficient for each dataset. For etailed descriptions of NMF of SPED data 
confer Ref. [34]. An example of phase mapping can be found in 
Ref. [23]. 

To enhance the contrast between the diffraction spots and the 
background, which also makes the intensity distribution of the experi-
mental patterns comparable to their simulated representations, the 
following pixel-by-pixel transformation was applied to the average PED 
patterns: 

Ienhanced = 1 − e− Iinitial/n, (1)  

where Ienhanced, Iinitial are the intensities in the enhanced and original 
image, respectively, while n is set to the typical maximum intensity in a 
GP zone diffraction spot. A value of 30 was used here. 

2.3. Density functional theory 

The DFT calculations were performed using the Vienna Ab Initio 
Simulation Package (VASP) [35,36], with the projector augmented 
wave method [37,38]. The generalised gradient approximation by 
Perdew-Burke-Erzenhof was the applied functional. The energy cutoff 
was set to 400 eV for all calculations. 

The atomic model of the 〈411〉-connected GPI zone is illustrated in 
Fig. 3. The cell spans 6x6x2 Al unit cells. The double period of the 
supercell compared to the fcc along the [001] direction allows the 
central column of the TCO to be 3/2 occupied as compared to fcc Al. The 
system was first relaxed in a fixed volume with a gamma sampling of 
0.18 Å− 1, afterwards, a maximum distance of k-points was set to 0.08 
Å− 1 for the energy calculations. A higher k-point density was required 
for the smearing method. 

The formation enthalpy was calculated by 

ΔH = E −
∑

X
NXEX , (2)  

where E is the total energy of the simulation cell comprising the GP zone. 
The summation gives the energy contribution of the different elements 

Nx
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PED pattern stack

Precessing beam

Al spotsCluster spots

4D data matrix

Virtual aperture

Virtual dark field (VDF) image

∫I(   ,   )dI(x,y)= kxdkykxky

Binary VDF = Real space mask

1: SPED acquisition 2: Virtual imaging 3: Cluster labeling and
creation of binary masks 4: Cluster identification

Cluster n
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Compare with
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Model 1
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Model N

Binary diffraction pattern =
Reciprocal space mask

Fig. 2. Workflow of SPED experiments and data analysis showing the acquisition, the principle of virtual imaging, GP zone labelling, creation of binary masks and GP 
zone identification. 
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as single solutes in the matrix. NX is the number of solutes of type X. EX is 
the cohesive energy of element X in the aluminium matrix, per atom, and 
is calculated from a bulk configuration. The energy cost of the vacancies 
produced were also considered, as will be elaborated in the discussion 
section. 

2.4. Diffraction pattern simulations 

The multislice software μSTEM [39] was used to simulate the 
diffraction patterns in the position-averaged convergent beam electron 
diffraction (PACBED) mode. By setting the probe forming aperture to 1 
mrad, mimicking the experimental condition, the resulting pattern will 
be an NBD pattern. Calculations were performed on a 512 × 512 pixels 
mesh grid. To obtain satisfactory resolution and simultaneously avoid 
wrap-around errors, a large supercell with dimensions 129 × 129 Å2 was 
used, with layers of 13 Al unit cells surrounding the GPI zone model on 
each lateral side. The simulations were performed for thicknesses be-
tween 4 Å and 400 Å. Unless otherwise stated, the simulated diffraction 
patterns presented in the article are from a thickness of 48 Å. 

To simulate PED patterns, a beam tilt of 5.2 mrad (= 0.3◦) was 

introduced while rocking the tilted beam around the optical axis with 
increments of 4 mrad, resulting in a total of 1572 azimuthal angles. The 
final pattern represents an average of all the patterns. This is more 
computationally expensive than simulating NBD patterns. Hence, all the 
patterns presented in the article are NBD patterns, while PED patterns 
were simulated to investigate the effect of the precession compared to 
unprecessed patterns and are included in the Supplementary. 

3. Results and discussion 

3.1. Microstructure overview 

The HAADF-STEM image in Fig. 4a shows the microstructure of the 
alloy in the 〈001〉Al projection. The dense population of GP zones 
comprises both 〈411〉- and 〈330〉-〈411〉 connected GPI zones. Note how 
all the atomically resolved zones are viewed along the unique [001]GPI 
axis. Fig. 4b shows a selected area diffraction pattern (SADP) from a 
region and orientation similar to Fig. 4a. The diffuse spots associated 
with the GPI zones are marked with yellow and green disks. Fig. 4c 
shows the FFT of Fig. 4a, exhibiting a good correspondence with the 

Fig. 3. Atomic model comprising a 〈411〉-connected GPI zone elongated in the [001] direction. The supercell spans 6x6x2 Al unit cells.  

5 nm

a b

c

e

f

d

000Al 200Al

020Al

10 nm

Fig. 4. a: HAADF-STEM showing a high density of GPI zones. b: SADP of a similar region as in a. c: fast Fourier transform of a. d: VDF image from a similar region as 
in a. e: Constructed pattern by maximum pixel values in the data stack. f: Average PED pattern illustrating the placement of the virtual aperture in the SPED 
data stack. 
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SADP in Fig. 4b. A VDF image from a 60 × 60 nm2 region from one of the 
SPED datasets is shown in Fig. 4d. Fig. 4e is a constructed diffraction 
pattern with each pixel corresponding to its highest value in the 4D 
dataset. Fig. 4 f shows the average PED pattern from the same dataset, 
the overlay representing the virtual aperture. A bright pixel in the VDF 
image corresponds to a higher intensity within the virtual aperture in 
the corresponding PED pattern as compared to the rest of the diffraction 
patterns. Thus, higher intensity corresponds to solute ordering with 
longer periodicities than the basic Al period. The contrast in the VDF 
image appears stretched out because of stage drift during the 
acquisition. 

The bright dots in the VDF image in Fig. 4d therefore indicate the 
presence of GPI zones or precipitates. Interestingly, there are no 
diffraction effects apart from the Al spots in the average PED patterns 
like Fig. 4f, while clear contributions from the GPI zones exist in the 
SADP, FFT and in the maximum patterns in Fig. 4b-c and e, respectively. 
This is understandable because the zones are small: The diameter of 1–3 
nm [9] is small compared to the specimen thickness, which is the reason 
the GPI zone-to-Al signal is low. In the individual PED patterns, the 
intensity of the central disk is saturated, i.e. exceeding 4096 counts per 
detector pixel, while the Al diffracted disks have a typical count of 
100–700. The GPI diffracted disks however, amount to 15–30 counts. In 
the PED patterns in the flat regions of the VDF image, the intensity be-
tween the Al diffracted spots is typically 6–15. The signal from the GPI 
zones is hence subdued by the background level in the average PED 

pattern in Fig. 4f. 

3.2. Identification of unique PED patterns from GPI zones 

Five PED patterns with unique diffraction effects were identified in 
the 4D data stack. To try to assess what type of structures gave rise to 
these PED patterns, NBD pattern simulations were performed based on 
different GPI models. The models are shown along [001]GPI, in column 
1 in Fig. 5a-d. As mentioned, our previous work on the atomic structure 
of the GPI-zones indicated the presence of an interstitial position in the 
central column of the TCO strings [9]. Based on this, three models 
corresponding to four TCOs connected along the 〈411〉Al direction were 
set up. The difference between the models lies in the central column of 
the TCO: In the first model the solutes occupy the Al fcc lattice positions, 
hereby denoted ‘fcc variant’ and is shown in column 1 in Fig. 5a. Column 
1 in Fig. 5b shows the ‘defect variant’, where the atoms of the central 
TCO column in a TCO string are displaced to the Al cell centres, i.e. the 
octahedral sites. This is a 1D column defect in the Al lattice, first iden-
tified in the β” phase in the 6xxx system [40]. In the last 〈411〉 connected 
GPI zone model, the central column has 3/2 occupancy relative to Al, i.e. 
a fcc variant with every second octahedral site occupied. As opposed to 
the first two variants, the central columns have a period of 8.1 Å instead 
of 4.05 Å. This model is shown in column 1 in Fig. 5c and will in the 
following be denoted ‘interstitial variant’. The extra solute in this 
configuration is delivered by the matrix, in exchange such columns can 

Fig. 5. GPI zone models and corresponding simulated NBD- and experimental PED patterns viewed parallel and normal to [001]GPI. Columns: (1) models along 
[001]GPI. (2,3) corresponding simulated patterns and selected experimental patterns, (4,5) simulated patterns and selected experimental patterns in one of the 
〈001〉Al zone axes normal to [001]GPI. Rows: (a-c) 〈411〉 connected GPI zones with all solutes on fcc, with defected central column or with 3/2 occupancy in central 
columns, respectively, (d) 〈330〉-〈411〉 connected GPI zone with 3/2 occupancy in central columns. Note that all the simulations are NBD patterns, while the 
experimental patterns are PED patterns. 
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produce a vacancy every 8.1 Å. This is different from the defect variant, 
where the atoms of the central column are pushed into the octahedral 
site. In order to avoid too close spacing (2.025 Å) at the top and bottom 
of the GPI zone interfaces, a vacancy is locked, and by translation 
effectively split between the front and the end of the GPI zone. 

The simulated NBD patterns corresponding to the three 〈411〉 con-
nected variants along [001]GPI are shown in Fig. 5a-c, column 2. The 
reflections overlaid by green disks in the upper-left quadrant are of the 
same origin as the GPI reflections in the SADP in Fig. 4b. All three 
patterns inherit a 4-fold rotational axis. Visual comparison of selected 
diffraction spots shows that discrimination between the fcc variant and 
the two others is possible. For example, the reflections associated with 
the red disks in the patterns corresponding to the defect- and interstitial 
variants are absent for the fcc variant, indicating that such intensities are 
consequences of the interstitial ordering. The defect- and interstitial 
variants however, show strong similarity. Consequently, the diffraction 
patterns for these variants are indistinguishable in this projection. The 
experimental PED patterns in column 3 in Fig. 5a-c have a good corre-
spondence with the simulated average NBD patterns. Note that in the 
experimental patterns, the reflections indicated by the red circles are 
faint, making it experimentally challenging to discriminate between the 
three variants in this orientation. 

In addition to connecting purely along the 〈411〉Al directions, the 
TCO strings can also connect along the 〈330〉Al directions [9]. However, 
this was only observed by HAADF-STEM if the GPI zones also contained 
〈411〉 connections. GPI zones structured this way will in the following be 
denoted 〈330〉-〈411〉 connected GPI zones. An example is shown in 
column 1 in Fig. 5d. The central column has 3/2 occupancy relative to 
Al, making this the interstitial variant of the 〈330〉-〈411〉 connected GPI 
zones. The corresponding simulated average NBD pattern is shown in 
column 2. The approximate 3-fold rotational symmetry of the inner re-
flections in the pattern makes it distinguishable from the 4-fold rota-
tional symmetric patterns originating from the 〈411〉-connected GPI 
zones (cf. column 2 in Fig. 5a-c). The experimental PED pattern in col-
umn 3 in Fig. 5d has a good correspondence with the corresponding 
simulated pattern. Conclusively, the PED patterns from 〈330〉-〈411〉- and 
〈411〉 connected GPI zones are distinguishable when viewed along [001] 
GPI. It is however more challenging to conclude whether the central 
column contains defects or interstitials. 

Considering the tetragonal crystal structure of the GPI zones, NBD 
pattern simulations were also carried out along the directions normal to 
[001]GPI. The results are shown in column 4 in Fig. 5a-c for the 〈411〉- 
connected GPI zones. Column 5 in Fig. 5a-c shows experimental patterns 
with a strong resemblance with the simulated patterns in column 4. 
Thus, based on one 4D dataset only it is possible to extract information 
both along [001]GPI, showing how the TCO strings are connected, in 
addition to investigate the existence of point defects along the central 
column of the TCO. This is an important result, as proving the latter is 
challenging based on HAADF-STEM imaging alone since all the atomi-
cally resolved GPI zones imaged in the 〈001〉Al orientation are viewed 
along [001]GPI. The diffracted reflections originating from the GPI 
zones imaged along the direction normal to [001]GPI also contribute to 
the SADP in Fig. 4b, as illustrated by the green disks in column 5 in 
Fig. 5b-d. NBD simulations of the interstitial variant of the 〈330〉-〈411〉
connected GPI zones along the directions normal to [001]GPI were also 
carried out. The results are shown in column 4 of Fig. 5d. By comparing 
this pattern with the one in column 4 in Fig. 5c, it is concluded that the 
two different stackings of the TCO strings to form larger GPI zones are 
not possible to differentiate in reciprocal space in this orientation. The 
same experimental PED pattern as in column 5 in Fig. 5c is shown in 
Fig. 5d to illustrate the correspondence of this particular experimental 
pattern with both the simulations in column 4 in Fig. 5c-d. However, the 
two connections are distinguishable when the GPI zones are viewed 
along [001]GPI. 

Similar NBD pattern simulations were also carried out for the 〈330〉- 
〈411〉 connected GPI zones with solutes on fcc and with defect. They are 

shown in Fig. 1 in the Supplementary. Similarly as for the 〈411〉 con-
nected GPI zones, the simulated NBD patterns for the fcc variant are 
distinguishable from the defect- and interstitial variants, while the 
defect and interstitial variants are indistinguishable when viewed along 
[001]GPI. No experimental patterns could be identified as the fcc 
variant along [001]GPI. Along the directions normal to [001]GPI, the 
patterns are distinguishable and show some resemblance to the patterns 
from the corresponding 〈411〉 connected GPI variants. The differences 
are however less prominent than for the 〈411〉 connected GPI zones. 
Differentiating between the 〈411〉- and 〈330〉-〈411〉 connected GPI zones 
was not possible when the GPI zones were imaged normal to [001]GPI. 

3.3. Investigating GP zones by SPED 

The experimental PED patterns in Fig. 5 contain reflections with 
satisfactory correspondence with the simulated patterns of the different 
GPI zone models. In a 30 nm × 30 nm scan, typically 20 average PED 
patterns could be identified as originating from GPI zones. As mentioned 
above, viewing the GPI zones along [001]GPI allowed for separation 
between the 〈411〉- and 〈330〉-〈411〉 connected GPI zones, while viewing 
them along a direction normal to [001]GPI separated the fcc-, defect- 
and interstitial variants, amounting to a total of five categories. About 1/ 
3 of the GPI zone diffraction patterns in any given scan could be matched 
with patterns of these five categories. The remaining GPI zone patterns 
could not be determined. The origin of such patterns is most likely 
overlapping GPI zones along the viewing direction, causing the corre-
sponding PED pattern to be similar to the SADP in Fig. 4b. Overlap can 
be reduced by using a thin region of the TEM specimen. In our experi-
ence, a sample thickness of 20–40 nm is ideal. In thinner regions, the 
signal from the amorphous surface oxide layer tends to dominate. 

In this work, a total of 39 patterns from 8 datasets were investigated 
and labelled manually to get an idea of the relative numbers of 〈411〉
connected GPI zones compared to 〈330〉-〈411〉 connected GPI zones. 
Fig. 6 shows one example, with the VDF image and the corresponding 
binary VDF image in Fig. 6a-b, respectively. Fig. 6c1-c4 show average 
PED patterns extracted from the region in the binary VDF image with the 
corresponding colour. The pattern indicated with turquoise (Fig. 6c1) 
corresponds to the 〈411〉 connected GPI zones. The patterns marked by 
yellow (Fig. 6c2) and orange (Fig. 6c3) correspond to GPI zones viewed 
normal to [001]GPI, with intensities corresponding the fcc- and defect 
variant, respectively. The pattern associated with purple is similar to the 
SADP in Fig. 4b. In Fig. 6d1-g1 and Fig. 6d2-g2, the results from an NMF 
analysis of the dataset are presented. The top row (Fig. 6d1-g1) shows 
component maps, while the bottom row (Fig. 6d2-g2) shows loading 
maps. The composite component- and loading maps in Fig. 6d1-d2 are 
the sum of all components associated with GPI zones. The individual 
NMF components are shown in Fig. 6e1-g1 and Fig. 6e2-g2, using the 
same colour scheme as in Fig. 6c1-c3. By comparing the simplified 
dataset from the binary VDF image with the results from the NMF 
decomposition, it was observed that the loading maps of specific com-
ponents from the NMF corresponded well to the simplified dataset. It is 
interesting to note that the set of inner reflections marked by yellow 
disks in Fig. 4b stem from the GPI zones viewed normal to [001]GPI, as 
evidenced in the composite component map in Fig. 6d1. The average 
PED pattern in Fig. 6c4 has more resemblance with the SADP in Fig. 4b 
than with any of the simulated patterns along [001]GPI. This indicated 
that this particular pattern is a mix of GPI zones in the three orientations, 
most probably due to overlap of multiple zones along the viewing di-
rection. This complicates the analysis as the NMF categorises the over-
lapped GPI zones as 〈411〉 connected GPI zones, evidenced in Fig. 6e2. 
Thus, the NMF succeeds at separating the GPI zones viewed normal to 
[001]GPI, but fails at separating the ones viewed along [001]GPI if 
overlapping GPI zones are present. Care should therefore be taken if 
using NMF to extract information about the relative amounts of GPI 
zones along [001]GPI. In the following, results from the manual label-
ling of patterns from the binary VDF image will be discussed. 
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Out of 39 identifiable patterns, all the PED patterns viewed along 
[001]GPI were found to be 〈411〉 connected GPI zones except one, which 
was categorised as a 〈330〉-〈411〉 connected GPI zone. In one third (31%) 
of the GPI zones, [001]GPI was parallel to the viewing direction, the rest 
had [001]GPI normal to the viewing direction, c.f. column 4 and 5 in 
Fig. 5. This is reasonable, as [001]GPI has no preference for a specific 
〈001〉Al direction. The diffracted intensity from a GPI zone was lowest in 
the direction normal to [001]GPI, making quantification harder. 
Although only 39 patterns were identifiable, the current HAADF-STEM 
experiments together with our previous work [9] support that the 
〈411〉 connected GPI zones are more common than the 〈330〉-〈411〉
connected ones. 

The simulated NBD patterns shown in Fig. 5 assume GPI zones of the 
same thickness as the Al along the 〈001〉 viewing direction. However, in 
reality the GPI zones are embedded in the Al matrix. This discrepancy 
between the models and reality hinders the extraction of quantitative 
information (such as GPI zone length/thickness) based on the intensities 
in the experimental patterns. Other factors also affect the intensity; these 
include the size of the GPI zones, their position inside the TEM sample, 
the thickness of the sample and the precession of the incoming beam. To 
investigate these effects, PED- and NBD patterns were simulated for two 
specimen thicknesses, as well as models having the GPI zone at the top or 
bottom surface. The results are shown in the Supplementary (Fig. 2). 
From the simulations, it is concluded that both specimen thickness and 
relative height of the GPI zone influence the intensity. Thus, only the 
position of the reflections, and not the relative intensities, should be 
used to identify the variant. Moreover, the precession affects the in-
tensities of the unique reflections. It is observed that under certain cir-
cumstances, NBD yields a higher intensity in the reflections used for the 

profile plots in Supplementary Fig. 2, while under other circumstances, 
PED yields a higher intensity. Based on the simulations alone, one could 
conclude that it is ambiguous which operation mode is best fit for 
studying the GPI zones. However, the simulations are for a specific, ideal 
case. The experimental sample can incorporate artefacts from the sam-
ple preparation such as Cu-rich surface layers [41] or hydrocarbon 
contamination building up during TEM acquisition. Such layers affect 
the experimental diffraction patterns and are not accounted for in the 
simulations. The contamination can be lowered by decreasing the 
electron dose. However, in the case of studying GPI zones, a step size of 
0.3 nm is needed to obtain sufficient resolution. In our experience, the 
precession improves the quality of the patterns by averaging out the 
signal from the contamination. The diffraction patterns also appear 
more even with precession, c.f. Supplementary Fig. 2. 

3.4. Stability of the GPI zones 

DFT calculations were performed to investigate the stability of the 
models in Fig. 5. The nomenclature is adapted from Ref. [9]: The models 
are denoted n-iZ6M8Z24. The ‘n’ refers to either a pure 〈411〉 connected 
GPI zone or a 〈330〉-〈411〉 connected GPI zone, where we use '4' or '3′, 
respectively. A lowercase ‘i’ or ‘d’ refers to interstitial or defect in the 
central column of the TCO, respectively. For the fcc variant, the char-
acter is omitted. The last part describes the atoms of the three shells in 
the TCO: ‘Z6’ indicates there are six Zn atoms at the faces of the inner 
cube, ‘M8’ refers to the eight Mg atoms at the corner of the cube and 
‘Z24’ gives the number of Zn atoms in the 24 atom shell immediately 
outside the cube. 

The results from the DFT calculations are shown in Table 1. The pure 

a

7 nm 7 nm

b c1

d1 e1 f1 g1

c2

c3 c4

d2 e2 f2 g2

Fig. 6. One of the sped datasets investigated. a: VDF image. b: Binary VDF image. Colours indicate regions where the average PED patterns, seen in c1-c4, were 
extracted from. d1, d2: Composite component- and loading maps from all the NMF components associated with GPI zones. e1-g1: Component maps. e2-g2: 
Loading maps. 
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〈411〉 connected GPI zones are consistently more energetically favour-
able than the 〈330〉-〈411〉 connected ones. We believe a reason for this is 
that 〈330〉 connected units have all Mg atoms on the same {001}Al 
planes, increasing strain for every new connection. It is seen that the 
defect variants have the lowest formation enthalpy per solute, followed 
by the fcc and interstitial variants, respectively. 

Every TCO incorporating an occupied octahedral site will result in a 
vacancy in the Al matrix. The energy of the vacancy is its cohesive en-
ergy. Naturally, this energy penalty will be lowered if the vacancy dis-
appears into a nearby defect, such as a particle or grain boundary. In the 
results of Table 1, the strictest energy penalty is given to the interstitial 
variants, where the vacancy is assumed to be absorbed by the matrix. 
This was not considered in our previous work [9], which found the 
interstitial variants to be the most energetically favourable. 

For both the 〈411〉- and 〈330〉-〈411〉 connected GPI zones, the DFT 
calculations find that the defect variant is energetically more favourable 
than the fcc variant. The SPED data gave indications that these config-
urations could co-exist. Based on this, we propose a transition from the 
fcc variant to the defect variant as shown in Fig. 7, where the formation 
enthalpy is plotted against pressure. For simplicity, the TCOs are shown 
without the outer Zn rich shell in the figure. Initially, all the solutes 
should occupy fcc lattice positions. To alleviate the pressure, the atoms 
of the central columns move 2.025 Å in the 〈001〉Al direction along 
[001]GPI. This creates the 1D column defect which is also found in β” 
[40] in the Al-Mg-Si alloy system, and the new configuration obtains a 
significantly lower enthalpy. 

Although the interstitial configuration appears less energetically 
favourable than the fcc- and defect variants, the SPED data indicated 
that some of the GPI zones contained 3/2 occupied central columns. By 

inspection of the experimental diffraction pattern of the defect- and 
interstitial variant in column 5 in Fig. 5b-c, respectively, it can be seen 
that there is a common row of reflections. The PED pattern from the 
interstitial variant exhibits an extra row of reflections compared to the 
common one, as evidenced in the simulations in column 4 in Fig. 5b-c. 
We note that in the experimental pattern of the interstitial variant in 
column 5 in Fig. 5c, the extra row of reflections is weaker than the 
common one. This could indicate that the interstitial variant does not 
exist in a ‘pure state’, but rather exists in GPI zones where the central 
column in a TCO string is a mixture of both defects and interstitials along 
[001]GPI. 

4. Conclusion 

In this work, a TEM-based methodology for studying GP zones with 
periodic structure embedded in the Al matrix has been developed. Data 
was collected from an Al-Zn-Mg alloy containing a dense population of 
GPI zones. Electron diffraction patterns from single GPI zones were 
successfully recorded by a direct electron detector with the TEM oper-
ated in the SPED mode. The GPI zones are spherical particles with a 
diameter of 1 to 3 nm embedded in the host Al matrix. The experimental 
diffraction patterns were compared with multi-slice simulations based 
on the previously proposed structures of the GPI zones. A good corre-
spondence was found between the two. The technique allows 3D in-
formation to be obtained, since the resolution in reciprocal space is 
sufficient to extract information in 〈001〉Al zones, from individual GPI 
zones viewed both along their unique axis, [001]GPI, and the normal 
orientations, which is not possible from HAADF-STEM imaging alone. 
By taking advantage of this, it was found that the central column of the 

Table 1 
GPI zones formation enthalpies and pressure in a 6×6×2 Al calculation cell, as ranked by formation enthalpy per solute. See the main text for explanation of the GPI 
zone configurations.  

Configuration/composition Formation enthalpy [eV] Pressure Ratio 

No GPI zone Composition Total Atom Solute [kbar] Zn/Mg 

1 4-dZ6M8Z24 Mg32Zn120 − 22.078 − 0.077 − 0.145 1.9 3.750 
2 3-dZ6M8Z24 Mg24Zn90 − 15.838 − 0.055 − 0.139 2.2 3.750 
3 4-Z6M8Z24

a Mg32Zn120 − 20.037 − 0.070 − 0.132 − 5.6 3.750 
4 4-iZ6M8Z24

a Mg32Zn124 − 20.258 − 0.069 − 0.130 5.5 3.875 
5 3-Z6M8Z24 Mg24Zn90 − 14.500 − 0.050 − 0.127 − 3.8 3.750 
6 3-iZ6M8Z24 Mg24Zn93 − 14.468 − 0.050 − 0.124 5.0 3.875  

a Same model as previously published in Ref. [9] 

4-Z6M8Z24

4-dZ6M8Z24

4-iZ6M8Z24

Fig. 7. Formation enthalpy given in eV/solute vs. pressure for the 〈411〉 connected GPI zones. In the schematics of the TCOs, the outer Zn rich layer is omitted for 
simplicity. (1) fcc variant, (2) defect variant and (3) shows the interstitial variant. 
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molecular building block of the GPI zones may be shifted one atomic 
plane compared to the Al fcc positions. This was supported by DFT 
calculations. The presented methodology is believed to be highly useful 
also for other material systems where small particles are embedded in a 
host material. 
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