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Improving Computer Vision Based Perception
for Collaborative Indoor Navigation
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Abstract � Collaborative navigation is the most promising tech-
nique for infrastructure-free indoor navigation for a group of pedes-
trians, such as rescue personnel. Infrastructure-free navigation
means using a system that is able to localize itself independent of
any equipment pre-installed to the building using various sensors
monitoring the motion of the user. The most feasible navigation
sensors are inertial sensors and a camera providing motion infor-
mation when a computer vision method called visual odometry is
used. Collaborative indoor navigation sets challenges to the use of
computer vision; navigation environment is often poor of tracked
features, other pedestrians in front of the camera interfere with
motion detection, and the size and cost constraints prevent the
use of best quality cameras resulting in measurement errors. We
have developed an improved computer vision based collaborative
navigation method addressing these challenges using a depth (RGB-D) camera, a deep learning based detector to avoid
using features found from other pedestrians and for controlling the inconsistency of object depth detection, which would
degrade the accuracy of the visual odometry solution if not controlled. Our analysis show that our method improves the
visual odometry solution using a low-cost RGB-D camera. Finally, we show the result for computing the solution using
visual odometry and inertial sensor fusion for the individual and UWB ranging for collaborative navigation.

Index Terms � Collaborative navigation, computer vision, depth cameras, indoor navigation, Kalman �ltering, object
detection

I. INTRODUCTION

A T present, there is no solution that would provide re-
quired accuracy and reliability for indoor navigation at

rescue operations. Indoors Global Navigation Satellite Systems
(GNSS) are unavailable. Time and safety critical operations, in
unknown environments, prevent relying on equipment placed
into the area such as WiFi transmitters used widely indoor
navigation. Therefore, navigation must be implemented using
sensors carried by the users. In this case, the users are pedes-
trians, and therefore the equipment must also be lightweight
and low-cost. Such requirements set fundamental challenge
on the long term navigation performance. The application
area requires real-time functioning with mobile devices, which
excludes several computation methods.

Infrastructure-free navigation, namely using a system that
is able to localize itself independent of any equipment pre-
installed to the building, builds upon using various sensors
monitoring the motion of the user. Fusion of the sensor
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measurements for propagating an intial position solution,
provides continuous relative positioning [1]. Infrastructure-free
indoor navigation is still an unsolved problem when the indoor
time is not tightly bounded. Cost and size requirements of
pedestrian navigation system demands use of Micro-Electro-
Mechanical (MEMS) sensors, which results in measurement
errors and rapidly drifting position solution [2]. Therefore,
effort has been put into developing data fusion algorithms [3]
for mitigating the effect of errors and extending the eligible
navigation time indoors. The goal of our research is to provide
an accurate navigation solution for a group of rescue personnel
collaborating.

The most promising solution for such a group in rescue
operations is collaborative navigation [4]. In collaborative
navigation, ranges between group members are measured
using radio signals such as Ultra-Wide Band (UWB) round
trip timing (RTT) signals. Then, range information is shared
between the users for improving the position estimates for
each group member. The position estimates are signi�cantly
improved [5] especially when at least one of the group mem-
bers is outdoors where GNSS is available, or experiencing a
zero velocity update (ZUPT) [6]. The most feasible method for
computing the individual infrastructure-free position estimates
is visual inertial odometry [7], fusing a camera and an inertial
measurement unit (IMU).

Cameras and computer vision, namely algorithms for ob-
























