
This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JSEN.2021.3106257, IEEE Sensors
Journal

IEEE SENSORS JOURNAL, VOL. XX, NO. XX, XXXX 2021 1
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Abstract— Collaborative navigation is the most promising tech-
nique for infrastructure-free indoor navigation for a group of pedes-
trians, such as rescue personnel. Infrastructure-free navigation
means using a system that is able to localize itself independent of
any equipment pre-installed to the building using various sensors
monitoring the motion of the user. The most feasible navigation
sensors are inertial sensors and a camera providing motion infor-
mation when a computer vision method called visual odometry is
used. Collaborative indoor navigation sets challenges to the use of
computer vision; navigation environment is often poor of tracked
features, other pedestrians in front of the camera interfere with
motion detection, and the size and cost constraints prevent the
use of best quality cameras resulting in measurement errors. We
have developed an improved computer vision based collaborative
navigation method addressing these challenges using a depth (RGB-D) camera, a deep learning based detector to avoid
using features found from other pedestrians and for controlling the inconsistency of object depth detection, which would
degrade the accuracy of the visual odometry solution if not controlled. Our analysis show that our method improves the
visual odometry solution using a low-cost RGB-D camera. Finally, we show the result for computing the solution using
visual odometry and inertial sensor fusion for the individual and UWB ranging for collaborative navigation.

Index Terms— Collaborative navigation, computer vision, depth cameras, indoor navigation, Kalman filtering, object
detection

I. INTRODUCTION

AT present, there is no solution that would provide re-
quired accuracy and reliability for indoor navigation at

rescue operations. Indoors Global Navigation Satellite Systems
(GNSS) are unavailable. Time and safety critical operations, in
unknown environments, prevent relying on equipment placed
into the area such as WiFi transmitters used widely indoor
navigation. Therefore, navigation must be implemented using
sensors carried by the users. In this case, the users are pedes-
trians, and therefore the equipment must also be lightweight
and low-cost. Such requirements set fundamental challenge
on the long term navigation performance. The application
area requires real-time functioning with mobile devices, which
excludes several computation methods.

Infrastructure-free navigation, namely using a system that
is able to localize itself independent of any equipment pre-
installed to the building, builds upon using various sensors
monitoring the motion of the user. Fusion of the sensor
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measurements for propagating an intial position solution,
provides continuous relative positioning [1]. Infrastructure-free
indoor navigation is still an unsolved problem when the indoor
time is not tightly bounded. Cost and size requirements of
pedestrian navigation system demands use of Micro-Electro-
Mechanical (MEMS) sensors, which results in measurement
errors and rapidly drifting position solution [2]. Therefore,
effort has been put into developing data fusion algorithms [3]
for mitigating the effect of errors and extending the eligible
navigation time indoors. The goal of our research is to provide
an accurate navigation solution for a group of rescue personnel
collaborating.

The most promising solution for such a group in rescue
operations is collaborative navigation [4]. In collaborative
navigation, ranges between group members are measured
using radio signals such as Ultra-Wide Band (UWB) round
trip timing (RTT) signals. Then, range information is shared
between the users for improving the position estimates for
each group member. The position estimates are significantly
improved [5] especially when at least one of the group mem-
bers is outdoors where GNSS is available, or experiencing a
zero velocity update (ZUPT) [6]. The most feasible method for
computing the individual infrastructure-free position estimates
is visual inertial odometry [7], fusing a camera and an inertial
measurement unit (IMU).

Cameras and computer vision, namely algorithms for ob-
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taining understanding from images, have been used for im-
proving the navigation solution for years. The methods have
been developed first for robots [8], vehicles [9] and lately for
pedestrians [1] and drones [11]. Computer vision provides
speed and attitude measurements and results in improved
navigation solution when fused with other sensors [10]. Speed
and attitude of the pedestrian carrying a camera is computed by
tracking the motion of features in consecutive images projected
from static objects in the scene. Our challenging application
complicates the use of computer vision in three ways. First
of all, tracking requires many well visible objects in the
environment, which is not usually the case indoors where
the method suffers from poor lighting and areas with very
uniform surfaces. This, in addition to the real-time processing
requirement, advocates the use of visual odometry instead of
a Simultaneous Localization and Mapping (SLAM) solution
despite its good performance in navigation in more feasible
situations [12]. Secondly, pedestrians need cost-effective and
small sized cameras, traditionally the only option has been
the use of a monocular camera. Monocular camera perception
suffers from scale ambiguity, which degrades the visual odom-
etry solution. Thirdly, the setup involving multiple pedestrians
results in many dynamic objects around the camera, also
degrading the visual odometry solution. In order not to degrade
the visual inertial odometry and the resulting collaborative
navigation solution, we have to solve these challenges before
entering the visual result into the fusion.

In this paper, we will first discuss the computer vision
challenges and our solution for the infrastructure-free collabo-
rative indoor pedestrian navigation application. Our solution is
based on visual odometry computed by tracking Speeded Up
Robust Features (SURF) [25] matched between consecutive
images taken with Intel RealSense depth camera [14]. To avoid
tracking dynamic objects we have trained an object detector to
detect the pedestrians and remove their features from tracked
objects. Convolutional Neural Network (CNN) [18] based
pedestrian detectors have gained good performance during the
recent years [19]. The accelerator in the research has most
likely been the emergence of solutions for autonomous vehi-
cles and their requirement for complete situational awareness.
However, our application differs from the vehicle based ones
as the pedestrians are only partially observed from the images
due to being at very close vicinity of the camera. Therefore,
we have trained the model using images captured during two
collaborative navigation scenarios. Then, we will present anal-
ysis of the performance improvement in the visual odometry
solution alone arising from our solution and then an Extended
Kalman filtering based collaborative navigation solution fusing
loosely-coupled measurements from visual odometry, IMU
and a barometer for height measurements. The performance
of the solution is tested in real life experimentation. Finally,
we conclude the paper and discuss our future work.

II. COMPUTER VISION SOLUTION FOR COLLABORATIVE
PEDESTRIAN INDOOR NAVIGATION

Cameras are used in pedestrian navigation for providing
velocity and heading information, and thus complementing

the conventional inertial sensors. While the inertial sensor
measurements suffer from drift, computer vision methods are
degraded by dynamic objects in the environment and lack of
features when the scene consists of surfaces with very uni-
form material. Unfortunately, the scenes in our collaborative
navigation consist of both; other members of our collaborative
team as dynamic objects and outdoor areas covered with snow
and feature poor office spaces indoors.

Traditionally monocular cameras have been used in pedes-
trian navigation due to their good performance combined
with small size. However, speed measurements suffer from
scale ambiguity due to the inability of monocular cameras
to measure the distance between objects and themselves.
Research has been active in solving the problem, but solutions
have often been suitable only for limited use cases [1]. Recent
improvement in the quality of small RGB-D cameras provides
good opportunities for computer vision based navigation ap-
plications. RGB-D cameras, such as the RealSense product
family manufactured by Intel [14], provide the depth of tracked
objects and therefore solve the scale problem.

Depth camera measures the distance d between the camera’s
optical center and an object point X = (X,Y, Z)T . When the
camera is modeled as a pinhole camera we can get the real
3D coordinates of X using

X =
d

||K−1x||
K−1x (1)

where K is the calibration matrix including the camera
intrinsics and x homogeneous image pixel coordinates x =
(x, y, 1)T [20]. Rigid transformation of the point X from the
camera centered coordinate system to the arbitrary world co-
ordinate frame Xw is defined by the rotation R and translation
T of the camera with respect to the world frame as[

X
1

]
=

[
R T
0 1

] [
Xw

1

]
. (2)

When we are looking at the motion between two con-
secutive images we can get the real metric displacement of
the camera by setting the origin to the first camera center
(T1 = (0, 0, 0)T ), defining the coordinate axis being aligned
with the camera orientation (R1 = I), where I is the identity
matrix) and using T2 = −R2C2, where C2 is the world
coordinates of the camera optical centre at the time of taking
the second image. This way we are able to get the real
metric visual odometry solution, which we will turn into user
heading change and speed measurements in our collaborative
navigation setup.

We have ensured that the image point matching is providing
correct measurements by using RANdom SAmple Consen-
sus (RANSAC) [21], which is a robust estimator discard-
ing erroneous matches. However, it is impossible to avoid
measurement errors in computer vision applications and the
distance measurements provided by the depth camera are
also inconsistent. Therefore, we are using a rule based on
rigid transformations in Euclidean space demonstrating that
the relative distances between different object points observed
from first and second images remain the same [22]. When
the object points observed from the first image are defined
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as X1i, i, k = 1, ...n and second image X2i, i, k = 1, ...n the
constraint is

‖X1i − X1k‖ = ‖X2i − X2k‖ (3)

By computing the object points using the matched image
points and (1) and comparing combinations of object point
pairs using (3), we form a subset that most likely contains only
inliers and use those for computing the translation parameter
T.

A. Improved feature detection in challenging
environments

Scale Invariant Feature Transform (SIFT) [23] is an ap-
proach based on transforming an image into local feature
vectors; SIFT descriptors, describing the intensities around
image points that are found as maxima or minima of a
difference-of-Gaussian function. Each vector is invariant to
image translation, scaling, and rotation and partially invariant
to illumination changes and affine or 3D projections. Due
to these invariances, SIFT provides good performance for
detecting distinctive features that may be matched across
images and therefore its improved variants have been de-
veloped, such as real-time detector FAST [24] and SURF
[25] that provide improved detection accuracy. However, these
detectors use Gaussian derivatives as smoothing kernels in
the detection process, which smooths relevant detail such as
object boundaries from the images, while removing noise.
When navigating in an initially feature-poor environment it
is essential to detect all features, even the weaker ones and
therefore even SURF fails frequently. Kaze [26] is a feature
detector and descriptor based on nonlinear diffusion filtering.
Kaze provides multiscale features that have high repeatability
and distinctiveness. However, creating Kaze detectors and
descriptors takes approximately 2.5 times more computation
time than SURF and in the safety-critical applications requir-
ing real-time processing Kaze cannot be the only solution.
Therefore, in our research we detect first SURF features and
then if that fails, look for Kaze features.

Figure 1 shows Kaze feature matching a detection result in
a feature poor corridor environment where not a single SURF
feature was found.

B. Detecting collaborators
Computation of a camera egomotion relies on tracking

features found from static objects. If the tracked features
are detected from dynamic objects, camera motion is acci-
dentally fused with the object motion, resulting in erroneous
solution. However, the collaborative navigation setting by
nature contains multiple moving pedestrians in the nearby
area. Therefore, it is essential to detect the pedestrians found
in images and remove their features from the tracked ones.
Figure 2 shows an example of the common problem; our
visual navigation method has detected SURF features and
matched them across two images for computing the camera
egomotion at the time interval between taking the images.
In this case, most of the features have been detected from a
dynamic pedestrian resulting in an erroneous visual odometry

Fig. 1: Kaze features detected and matched (green crosses in
image 1 and red circles in image 2) in a feature poor indoor
staircase, where no SURF features were found.

Fig. 2: SURF features detected and matched (green crosses
in image 1 and red circles in image 2) in an image from an
indoor corridor. Majority of the features are detected from a
dynamic pedestrian.

solution. In recent years low-level feature detection models
based on Convolutional Neural Networks (CNN) [18] have
achieved good performance [27]. Development of methods
for detecting high-level features, has been accelerated by the
research focusing on autonomous traffic, where the detection
of for example pedestrians is crucial [28].

The appearance of humans in the images of a collaborative
navigation setting is complicated by many of the challenges
found in pedestrian detection, most likely even more than
in the largely addressed topic of detecting pedestrians from
vehicle cameras. These challenges arise from differences of
scale of humans in the images, their attitude, angle of view,
illumination changes and occlusion caused by other humans.
When in transport applications humans are usually detected
outdoors and with moderate distance between the camera and
the pedestrian, in indoor collaborative navigation the lighting
is challenging and close to each other and thereby the camera.
Occlusions arise, resulting in situations where specific body
parts are not visible, and a human should be detected from
non-human looking figures. Figure 3 shows a typical view
from a collaborative navigation situation.

Early CNN based object detectors processed images in two
phases, first they detected where the objects in the image
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Fig. 3: Typical camera view in a collaborative navigation
setting.

were and then identified them. First CNN based object detec-
tor achieving significant improvement over the conventional
object detectors was R-CNN [29]. However, it was slow to
train and required a lot of disk space and therefore more
efficient variants emerged [30] [31]. Although the processing
time decreased on each R-CNN variant, it is not yet suitable
for most time critical applications. The invention of You Only
Look Once (YOLO) model family; YOLO [32], YOLO9000
also known as YOLOv2 [33] and the recent version YOLOv3
[34] which performed detection in one phase, revolutionized
the time demand. As the first YOLO implementation lost
clearly to R-CNNs in accuracy, the situation has improved
for newer versions. At present, YOLOs are the cutting edge
of the object detection. They usually use a pre-trained CNN as
basis for feature extraction. YOLOs split the input image into
a grid of cells and for each cell directly predicts a bounding
box locating an object if there is one inside the box and
simultaneously provide its classification.

Here we have used a method based on YOLOv2 model for
detecting pedestrians in images in the collaborative navigation
setup. Deficiency in YOLOv2 is that it is not able to utilize
effectively low-level features, and therefore detect pedestrians
that are at a long distance from the camera appearing small
in the images. However, this inability does not degrade our
navigation solution. Objects with a larger distance than 10
meters from the camera are discarded due to the RealSense
depth detection limits and therefore, the presence of distant
pedestrians is not disturbing the computation. YOLOv2 object
detection network is composed of two sub-networks. A feature
extraction network followed by a detection network. Our
YOLOv2 based implementation uses a pre-trained ResNet-
50 CNN as a backbone for feature extraction and Acti-
vation40ReLU for detection trained using images collected
during various cooperative navigation experiments. Before
training the object detector with 1000 selected images, we
augmented the data to avoid over-fitting the model to the data
[35]. In this case we are not increasing the number of images
in the data set, but warping them to increase variability. Out of
the 1000 manually labelled images we used 600 for training
and the remaining 400 images for evaluation of the method.
For optimization we used Stochastic Gradient Descent with

Fig. 4: Training loss per iteration.

Fig. 5: Training error per iteration.

Momentum (SGDM) with mini-batch size 16 and learning rate
0.001. We trained the model using 20 epochs. When the batch
size is 16 for 600 images, one epoch takes 38 iterations to
complete, and thereby the number of iterations for 20 epochs
is 760.

Figure 4 shows the training loss for each iteration, Figure 5
the training root mean square error (RMSE) and Figure 6 pre-
cision (ratio of the detected pedestrians, ie. true positives, to all
instances that were inferred to be pedestrians) and recall (ratio
of detected pedestrians to all pedestrians in the data set) for the
training and learning processes. Average precision was 70%,
which is in line with the accuracy of conventional pedestrian
detectors in challenging indoor lighting environments [36].

Fig. 6: Precision and recall for pedestrian detection.
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C. Our visual odometry solution

The final goal of our research is to first fuse tightly inertial
sensor measurements with visual odometry and then use
cooperative navigation for correcting the resulting individual
navigation solutions. Due to the challenging navigation envi-
ronment and setup, the challenges degrading the visual odom-
etry solution have to be understood and mitigated. Therefore,
we have computed a stand-alone visual odometry solution
using a RealSense D435 depth camera attached rigidly to the
user’s torso, and incorporated the improvements presented in
this section.

Image points were detected and matched from the images
using SURF features providing efficient computation, but
when there were too few points, Kaze features were detected.
Wrong matches were discraded using the RANSAC algorithm.
The presence of pedestrians in the image was detected using
the YOLOv2 detector and the points inside the boxes were
discarded. Also, points inside a 30 pixel wide area from the
image left side were discarded as non-reliable due to the
RealSense depth computation approach [14]. RealSense D435
provides the depth solution reliably only for objects closer than
10 meters from the camera. Unfortunately, the resulting depth
measurements are not consistent over an image in a dynamic
scenario and for objects further away from the camera. These
challenges affected mainly the speed solution of the visual
odometry and the attitude with lesser extent. The resulting
speed solution had random oscillation, which was filtered by
using a very basic Kalman filter.

Visual odometry (VO) requires at least five successfully
matched eligible image features when a calibrated camera is
used for computing the relative camera pose and four points to
get the pose into the orientation and translation with respect
to the world coordinates. Our VO solution uses 3D to 2D
Perspective-n-Point (PnP) algorithm for computing the camera
pose [15].Bucketing is generally used in computer vision
research for computing the VO solution [16]. The benefits
of using bucketing are reducing the number of features for
decreasing computational complexity of the algorithm as well
as guaranteeing good distribution of the image points through
the image. However, in our use case the challenge is the
scarcity of feature points, so neither of the benefits would
be achieved and therefore bucketing is not used. The VO
solution would be improved using a method called keyframing
[17]. Keyframing means that feature correspondences are not
only computed to two consecutive images, but to a number
of previous images, keyframes making the pose estimation
more robust. The goal of this paper was to address the
challenges due to monocular depth ambiguity, moving objects
and scarcity of features, therefore keyframing will be left for
future research.

Our navigation setup includes multiple areas, where less
image points than required by VO are detected in total, such
as indoor staircases, or areas where all detected features
are farther than five meters from the user and thereby must
be discarded due to an erroneous depth solution. In these
situations the computation is evaluated to have failed and
such epochs are excluded from navigation. Figure 7 shows

Fig. 7: Flowchart of the visual odometry process.

the flow-chart of the visual odometry processing. As the
VO solution is lost frequently due to these challenges, using
conventional frame-to-frame methods, such as keyframing,
would not have been robust enough. Therefore, we have used
the basic Kalman filter mentioned before. The Kalman filter
state x consisted of only the horizontal speed s x = s filtering
out only large changes in the speed solution due to erroneous
VO observations. This setup resulted in very simple Kalman
filtering implementation, namely state-transition matrix A = 1,
covariance of the process noise Q = 0.001. The covariance of
the observation noise (R) was adapted to the error detection
in the observations described earlier. When the VO solution
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was evaluated accurate R = 0.05, and when unreliable R was
set to R = 0.5.

III. COLLABORATIVE NAVIGATION

Collaborative Navigation (CN, also known as cooperative or
peer-to-peer navigation) is an approach where the navigating
units within the same area share their location and possibly
other information. CN is based on two central assumptions.
First, that each individual user is able to independently esti-
mate their navigation state and state uncertainty, and second
that they have the ability to measure or estimate range and
range uncertainty to other cooperating users then communicate
the result to them. By exchanging in real time estimates of
state, relative range and state uncertainty each cooperating user
reduces the rate at which the error of the group of cooperating
users accumulates [37]. In our study, we are computing the
navigation solution for one user (target user U) by using
the visual odometry, IMU and barometer measurements and
then improving the solution by using collaborative navigation
via measuring range between the user and another user in
the group (initiating user S). The range is measured by
transmitting signals using Ultra-Wide Band (UWB) sensors
and computing the Round Trip Time (RTT) of transmitted and
received signal as shown in Figure 8 and (4).

TRoundTripA = TI2− TI1

TRoundTripB = TT3− TT2

TReplyA = TI3− TI2

TReplyB = TT2− TT1

RTT = 4 · TOF =

TReplyB(TRoundTripA − TReplyA)+

(TRoundTripB − TReplyB)

(4)

In this study, an Extended Kalman filter (EKF) was used
for estimating the state vector xk including 16 states, namely
the position (x, y, z), velocity (vx, vy, vz), attitude (pitch,
roll, yaw), gyroscope bias (gx, gy, gz), accelerometer bias
(ax, ay, az) and barometer bias (bz). The state is predicted
using the visual odometry, IMU, and barometer measurements.
As is implicit in the state selection, integration of aiding
sensors with the IMU is accomplished via loose coupling,
typically via the position and or velocity states depending on
the specific source.The noise model adopted assumes white
gaussian noise dominates from the INS accelerometers and
gyroscopes,while the accelerometer and gyroscope bias states
are modelled as first order Markov processes.

The measurement model relating the RTT measurements
with the state is

zk = Hk · xk, (5)

where Hk = [dxdp, dydp, dzdp, 0, . . . , 0]. The dxdp term is
calculated from the predicted position X-coordinate of the
initiating user (S) and target user (U) as

dxdp =
Xs −Xu

Rpred
(6)

Fig. 8: Computing the Round Trip Time solution.

and Rpred is

Rpred =
√
(Xs −Xu)2 + (Ys − Yu)2 + (Zs − Zu)2. (7)

dydp and dzdp are computed similarly using the predicted Y
and Z coordinates, respectively.

Additional performance is achieved through sharing of
specific state flags which reflect whether for example a user
is presently static (ZUPT condition) or whether a user has an
independent ability to measure its position such as a GNSS
fix. These conditions frequently arise when some but not all
members of a team enter a building, denying GNSS to those
inside but often still allowing the higher power RTT and
communications signals to pass through the building. In this
study, decentralized collaborative navigation [4] was pursued
in order to allow the cooperating group of users to dynamically
fragment and reform without disruption as communication
through building material allowed at any given time. While the
benefit of decentralized processing is the implicit tolerance of
the ensemble to communication dropouts, a primary drawback
is the need to mitigate the impact of the circulation of stale data
which in this study was addressed through injection of stabi-
lizing noise to the position state of users operating without an
external reference. In order to reduce the impact of information
re-circulation within the network, an additional noise term is
added to the position states of the Q matrix of each user with
density equivalent to a 5 metre uncertainty in each axis after
5 minutes of operation, but is only applied to dynamic users
without GNSS reference. Users under ZUPT conditions or
with an external position solution do not receive this Q matrix
modification. Situational awareness is maintained through the
forwarding of 3rd party state information such that even a
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single point of contact shared between two groups of users will
allow knowledge of the others state even if range measurement
between two given users is at that point not possible due to
building material obstruction. Since the measurement model
makes direct use of the estimated position states of both the
initiating and responding user, the formed vector is both scaled
and rotated by position state errors in either user. For constant
position uncertainty in the initiating and target users, the error
in the direction of the vector formed in equation 6 will tend to
grow larger with decreasing predicted range. To account for
this, the measurement covariance matrix for inter-user ranging
measurements is de-weighted when Rpred values fall below 5
metres.

IV. EXPERIMENTS AND RESULTS

We collected data for evaluating the performance of the
improved computer vision based navigation method. The test
was done in December 2019 in Trondheim, Norway, with
snowy conditions. We started navigating outdoors, entered an
office building where we walked around for five minutes,
and ended the data collection outdoors. Figure 10 shows
the test conditions outdoors. The whole experiment lasted
approximately 13 minutes and resulted in 6740 images, the
whole route, computed with the reference solution, is shown
in Figure 11. RealSense depth camera provides RGB and depth
images separately, and our system aligned them at the time of
capture. Image rate varied between 1Hz and 15Hz, 8Hz on
average, however this was accommodated using time stamps
from image processing.

Testing was carried out using a team of collaborating
users each carrying a combined navigation system based
on an ADIS16488A tactical grade Micro-Electro-Mechanical
(MEMS) IMU, a uBlox M8T multi-constellation GNSS re-
ceiver (GPS, Glonass, Galileo, Beidou), barometer (integrated
within the ADIS16488A), and two forms of RTT measure-
ment and communication radios. The first radio operates on
802.15.4a Chirp Spread Spectrum (CSS) in the 2.4 GHz band,
while the Second based on the decawave DW1000 IC uses a
500 MHz UWB pulse implementation. The RealSense D435
camera camera was carried by a single user designated user
1 rigidly mounted to a carrying frame which also carried the
reference navigation system as shown in Figure 12.

The reference system comprised a Novatel SPAN system
[38] with professional GNSS receiver and ISA100C IMU,
which was initialized outdoors using GNSS Real-time Kine-
matic (RTK) corrections [39]. Figure 9 shows a block-diagram
of the system setup and communication between the modules.
More details about the system may be found from [4]. Solution
was post-processed to form a reference trajectory accurate
and consistent to the decimeter level through the course of
the trajectory including the more than five minutes of GNSS
signal absence when operating within the building. Using this
trajectory it is possible to calculate the navigation state errors
of the collaborative navigation system, as well as the fixed
Realsense camera solution. While the reference system only
directly measures the navigation errors of the primary user
directly, the test trajectory was configured such that secondary

Fig. 9: Block-diagram of the system setup and communication
between the modules. MCU stands for Microcontroller Unit
and CSS Chirp Spread Spectrum. More details in [4].

users would follow the same trajectory until stopping at
staggered locations while the primary user proceeded with the
remaining group. At the end of the indoor trajectory segment,
the primary user exited on to the roof, for 30 seconds before
doubling back and retracing the trajectory in reverse. This
approach allows approximation of the errors of the secondary
users even absent direct measurement though with increased
uncertainty. For the remainder of the paper we will focus on
the error distribution of the primary user with the camera.

A. Results

First, we computed the visual odometry stand-alone solution
presented in Section II. From 6740 images, the solution was
evaluated to be error free for 4269 images. Pedestrians were
detected from 2448 images using the YOLOv2 detector. Kaze
features were successfully detected from 350 images when
detection of SURF points failed, but no features were detected
from 192 images.

To evaluate the accuracy of our visual odometry solution,
we computed user’s speed from the translation from visual
odometry and respective image rate. Speed was compared
with the reference speed solution. Figure 13 shows the speed
profile of visual odometry using conventional visual odometry
and Figure 14 for our method. Both Figures show the speed
solution using red points when it was evaluated to be correct,
based on the error detection explained in Section II, and blue
for the reference. When the speed solution is evaluated to be
erroneous, it will not be used for cooperative navigation, and
those points are omitted from the Figures.

The visual odometry speed profile follows the ground truth
speed profile quite well except for two sections, roughly for
images 300-350 and 3800-3850. The reason for the failure
for those parts was the snowy outdoor environment. The
only features closer than 10 meters from the camera, and
thereby usable for the depth computation, were found from
one side of the camera only. This resulted in a degenerated
feature configuration and erroneous visual odometry solution
[40]. The speed mean errors were 0.41 m/s for conventional
visual odometry and 0.29 m/s for our solution and standard
deviations 0.60 m/s and 0.43 m/s, respectively. Thereby, the
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Fig. 10: Collaborative navigation team and equipment in a test campaign.

Start

End

Fig. 11: Test campaign route computed using the reference solution. Start and end positions are shown with red dots and the
indoor area with a blue square.

improvement of the visual odometry solution was significant
in this dataset.

To compare our VO solution with the state-of-the-art meth-
ods we have computed an Relative Pose Error (RPE) transla-
tion measure that is mainly used for benchmarking VO and
SLAM research. RPE first aligns the two trajectories and then
evaluates directly the absolute pose differences [41]. As our
paper concentrated on solving the challenges arising from the
challenging indoor navigation situations, we computed RPE
for the 288 meters long route indoors. When the VO solution
was lost for longer time for the reasons discussed in section
II we re-initialized the heading using the SPAN system. The
average RPE was 8.8 m and 8.6 m at the end point, resulting in

3% error. We computed also the Distance Root Mean Square
(DSRM) measure used in the navigation domain, and it was
4 m.

Our VO solution performs provides good performance
when compared to conventional VO solutions using RGB-
D cameras. Using KITTI dataset [42] achieved 5.8% average
translation error. When the environment is more challenging
for VO and the motion of the camera unconstrained as in
our case, the RPE value increases. In such cases, the error
percentages varied between 7% and even 400% for short paths
depending on the motion and the environment in [43].

Secondly, we computed a loosely coupled visual and inertial
measurement fusion based cooperative navigation solution
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Fig. 12: System setup in our collaborative navigation test
campaign.

using the Extended Kalman filter discussed in Section III and
compared that to the reference trajectory. Figure 15 shows the
positioning error for all users in the cooperative setup, User1
being the main user computing the visual odometry solution
and getting corrections from the cooperative solution.

On further analysis of the error states of the collaborating
users, it is found that the dominant position errors accumulate
during the portion of the trajectory related to initial building
entry and mirrored in the final building exit. The two factors
that make this section of the trajectory particularly challenging
are that it is simultaneously the longest portion of the trajectory
without the opportunity for the user carried navigation systems
to enter a ZUPT state, but also occurs when the users are
operating in close proximity in a confined and feature poor
stairwell. The consequence of this long ZUPT free trajectory
with a near total lack of useful visual odometry information
providing the large majority of solution error is that the
combined solution is only slightly improved relative to the
baseline without the additional visual information in terms of
position error.

The root-mean-square (RMS) and maximum errors for the
cooperative solution with (VO) and without visual odometry
(No VO) for all four users are shown in Table I for the whole
navigation path. What’s important to note with these data
sets is that only user 1 has VO, yet all four of the closely
cooperating users see improvements in their peak, and RMS
error distributions when the VO is activated on only user 1.
This shows the ability of one user’s augmentation information
to propagate through the network in an a direct way.

V. CONCLUSIONS

This paper discussed the development of an improved
visual odometry solution, where a small and low-cost RGB-

TABLE I: RMSE and maximum errors for all users in the
cooperative navigation setting with (VO) and without (No VO)
visual odometry

VO No VO
RMS1 7.2 7.4
RMS2 8.1 8.2
RMS3 8.5 8.8
RMS4 9.3 10.0

Max1 13.4 13.5
Max2 13.6 13.8
Max3 14.2 14.6
Max4 14.3 14.3

D camera was used for solving the scale issue, a problem
arising when using a monocular camera. Because the low-
cost camera had inconsistencies in the depth detection, a
methods for making the detection more robust were used. The
goal of our research was to obtain an accurate infrastructure-
free navigation solution for a group of people interacting
indoors, therefore our method detected pedestrians from the
images for avoiding to track their feature points. Accuracy
of the resulting visual odometry solution was significantly
improved over the conventional visual odometry solution for
the real-world collaborative navigation dataset. However, the
main issue in the indoor visual odometry, the lack of useful
features, remained at harmful level despite our solution. This
led to loosing the visual odometry solution completely at some
challenging areas, mostly at staircases where the camera was
able to perceive only featureless white wall. Therefore, the
fusion of the visual odometry into the collaborative navigation
setup improved the positioning accuracy only incrementally.

Collaborative navigation remains a powerful tool for teams
when entering environments which are unknown and cannot
be prepared for navigation in advance. Therefore, our future
research includes development of deep learning methods for
improving the feature detection in the challenging and feature
poor indoor environment. Then, after solving the remaining
vision based issues we will continue in fusing tightly the
camera and inertial sensors for the collaborative setting. The
tight fusion of the camera and inertial sensors means that the
feature detection and motion computation phase incorporate
information from the inertial measurement processing and vice
versa, resulting in improved complementary error detection
and mitigation.
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