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a b s t r a c t 

Combustion of a single, resolved carbon particle is studied using a novel numerical approach that makes 

use of an overset grid. The model is implemented into the framework of a compressible Direct Numerical 

Simulation (DNS) code. A method to artificially reduce the speed of sound is presented. For Mach num- 

bers lower than ∼0.1 this method may dramatically improve numerical efficiency without affecting any 

physical aspects except for the acoustics. The ability of the model to simulate solid fuel combustion is 

demonstrated and all parts of the model are validated against experimental and numerical data. A sensi- 

tivity of the carbon conversion rate to selected parameters (diffusion coefficients and homogeneous and 

heterogeneous kinetics) is investigated. A strong dependence on the oxygen diffusivity is observed and 

explained. 
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. Introduction 

Solid fuels are among the most important energy sources 

orldwide. On one hand, some countries, like e.g. China, India 

r Poland, are still vastly dependent on coal [1] . On the other 

and, the contribution to the energy production from solid fuels 

n the form of biomass and refuse-derived fuel is increasing ev- 

ry year [2] . Due to its strong effect on global warming, emission 

f carbon dioxide from solid fuels conversion is a serious envi- 

onmental problem. This, in connection with the global increase 

n energy demand [3] , necessitates development of low-emission 

nd efficient solid fuel-based technologies. Such technologies can- 

ot be designed without a thorough knowledge about fuel proper- 

ies and understanding of the underlying fuel conversion phenom- 

na. This understanding is currently provided by experiments and 

y numerical simulations. Experimental investigation of solid fu- 

ls combustion is difficult because of complex physical and chemi- 

al processes occurring at different scales. As a consequence, infor- 

ation provided by experiments may not be complete. A deeper 

nsight can be gained through detailed numerical simulations, in 

hich all flow scales are resolved on a numerical grid. It should 

e stressed, however, that both research methods are complemen- 

ary and equally important. 
∗ Corresponding author at: Department of Thermal Technology, Silesian Univer- 

ity of Technology, Konarskiego 22, Gliwice 44-100, Poland. 
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In Direct Numerical Simulation (DNS) studies on solid fuels con- 

ersion in turbulent systems, particles are commonly represented 

s point sources. This approach has previously been employed to 

tudy different aspects of pulverized coal combustion, for exam- 

le in jet flames [4–6] and mixing layers [7–9] . The approxima- 

ion of point particles is applicable only to very small particles, i.e. 

o particles with diameters smaller than Kolmogorov length scales 

f turbulence [10] . Also, in such simulations, interactions between 

he fluid and particles must be modeled using closure expressions. 

hese expressions can be supplied by simulations in which the 

article surface and its boundary layer are resolved on the numeri- 

al mesh. Even though such resolved simulations are typically lim- 

ted to one or a few particles, this approach has a great poten- 

ial to provide an understanding of the solid fuel conversion and 

as-particle interactions at a very fundamental level. The resolved 

article approach has recently been employed in several numerical 

nvestigations of coal or carbon conversion. Devolatilization and ig- 

ition stages of the resolved pulverized coal particle were consid- 

red by Vascellari et al. [11] , whose studies were extended by Tu- 

ano et al. [12] to account for different atmospheres and a more ac- 

urate description of the volatile yield and composition. The same 

esearch group further broadened the focus of their studies on re- 

olved coal particles by considering particle arrays [13] , higher par- 

icle Reynolds numbers and effects of turbulence [14] . A number of 

ublications neglect the devolatilization and investigate resolved 

har particle combustion and gasification in steady state. For ex- 

mple, Kestel et al. [15] studied the impact of steam content and 
stitute. This is an open access article under the CC BY license 
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eynolds number on the char oxidation in air, while the effects of 

he ambient gas temperature, gas velocity and oxygen mass frac- 

ions in O 2 /CO 2 atmosphere were considered by Richter et al. [16] . 

 similar analysis was also performed by Safronov et al. [17] who 

ndicated differences in combustion behavior between micro- and 

ilimeter-sized particles. The conversion of a collection of resolved 

arbon particles was also investigated in a similar way by Schulze 

t al. [18] . Furthermore, the steady state approach was employed 

n a few studies [19–21] that attempted to resolve porous particle 

nd understand intrinsic reactivity. It was shown that both poros- 

ty and pore structure can affect char conversion. 

As demonstrated by the above-mentioned examples, a great 

eal of understanding can be reached with the steady state as- 

umption. However, all transient phenomena and processes (igni- 

ion, volatiles burnout, progress of char conversion, combustion in 

on-laminar flow) require unsteady approach. The first transient 

imulations of resolved particle combustion in a non-quiescent 

two-dimensional) flow were performed by Lee et al. [22] using 

he spectral element method. Recently, Farazi et al. [23] used an 

nsteady approach and a detailed chemical mechanism, and inves- 

igated char particle combustion in air and oxy-fuel atmospheres. 

he combustion characteristics in these two atmospheres were ex- 

lored, as well as interactions between kinetics and mass trans- 

er. This work was further extended to particle arrays by Sayadi 

t al. [24] . Another study on the resolved particle conversion in 

hich the governing equations were solved in their unsteady form 

as done by Luo et al. [6] . In their work, an immersed bound-

ry method and a simple semi-global mechanism were utilized. Fi- 

ally, Tufano et al. [25] performed the most complete study up to 

ate, in which all stages of the coal particle conversion are consid- 

red, i.e. heating, drying, ignition, volatiles combustion and char 

article conversion. Moreover, in addition to detailed chemistry, 

heir numerical model accounts for complex features of particle 

nterior, such as time evolution of porosity and tortuosity. Most 

ecently, Nguyen et al. [26] performed unsteady particle-resolved 

imulations to investigate the evolution of char particle morphol- 

gy. Based on their results, improved expressions for the mode of 

urning and the Random Pore Model were proposed. 

In the existing literature on resolved particle conversion, very 

ifferent levels of numerical model complexity are presented. The 

urrent trend seems to be towards more and more detailed mod- 

ls and models that are able to capture transient effects. However, 

igh accuracy is achieved at the expense of efficiency. The objec- 

ive of this work is to propose a novel numerical approach for re- 

olved char particle combustion modeling. Contrary to the present 

rend in the literature, we aim for the model to be as simple and

fficient as possible, while still preserving high accuracy and being 

ble to predict unsteady phenomena. This is accomplished by us- 

ng structured, overset grids and by introducing carefully verified 

ssumptions and simplifications. 

. Governing equations and numerical methods 

An open-source, compressible solver called the Pencil Code 

27] is used to perform the simulations presented in this work. 

he Pencil Code uses a 6th order finite difference scheme and a 

rd order Runge–Kutta scheme for spatial and temporal discretiza- 

ion, respectively. One of the main features of the numerical ap- 

roach employed in this study is the overset grid. The particle is 

urrounded by a cylindrical body-fitted grid (later also referred to 

s ‘ogrid’), which spans the space between r = r p to r = 3 r p = r ogrid ,

here r is a radial coordinate and r p is the particle radius. The 

est of the computational domain is resolved on the Cartesian grid. 

uch an approach allows one to use very high resolution close to 

he particle, which is necessary to resolve its boundary layer and 

he surrounding flame. Further away from the particle, the grid 
2 
s much coarser, making the computational effort relatively low. 

he solution is interpolated between the ogrid and the Cartesian 

rid using a 4th order, explicit Lagrangian interpolation method, 

hich has been shown to be an optimal choice in connection with 

 6th order finite difference scheme [28,29] . In order to avoid spu- 

ious oscillations, Padé filtering [30,31] is applied on the cylindrical 

rid to density, temperature and velocity fields. The details about 

he implementation of the overset grid and performance of this 

ethod can be found in [32,33] . 

.1. Fluid equations 

The continuity and momentum equations are solved in their 

on-conservative, compressible form: 

∂ρ

∂t 
+ ∇ · (ρu) = 0 , (1) 

∂u 

∂t 
+ ρu · ∇u = −∇p + ∇ · τ + f , (2) 

here ρ and p are the density and pressure, respectively, and the 

old symbols represent the velocity ( u ) and volumetric force ( f ) 

ectors. The stress tensor, τ , is given by 

= μ(∇u + (∇u) T ) − 2 

3 

μ(∇ · u) τ , (3) 

here μ stands for the dynamic viscosity and τ is the identity 

atrix. The mass fraction of chemical species k , given by Y k , obeys

he following transport equation 

∂Y k 
∂t 

+ ρu · ∇Y k = −∇ · J k + ˙ ω k , (4) 

n which the diffusive flux, J k , is simplified by using the assump- 

ion of Fickian diffusion, such that 

 k = −ρD k ∇Y k , (5) 

here D k is the diffusion coefficient of species k and ˙ ω k represents 

he gas phase reaction rate of the same species. 

By neglecting viscous heating, the energy equation is expressed 

n terms of temperature as [34] 

ρ
∂T 

∂t 
+ ρu · ∇T 

= 

∑ 

k 

( ˙ ω k − ∇ · J k ) 

(
T R 

c v M k 

− h k 

c v 

)
− ρT R 

c v M 

∇ · u − ∇ · q 

c v 
, (6) 

here T represents the temperature, c v is the heat capacity at con- 

tant volume, R is the universal gas constant and M is the molar 

ass for the mixture, 1 /M = 

∑ 

k Y k / M k . The heat flux, � , is com-

uted as 

 = 

∑ 

k 

h k J k − λ∇T , (7) 

here λ represents thermal conductivity and h k = �h s,k + h 0 
f,k 

is 

he absolute enthalpy of species k , which is the sum of its sensible

nthalpy, �h s,k , and its heat of formation, h 0 
f,k 

. Finally, to relate 

ensity with pressure, the ideal gas equation of state is used, 

p = 

ρRT 

M 

. (8) 

.2. Chemical mechanism and boundary conditions 

A simplified chemical mechanism that consists of two surface 

eactions and one reversible gas phase reaction is employed: 

C + O 2 → 2CO (R1) 
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Table 1 

Kinetic parameters. Here, [ a ] denotes concentration of species a , k i is given by Eq. (9) and r i rep- 

resents the rate-of-progress variable. Note that for surface reactions units of r i are mol / cm 

2 / s , 

while for gas phase reactions it is mol / cm 

3 / s . 

reaction B i E i [ kcal / mol ] r i source 

R1 1 . 97 × 10 9 cm / s 47.3 k 1 [ O 2 ] [36] 

R2 1 . 29 × 10 7 cm /s 45.6 k 2 [ CO 2 ] [36] 

R3 (forward) 3 . 98 × 10 14 ( cm 3 

mol 
) 

3 / 4 
/ s 40.7 k 3 , f [ CO ][ H 2 O ] 

1 / 2 [ O 2 ] 
1 / 4 [37] 

R3 (reverse) 5 × 10 8 1 / s 40.7 k 3 ,r [ CO 2 ] [37] 
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 + CO 2 → 2CO (R2) 

O + 0 . 5O 2 ↔ CO 2 (R3) 

t should be noted that the gasification reaction through H 2 O is 

ot considered in the present study, even though water vapor is 

resent in the atmosphere. The reason this reaction was omitted 

as the very low concentration of H 2 O ( Y H 2 O = 8 × 10 −4 at the in-

et), which has been shown by Kestel et al. [15] to have essentially 

o effect on the conversion rate. To study cases characterized by 

igher content of water vapor, the additional gasification reaction 

nd the water-gas shift reaction should be included in the mecha- 

ism. The Arrhenius expression for reaction i reads 

 i = B i exp (−E i /RT ) . (9) 

he empirical kinetic parameters: pre-exponential factor B i , activa- 

ion energy E i and reaction orders are listed in Table 1 . The reac-

ion term for the gas phase reaction in Eq. (4) is computed as 

˙  k = M k 

n r,gas ∑ 

i =1 

(ν ′′ 
ki − ν ′ 

ki ) r i , (10) 

here ν ′ 
ki 

and ν′′ 
ki 

are the stoichiometric coefficients of gas phase 

pecies k in reaction i on the reactant and product side, respec- 

ively, while n r,gas is the number of gas phase reactions, and r i is 

he rate-of-progress variable (adopting terminology from Ch. 4 in 

35] ), as given in Table 1 . 

Since the particle interior is not included in the current frame- 

ork, it is assumed that all contributions to the reaction rate due 

o internal reactions are accounted for through the apparent ki- 

etic parameters, and that the temperature gradient inside the par- 

icle is small enough to be neglected. Also, the particle is assumed 

o be entirely made of carbon and the model does not incorpo- 

ate particle shrinkage during its conversion. In reality, the parti- 

le size and density are slowly changing as combustion progresses 

38] . However, the typical time of our simulations is much shorter 

han the burnout time of the particle such that the reduction of 

he particle diameter can be considered negligible. 

As stated above, the interior of the particle is not included in 

he computational mesh. The interaction between the solid and 

he surrounding gas is therefore incorporated through the parti- 

le boundary conditions. We will now continue by describing these 

oundary conditions. The species balance at the cylinder surface 

an be expressed as [6] : 

D k 

∂Y k 
∂r 

+ 

˙ m c Y k + 

˙ m k = 0 , (11) 

here 

˙ 
 k = M k 

n r,heter ∑ 

i =1 

(ν ′′ 
ki − ν ′ 

ki ) r i , (12) 

s the production rate of species k due to heterogeneous reactions, 

nd n r,heter is the number of heterogeneous reactions. The char 

onversion rate is given by 
3 
˙ 
 c = −M C (2 k 1 [ O 2 ] + k 2 [ CO 2 ]) 

= −( ˙ m O 2 + 

˙ m CO 2 + 

˙ m CO ) = −
n s,gas ∑ 

k =1 

˙ m k , (13) 

here the final summation is over all gas-phase species. A detailed 

eduction of Eq. (11) can be found in Appendix A . It should be

oted that both ˙ m c and ˙ m k depend on the species concentration 

n the surface, which makes it necessary to solve Eq. (11) in an 

terative manner. Another possibility is to use species production 

ates from the previous time step, this can however lead to nu- 

erical instabilities and non-physical results. Here, we employ a 

imple iterative algorithm to simultaneously find solutions for Y O 2 
nd Y CO 2 

at the surface, while the remaining species are solved for 

irectly. 

Mass conservation at the particle surface requires that (see 

ppendix A ) 
 

k 

(ρY k u + J k ) · ˆ r = 

∑ 

k 

˙ m k = − ˙ m c , (14) 

here ˆ r is the vector normal to the particle surface. From the 

bove equation, and since 
∑ 

k J k · ˆ r = 0 , the boundary condition for 

elocity becomes: 

 r = − ˙ m c /ρ, (15) 

here u r is the outward velocity in the radial direction, corre- 

ponding to the so called Stefan flow. 

Dirichlet boundary condition is employed for the temperature. 

he intention behind the Dirichlet boundary condition for tem- 

erature is to validate the code against the experimental data of 

akino et al. [39] , where the temperature was maintained con- 

tant. The last variable that needs to be defined at the cylinder 

urface is density, which is solved for directly from the transport 

quation and does therefore not require any special treatment at 

he boundary. 

.3. Transport properties 

In simulations of reacting flows, it is common practice to com- 

ute transport coefficients, such as μk , D k and thermal diffusiv- 

ty D th , based on the kinetic theory of gases, as described e.g. in 

34] . This approach, while accurate, significantly increases compu- 

ational cost. This is especially the case for species diffusion coeffi- 

ients for which binary diffusion coefficients need to be evaluated 

rst. In order to maximize computational efficiency, a simplified 

pproach is employed in this work. At the same time, care is taken 

ot to compromise the accuracy of the results. 

The kinetic viscosity is related to temperature through Suther- 

and’s law 

= 

C 1 T 
3 / 2 

ρ(T + C 2 ) 
(16) 

ith constants C 1 = 1 . 52 · 10 −6 kg/m/s/K 

1 / 2 and C 2 = 110 K. The

bove expression is fully applicable to single-component gases. 

owever, if a mixture is dominated by components with similar 
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Table 2 

Polynomial coefficients for heat capacity in the temperature range 10 0 0 K < T < 50 0 0 K . 

species CO CO 2 H 2 O N 2 O 2 

a 1 3.025 4.454 2.672 2.927 3.698 

a 2 1 . 443 · 10 −3 3 . 140 · 10 −3 3 . 056 · 10 −3 1 . 488 · 10 −3 6 . 135 · 10 −4 

a 3 −5 . 631 · 10 −7 −1 . 278 · 10 −6 −8 . 730 · 10 −7 −5 . 685 · 10 −7 −1 . 259 · 10 −7 

a 4 1 . 019 · 10 −10 2 . 394 · 10 −10 1 . 201 · 10 −10 1 . 010 · 10 −10 1 . 775 · 10 −11 

a 5 −6 . 911 · 10 −15 −1 . 669 · 10 −14 −6 . 392 · 10 −15 −6 . 753 · 10 −15 −1 . 136 · 10 −15 

Fig. 1. Kinetic viscosity as obtained using Sutherland’s law ( Eq. (16) ) and multi- 

component approach for the mixture consisting of Y N 2 = 0 . 7292 , Y O 2 = 0 . 05 , Y H 2 O = 

0 . 0 0 08 , Y CO = 0 . 02 and Y CO 2 = 0 . 2 . 
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Fig. 2. Thermal conductivity as obtained using Eq. (17) with Pr = 0 . 9 and multi- 

component approach for the mixture consisting of Y N 2 = 0 . 7292 , Y O 2 = 0 . 05 , Y H 2 O = 

0 . 0 0 08 , Y CO = 0 . 02 and Y CO 2 = 0 . 2 . 

Table 3 

Selected Lewis numbers. 

species CO CO 2 H 2 O N 2 O 2 

Le k 0.78 1.01 0.58 0.7 0.78 
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roperties (as is the case here), Eq. (16) is reduced to a decent ap-

roximation. Furthermore, constants C 1 and C 2 were selected such 

hat for a wide range of temperatures and compositions the kinetic 

iscosity resulting from Eq. (16) is in a good agreement with the 

inetic viscosity determined using the multi-component approach 

i.e. based on kinetic theory). In Fig. 1 , these two methods are com-

ared for a typical composition encountered in the current work. 

or other compositions that are likely to occur, a deviation from 

he kinetic theory remains below 7% for the temperature range 

resented in Fig. 1 . 

The main assumption allowing us to compute the remaining 

ransport coefficients is that the transport coefficients are propor- 

ional to each other, i.e. 

= Pr D th = PrLe k D k , (17) 

ith the constants of proportionality being the Prandtl ( Pr ) and 

ewis ( Le k ) numbers. Such an assumption of constant Prandtl 

nd/or Lewis numbers has successfully been applied in re- 

ent studies on resolved particle devolatilization and combustion 

12,23] . Typically, Pr = 0 . 7 and Le k = 1 for all species are assumed.

his was shown to have a negligible impact on the devolatiliza- 

ion stage when compared with the complex multi-component ap- 

roach [12] . However, in some conditions, the combustion rate 

ight be affected by diffusion coefficients, as will be demonstrated 

n the next section. Therefore, a more careful approach is em- 

loyed, as described below. 

The heat capacity at constant pressure is given by 

 p = 

∑ 

k 

Y k c p,k = 

R 

M 

∑ 

k 

Y k 

5 ∑ 

i =1 

a i T 
i −1 , (18) 

here the polynomial coefficients a i are taken from Gordon and 

cbride [40] and are listed in Table 2 for the relevant temperature 

ange. The heat capacity at constant volume is related to the heat 

apacity at constant pressure through the gas constant, such that 
4 
 p − c v = R/M. (19) 

Using the heat capacity given by Eq. (18) and the thermal dif- 

usivity given by Eq. (17) , the thermal conductivity, defined as 

= c p ρD th , (20) 

s shown in Fig. 2 as a function of temperature for the same mix- 

ure as used in Fig. 1 . In Fig. 2 , the thermal conductivity as ob-

ained using the multi-component approach is also presented. The 

est agreement between these two functions for a wide range of 

ixtures is achieved by setting the Prandtl number equal to 0.9. 

For each species, Le k is chosen such that the resulting diffusion 

oefficient does not differ by more than around 10% from the dif- 

usion coefficient computed based on the multi-component diffu- 

ion approach. This was verified for the full range of compositions 

nd temperatures that are likely to appear in the cases we exam- 

ne. Figure 3 presents a comparison between the diffusion coeffi- 

ients as a function of temperature as computed from Eq. (17) and 

s obtained using the multi-component diffusion. The magnitudes 

f the Lewis numbers leading to these results are listed in Table 3 .

 good agreement between the two approaches is achieved for all 

ransport coefficients ( ν , λ and D k ), which justifies the use of the 

implified approach for the transport coefficients. 

In order to quantify the efficiency gain obtained by simplify- 

ng the formulation of the transport coefficients, a one-dimensional 

ame was simulated for two cases (details regarding the one- 

imensional flame simulations are given in the next section). 

n the first case, transport properties were computed according 
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Fig. 3. Diffusion coefficients as obtained using Eq. (17) (referred to as ‘simplified’) 

and multi-component approach for the mixture consisting of Y N 2 = 0 . 7292 , Y O 2 = 

0 . 05 , Y H 2 O = 0 . 0 0 08 , Y CO = 0 . 02 and Y CO 2 = 0 . 2 . 
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Table 4 

Initial conditions for 1D carbon monoxide 

flame. 

reactant side product side 

Y O 2 0.165 0.0 

Y CO 0.29 0.0 

Y CO 2 0.0 0.455 

Y H 2 O 0.0008 0.0008 

Y N 2 0.544 0.544 

T [K] 298 2000 
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o Eqs. (16), (17) and (20) , while in the second case, a multi-

omponent approach was employed. A comparison of the execu- 

ion time of subroutines responsible for computing transport prop- 

rties revealed that 7.5 times less computational time was required 

or the case in which the simplified approach was used. Further- 

ore, since these subroutines are computationally the most ex- 

ensive (i.e. their execution takes a large fraction of the simulation 

ime), this corresponds to a reduction in the total execution time 

y a factor of 3.4. It should also be noted that the efficiency gain is

ependent on the number of species present in the simulation. The 

eason for this is that one additional nested loop over all species 

ust be executed and a significantly larger number of operations 

ave to be performed to compute transport coefficients based on 

he kinetic theory. In our case, the factor of 7.5 was achieved for 5 

pecies. 

.4. Speed of sound reduction 

Numerical stability of the simulations requires several condi- 

ions to be fulfilled. First of all, a requirement due to convection, 

ften called the CFL condition limits the maximum time step to: 

t ≤ C�x 

max (c s + u ) 
, (21) 

here C is a constant that depends on a numerical scheme (typi- 

ally C ≈ 1 ) and 

 s = 

√ 

γ RT /M (22) 

s the speed of sound and γ = c p /c v . For reacting flows, the length

f the time step and the grid spacing is most often limited by 

hemical scales. However, it turns out that in the case of flows that 

re both reacting and compressible, the resolution requirement due 

o the ratio between viscosity and the speed of sound might be 

ore restrictive. For the particular numerical approach employed 

n the Pencil Code, it has been shown [41] that the grid spacing is

onstrained by 

x < 

βν

c s 
, (23) 

here β ∼ 50 . It follows from Eq. (23) that larger grid spacing, 

nd hence less mesh points, may be used if the speed of sound 

s reduced. A good rule of thumb is that, as long as we are not

nterested in thermo-acoustics, the results are independent of the 

ach number, Ma = u/c s , for all Mach numbers below 0.1. In our 
5 
ase, the Mach number is typically of the order of 10 −3 . The speed

f sound can therefore be reduced by up to two orders of mag- 

itude while still maintaining Mach-independent results. Since the 

ime step is often limited by the CFL condition, which is typically 

he case for lower temperatures, a reduction of the speed of sound 

ould also allow us to use larger time steps. 

In the previous paragraph we showed that a reduction in the 

peed of sound could be very beneficial for the CPU consumption 

f our simulations, and that the effect such a reduction has on the 

esults should be negligible if the Mach number is kept below a 

ertain value. The question now is how the speed of sound can be 

hanged without affecting any other aspect of the results. This is 

one by dividing the gas constant by a factor α2 , such that 

 → R/α2 , (24) 

hich implies that (22) 

 s → c s /α. (25) 

he gas constant is changed consistently for all equations, with the 

xception of Eq. (9) in which the original magnitude of R must be 

sed in order for the reaction rate not to be affected. It should be 

oted that the reduction of R means that c p , c v and λ are also re-

uced by the same factor of α2 , as can be seen from Eqs. (19) to

20) . However, this has no effect on the energy equation as all 

hese reductions cancel out in every term of Eq. (6) . The only term 

hat is affected is the pressure gradient term in the momentum 

quation, since ∇p ∼ c 2 s , which is as intended. 

We will now validate the assumption that a reduction in the 

peed of sound does not affect the main results, except for the 

coustic waves, as long as the Mach number is below 0.1. This 

s done by simulating reacting flows of a one-dimensional car- 

on monoxide flame with three different values of c s . In the base 

ase, the speed of sound was kept unchanged, which resulted in 

a ≈ 0 . 001 , in the other cases the speed of sound was reduced 

y factors of 10 and 50, which led to Ma ≈ 0 . 01 and Ma ≈ 0 . 05 ,

espectively. The initial conditions for these cases are given in 

able 4 , while the one-step mechanism given in Section 2.2 gov- 

rns the flame. 

The resulting temperature and species mass fraction profiles at 

teady state are presented in Fig. 4 , from which it can be seen that

he results are not affected by the speed of sound reduction. Fur- 

hermore, for all three cases, the same flame speed, S L = 14 cm / s , is 

btained. Having verified that the speed of sound can be reduced 

ithout affecting the results, this tactic is employed for all cases 

iscussed in the next section, which resulted in a major reduction 

f CPU power consumption, in particular for those cases where the 

ime-step was not limited by chemical reactions. It is also worth 

entioning that the efficiency gain resulting from the speed of 

ound reduction is very case-dependent. This can be illustrated by 

ubsequently reducing the spatial resolution of the 1D flame sim- 

lation in which the speed of sound was reduced by a factor of 

0 (corresponding to the green line in Fig. 4 ). Despite the fact that 

he maximum grid size, as defined by Eq. (23) , is inversely pro- 

ortional to the speed of sound, it was possible to reduce the res- 

lution only by a factor of ∼3 due to the fact that, for stability rea-



E. Karchniwy, N.E.L. Haugen and A. Klimanek Combustion and Flame 238 (2022) 111880 

Fig. 4. Comparison of temperature and species profiles across the flame obtained before and after the speed of sound reduction. (For interpretation of the references to color 

in this figure legend, the reader is referred to the web version of this article.) 

Fig. 5. Schematic representation of the analyzed case (not drawn to scale). 

s

f

t

d

e

e

s

2

t

l

m

h  

Y  

o

i

s

d

d  

t  

p  

p

t

s

d

 

t

d

fl

n

ons, a certain number of grid points are required across the flame 

ront. It can be therefore concluded, that the speed of sound reduc- 

ion allows one to eliminate the grid size/time step requirement 

ue to the speed of sound in low Mach number flows, but the 

fficiency gain associated with this cannot be quantified in gen- 

ral basis since it depends on other case-specific time and length 

cales. 

.5. Numerical set-up 

The set-up for all simulated cases correspond to the experimen- 

al set-up of Makino et al. [39] and can be summarized as fol- 

ows. A cylindrical particle of 5 mm in diameter is placed in the 

iddle of a 10 cm × 8 cm computational domain. The fluid, which 

as a composition that is typical for air ( Y N 2 = 0 . 77 , Y O 2 = 0 . 23 ,

 H 2 O 
= 0 . 0 0 08 ) enters the domain through one side with a velocity
6 
f 1 m / s in the y −direction. Periodic boundary conditions are spec- 

fied in the two cross-flow directions. Initially, the temperature in- 

ide the domain is everywhere equal to 1280 K. The initial species 

istribution on the ogrid is such that the oxygen mass fraction 

ecreases exponentially from Y O 2 = 0 . 23 at r = r ogrid to Y O 2 = 0 at

he particle surface ( r = r p ), while carbon dioxide is introduced in

lace of oxygen, i.e. Y CO 2 
(r) = Y O 2 (r ogrid ) − Y O 2 (r) . The initial com-

osition on the Cartesian grid is the same as the composition at 

he inlet. Such initial conditions do not reflect the experimental 

et-up and were selected purely to improve stability of simulations 

uring the initial stage. 

For most cases, a grid resolution of 720 x 896 ( x x y direc-

ions) grid points on the Cartesian grid and 208 x 432 ( r x θ
irections) on the ogrid was sufficient to accurately resolve all 

ow features. It should be noted that the ogrid is stretched in a 

on-linear manner in the radial direction. For the resolution given 
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Fig. 6. Comparison of carbon conversion rates as a function of particle surface tem- 

perature. The results for Luo et al. [6] are reproduced from their Fig. 8 . (For inter- 

pretation of the references to color in this figure legend, the reader is referred to 

the web version of this article.) 

Fig. 7. Effective flame radius in a function of temperature. 

Fig. 8. Comparison of temperature profiles along the centerline with and without 

gas-to-gas radiation model. 
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bove this resulted in �r min = 8 . 3 · 10 −4 cm at the particle surface

nd �r max = 6 . 8 · 10 −3 cm at the outer edge of the cylindrical grid.

 schematic representation of the numerical grid together with ini- 

ial condition is presented in Fig. 5 . If the particle temperature 

s relatively low ( T p � 1800 K ) the maximum time-step is limited

o ∼ 10 −7 s by convection, while for higher particle temperatures 

he time-step needs to be reduced to ∼ 10 −8 s due to the shorter 

hemical timescales. 

. Results and discussion 

.1. Implementation of chemistry module - validation 

Various aspects of the Pencil Code have been validated and 

ested a number of times and the results have been published 

n a large number of papers available in the open literature. See 

27] for an overview of some relevant papers. In this work, we 

ave, however, implemented several new methods and approxi- 

ations to speed up the calculations, such as: simplified calcula- 

ion of transport data, simplified global reaction mechanisms, het- 

rogeneous reactions at the particle surface with the overset grid 

ethod, and variable speed of sound. In order to validate the cur- 

ent numerical model beyond the more specific validations pre- 

ented in the previous section, the experimental set-up of Makino 

t al. [39] is reproduced numerically. In the experiment of Makino 

t al., combustion of a graphite rod was studied at different sur- 

ace temperatures, for different air velocities and temperatures. An 

mportant feature of the experiment is that the heat loss from the 

raphite surface due to radiation is balanced by electrical heating, 

uch that a constant particle surface temperature is maintained at 

ll times. As a result, a quasi-steady state is achieved for a rela- 

ively large fraction of the particle conversion time. In the current 

ork, the case characterized by an air temperature of 1280 K and 

 velocity of 102.5 cm/s is analyzed for a range of particle surface 

emperatures. This particular selection of experimental conditions 

as motivated by the fact that the same case was studied numer- 

cally by Luo et al. [6] , who demonstrated that a good agreement 

ith the experimental results can be obtained using the chemical 

echanism given by reactions (R1) –(R3) . Despite the fact that Luo 

t al. also used the Pencil Code, there are two main differences be- 

ween their approach and the approach used in the current work: 

1) Luo et al. used kinetic theory to compute transport coefficients, 

nd (2) their particle was resolved on a Cartesian grid using im- 

ersed boundary conditions for the particle surface. 

Figure 6 presents the carbon conversion rate obtained with the 

urrent numerical approach (green squares) in addition to what 

as found experimentally by Makino et al. [39] (red circles) and 

umerically by Luo et al. [6] (blue circles). In fact, what is shown 

s the conversion rate in the forward stagnation point. Addition- 

lly, kinetic (solid blue line) and diffusion (dotted black line) limits 

or oxidation are also included in Fig. 6 . The first limit corresponds 

o the case of infinitely fast diffusion ( Y O 2 ,sur face 
= Y O 2 , ∞ 

), while the

atter to the reaction rate being controlled by diffusion ( ∼ T 1 / 2 ). 

t can be seen that up to T p = 1200 K, the carbon conversion rate

s governed by kinetics, while around T p = 1600 K the slope cor- 

esponding to the diffusion limit is achieved. There is one more 

imiting slope included in Fig. 6 , which is called ‘flame diffusion’ 

imit. This limit arises due to the fact that at around T p = 1700

 the flame begins to detach from the particle surface. The rea- 

on for this detachment is the large CO production at the surface 

nd its subsequent transport by means of the Stefan flow and dif- 

usion. The result is that most of the O 2 is consumed in the gas 

hase at the position of the flame that is formed away from the 

urface. As a consequence, mostly CO 2 can diffuse to the surface 

nd the carbon conversion is due to the Boudouard reaction (R2) . 

rom the perspective of the oxidation reaction, the oxygen diffuses 
7 
ow towards the flame surface, not the particle surface. This ef- 

ective surface grows proportionally to T g , where the exponent g

an be found by a fitting procedure. This was done in Fig. 7 , from

hich it can be seen that the ‘effective radius’ scales as T 0 . 78 . Here,

he effective radius was computed as the average radial distance 

rom the particle center to the flame, where it was assumed that 

he flame location corresponds to the grid point in which the gas 

hase reaction rate is the highest. The carbon conversion rate in 
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Fig. 9. Contributions to CO production from gasification and oxidation. 
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he diffusion limit is proportional to the product of the mass trans- 

er coefficient ( k i ) and the effective surface: 

˙ 
 c ∼ d 2 p,e f f k i , (26) 

here d p,e f f is the effective diameter of the flame surface. Since 

he mass transfer coefficient scales as k i ∼ D i /d p,e f f and D i ∼ T 1 / 2 

see Eqs. (16) and (17) ), the conversion rate dependence on tem- 

erature becomes: 

˙ 
 c ∼ d 2 p,e f f k i ∼ d p,e f f D i ∼ T 1 / 2 T 0 . 78 = T 1 . 28 . (27) 

his is the flame diffusion limit seen in Fig. 6 , which is reached for

he highest of the studied particle surface temperatures. 

Compared to the experimental results, slightly too low con- 

ersion is obtained for most temperatures. On the other hand, 

ery similar magnitudes of conversion rates were obtained by Luo 

t al. [6] , which indicates that the difference is most probably 

aused by the reaction kinetics. It is in fact common that there 

s no agreement on the reaction kinetics and quite often a number 

f mechanisms are suggested, resulting in different reaction rates. 

he influence of heterogeneous kinetics has already been investi- 

ated by Nikrityuk et al. [42] , who revealed that a factor of 2 or

ven 3 difference in the carbon consumption rate can be expected 

etween different sets of kinetic parameters that are found in the 

iterature. A set of kinetic parameters for surface reactions was also 

roposed by Makino et al. [39] based on their experimental results 

nd the conversion rates resulting from these parameters are pre- 

ented in Fig. 6 (cyan triangles). It can be seen that this yielded a

ignificantly higher carbon conversion rate at high surface temper- 

tures, but did not lead to noticeable difference for T p ≤ 1600 K. 

his could be expected as the gasification reaction is much faster 

n Makino’s mechanism, while there is only a tiny difference in 

he oxidation rates when compared with the mechanism given in 

able 1 . 

Another experimental feature that is not captured properly with 

he current approach is a sudden decrease of the conversion rate 

or surface temperatures around 170 0–180 0 K. This decrease is also 

resent in the results shown in Fig. 6 in Luo et al. [6] (although the

esults in their Figs. 6 and 8 seem to be inconsistent regarding this 

eature). The main difference between their and the present nu- 

erical approach is how the transport coefficients are computed. 

n that respect, our approach is much simpler and, potentially, less 

ccurate. Therefore, a further validation is essential. Such a vali- 

ation was performed using the ANSYS Fluent software, in which 

he same cases were reproduced and the resulting carbon conver- 

ion rates are shown as black x-signs in Fig. 6 [add contours here 

r a plot showing T comparison along centerline]. The Fluent sim- 

lations were performed with the diffusion coefficients calculated 
8 
rom kinetic theory, as was also done by Luo et al. [6] . In addi-

ion, incompressible and steady state flow was assumed. Both as- 

umptions are valid since the Mach number is low and the change 

n particle radius is very slow. As can be seen in Fig. 6 , almost

he same conversion rates were obtained using the complex for- 

ulation for the transport coefficients in ANSYS Fluent as for the 

implified formulation used in the Pencil Code. In particular, the 

onversion rates in both cases are monotonically increasing func- 

ions, i.e. no reduction of the conversion rate was observed around 

 p = 170 0–180 0 K. This verifies that the simplified approach for 

he transport is not responsible for this qualitative discrepancy be- 

ween the experimental results and our numerical results, and al- 

ows us to gain confidence in the predictions of our approach. 

The case that was set up in ANSYS Fluent was also used to es- 

imate the influence of gas phase radiation, which was omitted in 

he energy equation in the Pencil Code. While it is not uncom- 

on to omit gas-to-gas radiation in simulations of conversion of 

esolved char particles, some studies suggest that its effect is non- 

egligible. For example, a significant reduction of the char particle 

urface temperature due to gas phase radiation was observed by 

ichter et al. [16] , especially for cases with high ambient tempera- 

ure. On the other hand, Tufano et al. [12] showed that the effect 

f gas-to-gas radiation on ignition is rather weak. In our study, the 

as phase radiation was accounted for through the Discrete Ordi- 

ates model, and its influence can be seen in Fig. 8 , which com-

ares the temperature distribution along the centerline of the re- 

cting particle for the cases with and without radiation. The case 

ith T p = 20 0 0 K is shown here since the effect of radiation is the

ighest for cases with high particle temperature. It can be seen 

hat the effect on the gas phase temperature field is certainly non- 

egligible in the region behind the particle. Nevertheless, the con- 

ersion rate remained unchanged due to the experiment-imitating 

ssumption of constant temperature at the particle surface and 

irtually no influence of radiation on species concentrations. It 

hould be noted, however, that based on the results presented by 

uo et al. [6] , it is expected that the particle surface temperature 

s unlikely to change by more than a few percent for the cases 

tudied in the present paper, even if heat transfer at the particle 

urface (chemical heat release, conduction, convection and radia- 

ion) was accounted for through the particle boundary condition. 
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Fig. 10. Upper: conversion rates for different diffusion coefficients, lower: contributions from gasification/oxidation to the CO production rate, T p = 1700 K. 
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It still remains to be understood why conversion rate obtained 

ith the Pencil Code (and ANSYS Fluent) does not follow the ex- 

erimental trend when it comes to the dip in carbon conversion 

ate around T p = 1700 K. There exist several physical explanations 

f this trend in the literature, e.g.: it is attributed to the change 

f the effective reaction zone thickness [43] , it is linked with the 

hange of molecular structure of graphite [44,45] , it is caused by 

hermal rearrangement of surface-covering sites, from highly re- 

ctive at low temperatures to less reactive at higher temperatures 

46,47] . Makino et al. [39] argue that the presence of the dip stems

rom the fact that the dominant surface reaction shifts from oxida- 

ion to gasification around T p = 1700 K. The reason for this shift 

s that at low temperatures the oxygen is used to oxidize the car- 

on directly at the surface, while at high temperatures the oxy- 

en is used to oxidize CO in a CO-flame surrounding the particle, 

hile the carbon conversion proceeds through gasification of CO 2 

hat diffuse to the surface from the CO flame. This change in the 

ominant mechanism for CO production at the surface is correctly 

redicted by the Pencil Code, as can be seen in Fig. 9 . However,

he shift is gradual and does not result in the non-monotonicity of 

˙  C (T p ) as suggested by Makino et al. [39] . Another plausible ex- 

lanation for the dip in ˙ m c is that since the shape of the conver- 

ion function depends on the gas phase kinetics, as shown in [48] , 

he kinetic parameters we use might not yield the right behav- 

or. While all the above explanations are probable, it is also pos- 

ible that the results are affected by the measurement method. In 

he experiment, the surface temperature of the rod was measured 

sing two-color pyrometer [49] . These measurements are used to 

ontrol the internal heating that is required to maintain a constant 

emperature of the graphite rod. This method is indirect, it might 

herefore be difficult to precisely measure the surface tempera- 

ure without the results being affected by the surrounding flame. 
p

9 
t relatively low surface temperatures, the flame remains attached 

o the surface, so the difference between the flame and the sur- 

ace temperature is small. However, at temperatures at which the 

rop in the conversion rate is observed, the flame starts detach- 

ng from the rod surface. As such, the flame temperature might 

e significantly higher, giving a false impression of higher surface 

emperature. Since the experiment attempts to maintain a constant 

urface temperature, it is likely that the rod was cooled to lower 

emperature than intended, which resulted in a sudden decrease of 

he conversion rate. These are, however, only conjectures, and the 

eason for the qualitative inconsistency between the experiment 

nd our results might be a combination of several of the above- 

entioned factors. 

.2. Sensitivity analysis 

In order to better understand which parameters that control the 

arbon conversion rate, we have done a series of parameter stud- 

es. The first study investigates the effect of species diffusivity. In 

his respect we varied the diffusivities of O 2 , CO 2 and CO from half

f their original value up to twice the original value, and investi- 

ated how this influenced the solid (carbon) conversion rate. For 

his investigation, we concentrate on the situation where the par- 

icle temperature is 1700 K. 

From the upper panel of Fig. 10 we see that the solid conver- 

ion rate has a strong dependence on diffusivity of O 2 . This is ex- 

ected since higher diffusivity of O 2 will yield a higher transport 

ate of O 2 to the solid, which will then be able to convert (oxidize) 

ore solid. From the lower panel of Fig. 10 we see that increasing 

he oxygen diffusivity results in an increase of both the oxidation 

nd gasification rates of the solid. At first glance, it may look sur- 

rising that even the gasification rate increases with increased O 
2 
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Fig. 11. Oxygen and carbon dioxide mass fractions and temperature profiles in the particle stagnation region as obtained for different diffusion coefficients. 
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iffusivity, but the reason is simply that at the surface temperature 

f 1700 K that we focus on here, we experience a higher surface- 

raction of CO 2 , resulting from oxidation of CO very close to the 

urface. 

Let us now move on to the effect of CO diffusivity. We see from 

he upper panel of Fig. 10 that the solid conversion rate is weakly 

ncreasing with increasing diffusivity of CO. This effect is, how- 

ver, more complicated than that of O 2 diffusivity, as can be seen 

rom the lower panel of Fig. 10 , which shows that solid conversion 

ue to oxidation increases with CO diffusivity, while the opposite 

s true for gasification. To elucidate this behaviour in Fig. 11 , we 

how CO 2 and O 2 concentrations along the y-axis in front of the 

olid. The dashed vertical line in the figure corresponds to the solid 

urface. From the left panel we see that lower CO diffusivity yields 

igher concentration of CO 2 at the surface, which explains why the 

asification rate decreases with increasing CO diffusivity. The rea- 

on for the increased CO 2 concentration at the surface is that a 

ower CO diffusivity moves the flame closer to the surface. Since 

he CO 2 concentration is highest close to where it is produced, 

hich is in the CO flame, this means that the concentration of 

O 2 at the surface is also higher. Studying the gradients of O 2 very 

lose to the surface (right panel) we see that the case with higher 

O diffusivity has a steeper gradient of O 2 very close to the surface. 

or a given O 2 diffusivity, a steeper O 2 gradient results in more 

ransport of O 2 to the surface, and, hence, more solid oxidation. 

Finally, when increasing the diffusivity of CO 2 , we see from 

ig. 10 that the solid conversion rate is actually reduced. This is 

espite the fact that the solid oxidation rate is independent of the 

iffusivity of CO 2 (see the lower panel of Fig. 10 ). The question is

herefore why the solid gasification rate is reduced when the CO 2 

iffusivity is increased. The answer to that question is that for the 

urrent case, which has a solid temperature of 1700 K, the CO 2 is 

lways produced close to the solid surface due to the CO flame not 

eing significantly lifted. Consequently, an increased CO 2 diffusiv- 

ty will tend to transport CO 2 away from the surface, lowering the 

urface concentration, and, by that, reducing the gasification rate. 
u

10 
Another parameter that can influence the carbon conversion 

ate is chemical kinetics, both of surface and gas phase reactions. 

n the following we will proceed by studying the sensitivity of the 

arbon conversion rate to the chemical reactivity. The reactivity 

s varied by changing the pre-exponential factor. First, the surface 

eaction rate is varied. This is done separately for the oxidation 

denoted by R 1 ) and gasification (denoted by R 2 ) reactions. The 

ffect of this variation on the conversion rate can be seen in 

ig. 12 for two different surface temperatures: 1200 and 1800 K. 

For the higher temperature, the conversion rate is almost unin- 

uenced by changes in the oxidation rate, which is due to the fact 

hat at such high temperatures the reaction is controlled almost 

urely by diffusion. This is confirmed in the lower panel of Fig. 12 ,

hich shows that the oxidation rate (R1) variations have no effect 

either on the contribution from oxidation, nor on the contribu- 

ion from gasification. At the same surface temperature, variations 

n the gasification rate (R2) have only a weak effect on the solid 

onversion rate. However, the reason for this is quite different, as 

n this case both contributions from gasification and oxidation are 

ignificantly affected, as can be observed in the lower panel of 

ig. 12 . These two contributions are affected in such a way that 

he increase in the carbon conversion rate due to the higher gasifi- 

ation rate is almost exactly balanced by the decrease in the solid 

onversion rate due to the faster oxidation. 

For T p = 1200 K, the carbon conversion rate is directly propor- 

ional to the change of the oxidation rate (R1), but does not de- 

end on the gasification rate (R2). This is expected since at this 

emperature the surface reaction rates are controlled by kinetics, 

ut the contribution to the solid conversion rate from gasification 

s around two orders of magnitude smaller than the contribution 

rom oxidation. 

The effect of the gas phase kinetics is shown in Fig. 13 , from

hich it is clear that the solid conversion rate is not sensitive to 

he gas phase reaction rate variations, as long as the surface re- 

ctions are controlled by kinetics, i.e. for T p = 1200 K. At higher 

article surface temperatures, the solid conversion becomes faster 

pon decreasing the gas phase reaction rate. This is consistent 
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Fig. 12. upper: conversion rates as obtained for modified surface reaction rates, lower: contributions from gasification/oxidation to the CO production rate. R 1 and R 2 denote 

oxidation and gasification, respectively, and indicate which reaction has been modified, while ox. and gas. denote contribution from oxidation and gasification to the CO 

production rate. 
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ith theoretical predictions of Libby and Blake [50] and Makino 

51] who showed that the solid conversion rate is highest in the 

imit of the gas phase reaction rate approaching zero (so called 

frozen mode’), and lowest in the limit of very fast homogeneous 

eaction rate. This tendency can be linked to the fact that the 

igher the gas phase reaction rate, the more oxygen is consumed 

nside the CO-flame before reaching the particle surface, thus, the 
Fig. 14. CO flame contours, T p = 1800 K, le

11 
ontribution to the combustion rate from oxidation decreases (see 

he lower panel of Fig. 13 ). Furthermore, the flame characteristics 

re also directly linked to the gas phase reaction rate. In partic- 

lar, when the rate is increased, the flame becomes thinner and 

an detach from the particle surface or shift further from the sur- 

ace if it was already detached. This situation can be observed in 

ig. 14 , which presents contours of the CO flame for the cases in 
ft: k 3 , f → 0 . 5 k 3 , f , right: k 3 , f → 2 k 3 , f . 



E. Karchniwy, N.E.L. Haugen and A. Klimanek Combustion and Flame 238 (2022) 111880 

Fig. 13. upper: conversion rates as obtained for modified homogeneous reaction rate, lower: contributions from gasification/oxidation to the CO production rate. 

Fig. 15. Oxygen and carbon dioxide mass fraction profiles along the centerline behind the particle as obtained for different gas phase reaction rates. 

12 
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hich the pre-exponential factor of the homogeneous reaction rate 

as halved and doubled relative to what it was originally. A con- 

equence of the flame moving away from the solid surface is that 

he gradient of oxygen between the flame and the surface becomes 

ess steep, leading to a slower diffusion of O 2 towards the particle. 

his can be observed for T p = 1800 K in Fig. 15 , which shows oxy-

en profiles along the centerline behind the particle. For T p = 1500 

, the flame is much closer to the solid surface, thus the oxygen 

rofiles further away are almost parallel to each other, and the 

ontribution to the combustion rate from oxidation is affected to 

 smaller extent, as seen in the lower panel of Fig. 13 . The situa-

ion is opposite for carbon dioxide, as higher rate of homogeneous 

eaction means more CO 2 that is produced inside the flame and 

aster diffusion of this species to the surface. It is also interesting 

o notice in the right panel of Fig. 15 that for T p = 1500 K the con-

entration of CO 2 at the solid surface is almost the same as the 

oncentration inside the flame, which indicates that the gasifica- 

ion rate is still controlled by kinetics. Therefore, the increase of 

he contribution from gasification is simply caused by the higher 

ass fraction of CO 2 at the surface, not by the diffusion rate as 

as the case for T p = 1800 K. 

. Conclusions 

The goal of this work was twofold, first to formulate an effi- 

ient approach to model resolved solid particle combustion, then 

o understand the relevant physics and sensitivity. For this pur- 

ose, a model within the framework of the Pencil Code was devel- 

ped and validated against experimental and numerical data. Our 

odel is not as advanced as some approaches proposed in the lit- 

rature, but it has a great potential to capture the transient nature 

f char conversion upon further development. Although within this 

tudy the laminar flow over a single particle was analyzed, the 

odel can also be employed in turbulent flow situations. In order 

o achieve high efficiency, an overset grid was used, which allowed 

s to reduce the computational expense without compromising the 

ccuracy. Other features of the numerical approach that have been 

roposed for the sake of efficiency are the speed of sound reduc- 

ion and fitting of the transport coefficients (kinetic viscosity, ther- 

al conductivity and species diffusion coefficients). It was demon- 

trated that the above mentioned actions did not lead to relevant 

hanges in the results for the range of considered conditions. On 

he other hand, the results are in general dependent on the chem- 

cal mechanism and care must be taken to use a mechanism that 

epresents well the examined situation. 

A sensitivity analysis was performed that showed that the solid 

onversion rate can be affected by different parameters (diffu- 

ion coefficients, surface kinetics and gas phase kinetics). Which of 

hese parameters is the most important, depends on whether the 

onversion is controlled by the reaction kinetics or the reactant dif- 

usion. For most of the studied particle surface temperatures, the 

onversion was found to be controlled by the oxygen diffusion to 

he particle (around 1400 < T p < 1800 K) and to the effective flame

 T p > 1800 K) surfaces. Even though in diffusion-controlled condi- 

ions the overall solid conversion rate is only weakly dependent 

n kinetics, the contributions from gasification and oxidation re- 

ctions, as well as the flame structure, might be substantially af- 

ected. 

It is remarkable that the combustion behavior of the solid par- 

icle can be explored in such a detailed manner by employing 

 very simple chemical mechanism. However, a complex mecha- 

ism is needed for a more thorough analysis. At the current stage 

f development, the model presented in this study was validated 

gainst quasi-steady experimental results. In order to explore tran- 

ient phenomena in further studies, it would be necessary to ac- 

ount for the heat transfer at the particle surface, in particular ra- 
13 
iation between the particle and the surrounding gas, and for tem- 

erature gradients inside the particle. Finally, the reason for the 

onversion rate to drop around T p = 1700 K could be explored by 

ncluding models that account for changes in the molecular struc- 

ure of the solid. 
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ppendix A. Derivation of boundary conditions for species 

Species transport equation, 

∂ (ρY k ) 

∂t 
+ ∇ · (ρu Y k + J k ) = ˙ ω k , (A.1) 

an be expressed in integral form as 
 

V 

∂ (ρY k ) 

∂t 
dV + 

∫ 
V 

∇ · (ρu Y k + J k ) dV = 

∫ 
V 

˙ ω k dV. (A.2) 

sing the divergence theorem, Eq. (A.2) becomes 
 

V 

∂ (ρY k ) 

∂t 
dV + 

∫ 
S 

(ρu Y k + J k ) · ˆ n dA = 

∫ 
V 

˙ ω k dV, (A.3) 

here ˆ n is a unit vector normal to the surface. At the particle sur- 

ace all volumetric integrals tend to 0 and a source term due to the 

urface reactions ( ˙ m k ) appears in the place of the volumetric reac- 

ion term ( ̇ ω k ). Also, since the particle is assumed to be perfectly 

ylindrical ˆ n = ˆ r , where ˆ r is a unit normal vector in the radial di- 

ection. After taking all of the above into account, Eq. (A.3) be- 

omes 
 

S 

(ρu Y k + J k ) · ˆ r dA = 

∫ 
S 

˙ m k dA. (A.4) 

sing the fact that for an arbitrary surface 
 

S 

bdA = 

∫ 
S 

cdA ⇔ b = c, (A.5) 

q. (A.4) can be written in a differential form 

ρu Y k + J k ) · ˆ r = 

˙ m k . (A.6) 

umming over all gas phase species one obtains 
 

k 

(ρu Y k + J k ) · ˆ r = ρu r = 

∑ 

k 

˙ m k = − ˙ m C (A.7) 

here it has been used that 
∑ 

k J k · ˆ r = 0 . Here, ˙ m C is a carbon con-

umption rate and u r is the outward velocity of the species mix- 

ure in the radial direction. One can now substitute 

 k = −ρD k ∇Y k , (A.8) 

 · ˆ r = u r = − ˙ m C /ρ (A.9) 

nd 

Y k · ˆ r = 

∂Y k (A.10) 

∂r 
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nto Eq. (A.6) to arrive at the final form of boundary conditions 

or species mass fractions at the particle surface, 

˙ 
 k + 

˙ m C Y k + ρD k 

∂Y k 
∂r 

= 0 . (A.11) 
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