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A B S T R A C T

The primary objective of Zero Emission Buildings (ZEBs) is to achieve net zero emission over the buildings’
lifetime. To achieve this goal, accurate cost-effective emission compensation is needed during the operational
phase. This paper presents a stochastic planning model comprising an emission inventory for the operation
of ZEBs. The operational planning methodology uses stochastic dynamic programming (SDP) to analyze and
represent the expected future cost curve (EFCC) for operation based on the electricity price and accumulated
𝐶𝑂2𝑒𝑞 -inventory during the year. Failing to compensate for net zero emission makes the leftover amount subject
to a penalty cost at the end of the year. This renders the overall problem multi-objective optimization including
emission compensation and cost of operation. The model is applied to a case study of a Norwegian building,
tested for a range of penalty costs for leftover 𝐶𝑂2𝑒𝑞 -inventory. The results show that, for a ZEB, including
emission compensation demonstrates a significant impact on the operation of the building. The penalty cost
puts a limit on how much the operational cost increase for additional compensation should be, influencing the
end 𝐶𝑂2𝑒𝑞 -inventory. Increasing penalty costs decreases the end inventory, and a penalty cost of 10 𝐸𝑈𝑅

𝑘𝑔𝐶𝑂2𝑒𝑞
resulted in zero emission. The case achieving zero emission had an operational cost increase of 4.8% compared
to operating without a penalty cost. This shows the importance of accounting for emissions during the operation
of a ZEB, and the value of having an operational strategy that presents the future impact of operation.
1. Introduction

In the European Union (EU), buildings account for up to 80% of the
total energy consumption [1]. Overall, the building stock amounts to
36% of the total CO2𝑒𝑞-emissions in the EU [1].

1.1. Zero emission buildings

A considerable volume of research has been conducted on new
solutions for Zero Emission Buildings (ZEBs) based on the definition
from the Directive on Energy Performance of Buildings (EPBD) [2].
The Zero Emission Building research center1 has explored how to
increase the market penetration of buildings with low or net zero
greenhouse gas (GHG) emissions over their lifetime [3]. The net zero
emission goal considers the following phases of a building during its
lifetime: construction, materials, operation, and end-of-life [4]. The
critical phase for net zero emission is the operational phase, where
emission compensation is required to cover the other phases [4]. In [5],
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1 https://www.zeb.no.

the authors investigated existing definitions and calculation methodolo-
gies for ZEBs and zero energy buildings, identifying critical issues that
should be addressed for a common ZEB definition and regulation. One
specific issue identified concerned the period of calculating the energy
and emission balance, where most methodologies presented used an
annual balance.

As described and discussed in [6], the operational phase of a ZEB
is affected by building location, energy sources in both the grid and
on-site production, and the design choices for the buildings. It was
observed that the emission compensation realized through the export
of on-site renewable power generation depends on the electricity mix
in the grid.

Most previous research on ZEBs uses annual average CO2𝑒𝑞-
intensities of the grid electricity. The authors in [7] optimized the
design of a school building for different energy technologies, designed
to be a zero energy building. In addition, emission compensation was
included in the analysis through primal energy indicators for each
technology. The results showed how the annual average CO2𝑒𝑞-intensity
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Nomenclature

Index sets

 Set of time steps within a week
𝐺 Set of weeks within the year

Parameters

�̇�𝐵,𝑑𝑐ℎ, �̇�𝐵,𝑐ℎ Discharge/charge capacity for battery
[ kWh

h ]
�̇�𝑀𝑎𝑥 Maximum EV charging capacity [ kWh

h ]
�̇�𝑠ℎ Capacity for space heating radiator [ kWh

h ]
𝜂𝐵𝑑𝑐ℎ, 𝜂

𝐵
𝑐ℎ Discharge/charge efficiency for battery [%]

𝜂𝐸𝑉
𝑐ℎ EV charging efficiency [%]
𝜂𝑃𝑉 Total efficiency for PV system [%]
𝑔𝑟𝑖𝑑 DSO energy tariff for imported energy

[ EUR
kWh ]

CO2𝑒𝑞
𝑛 Expected future cost for point 𝑛 [EUR]

CO2𝑒𝑞
Penalty cost for negative end inventory at
end of year [ EUR

kgCO2𝑒𝑞
]

𝐴𝑃𝑉 PV system area [m2]
𝐶𝑖, 𝐶𝑒 Heat capacity for interior and building

envelope [ kWh
◦C ]

𝐷𝐸𝑉 EV discharge when not connected [kWh]
𝐸𝐵,𝐶𝑎𝑝 Battery storage capacity [kWh]
𝐸𝐵,𝑚𝑖𝑛, 𝐸𝐵,𝑚𝑎𝑥 Battery SoC limits [kWh]
𝐸𝐸𝑉 ,𝐶𝑎𝑝 EV storage capacity [kWh]
𝐸𝐸𝑉 ,𝑚𝑖𝑛, 𝐸𝐸𝑉 ,𝑚𝑎𝑥 Min/Max EV SoC capacity [kWh]
𝐸0
CO2𝑒𝑞

Initial accumulated CO2𝑒𝑞-inventory
[kgCO2𝑒𝑞]

𝐸𝑛,𝑝
CO2𝑒𝑞

Accumulated CO2𝑒𝑞-inventory at point 𝑛
[kgCO2𝑒𝑞]

𝑁𝑃 Number of discrete CO2𝑒𝑞-inventory values
𝑁𝑆 Number of nodes for stochastic variables
𝑅𝑖𝑒, 𝑅𝑒𝑜 The thermal resistance between the

interior-building envelope and building
envelope-outdoor area [

◦C
kWh ]

𝑇 𝑖𝑛,𝑚𝑖𝑛
𝑡 , 𝑇 𝑖𝑛,𝑚𝑎𝑥

𝑡 Lower/upper interior boundary [◦C]
𝑉 𝐴𝑇 Value added tax for purchase of electricity

[p.u]

Decision variables

𝛼𝑓𝑢𝑡𝑢𝑟𝑒𝑒CO2𝑒𝑞 ,𝑠
𝑠
𝑔+1

Expected future cost from end accumulated
CO2𝑒𝑞-inventory [EUR]

𝛾 SOS-2 variables for the expected future cost
curve

𝐸𝐵
𝑡 State of charge for battery at t [kWh]

𝐸𝐸𝑉
𝑡 State of charge for EV at t [kWh]

𝑒CO2𝑒𝑞
End accumulated CO2𝑒𝑞-inventory at cur-
rent decision stage [kgCO2𝑒𝑞]

𝑞𝑠ℎ𝑡 Power usage for space heating at t [ kWh
h ]

from the grid affected the installation of energy carriers, based on net
zero emission targets.

The work in [7] is extended in [8], comparing the use of hourly
CO2𝑒𝑞-intensities from the grid to yearly average for designing a Zero
Emission Neighborhood (ZEN) in Norway. The findings showed that
hourly emission intensity did not change the results significantly com-
2

pared to using yearly average values.
𝑇 𝑖𝑛
𝑡 , 𝑇 𝑒

𝑡 Interior and building envelope temperature
at t [◦C]

𝑦𝐵,𝑐ℎ𝑡 , 𝑦𝐵,𝑑𝑐ℎ𝑡 Power to/from the battery at t [ kWh
h ]

𝑦𝐸𝑉 ,𝑐ℎ
𝑡 Input power to EV at t [ kWh

h ]
𝑦𝑖𝑚𝑝𝑡 , 𝑦𝑒𝑥𝑝𝑡 Energy imported/exported at t [ kWh

h ]
𝑦𝑃𝑉𝑡 Power produced from PV system at t [ kWh

h ]

Stochastic variables

𝛿𝐸𝑉
𝑡 EV connected to building {0, 1}
𝑠𝑝𝑜𝑡
𝑡 Electricity spot price at t [ EUR

kWh ]
𝐷𝐸𝑙

𝑡 Consumer-specific load at t [kWh]
𝑓
CO2𝑒𝑞
𝑡 CO2𝑒𝑞-intensity of electricity at t [ kgCO2𝑒𝑞

kWh ]
𝐼𝐼𝑟𝑟𝑡 Solar irradiation at building at t [ kWh

m2 ]
𝑇 𝑜𝑢𝑡
𝑡 Outdoor temperature at t [◦C]

In recent years there has been a development in the calculation of
CO2𝑒𝑞-intensities from the electrical grid. The authors in [9] calculated
yearly average and marginal emission values for different zones in
Europe based on future scenarios. In [10], average CO2𝑒𝑞-intensities on
an hourly resolution have been calculated for different bidding zones in
Europe, by tracing the origin of electricity back to the generating unit.
Similar work is presented in [11].

A building can be operated by a control system that adjusts flexible
assets to shift their consumption. If the operation considers emis-
sion compensation, the CO2𝑒𝑞-intensities can impact how the flexible
resources are used. A yearly average CO2𝑒𝑞-intensity offers no in-
centive for load shifting within the year, as the only focus for grid
interaction lies in the net exchange over the year. With hourly aver-
age intensities, the timing of grid exchange within the year becomes
more important. Use of flexible assets to adjust the grid interaction
will provide short-term value for emission compensation. Moreover,
hourly average intensities will promote import from the grid when
the electricity mix in the grid has a low CO2𝑒𝑞-intensity, i.e., has a
higher share of renewable energy. Likewise, the export will be more
favorable when there is a high CO2𝑒𝑞-intensity in the grid. The defi-
nition in Norway regarding emission compensation for buildings uses
time-dependent interaction [12], promoting operation considering the
hourly CO2𝑒𝑞-intensity as a means of achieving net zero emission.

1.2. Long-term building operation

In Norway, the optimal yearly strategy for emission compensation
with hourly CO2𝑒𝑞-intensity depends on the season. During winter,
flexible assets can shift electricity import to time steps with lower
CO2𝑒𝑞-intensity, lowering inventory increase. During summer, local pro-
duction can export electricity to reduce the CO2𝑒𝑞-inventory. However,
it is important to find a way of presenting the necessary contribution
during the year, to reach the net zero emission goal. In addition, the
uncertainty in operation needs to be accounted for. Uncertainty within
load demand and local power production creates further uncertainty
in the potential for emission compensation during the year. Providing
the long-term impact of operational strategy is a vital tool for accurate
performance when considering emission compensation, while including
the uncertain impacts.

To the authors’ knowledge, only a few studies consider the use
of long-term price signals to optimize the short-term operation of
buildings. However, this methodology is frequently applied to optimize
the operation of other types of dispatchable assets in the power system,
such as hydropower. Water values have been defined in hydropower
scheduling to represent the future value of storing water in a reser-
voir, created through long-term scheduling models [13]. The generated
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water values can be given as input for short-term scheduling mod-
els to consider the consequences of operation beyond the short-term
horizon [14,15].

For long-term signals of buildings’ operation, different clustering
methods were tested in [16] for a ZEN over a year, finding the optimal
design to achieve zero emission during operation. In [17], a stochas-
tic dynamic programming (SDP) framework calculated and generated
long-term price signals for the operation of a residential building.
Future cost curves were generated to represent the change in future cost
based on a measured-peak grid tariff (MPGT). The MPGT is a cost based
on the highest single-hour peak import over a month. The future cost
curves provided information about the full expected cost change for the
future, balancing costs for increasing peak consumption and benefits
from consumption adjustment with real-time pricing (RTP) costs. The
same model was used in [18] to evaluate the individual value of flexi-
bility from different flexible assets within the residential building using
the same MPGT. The results showed the value of controlling flexible
assets such as a stationary battery, electrical vehicle (EV) charging,
and space heating (SH), and how the assets have different flexibility
contributions.

The SDP framework from [17] could be implemented for the opera-
tion of a ZEB. However, the crucial point to enable this layout would be:
How to tie emission compensation into the future cost curves? For the
operation of a smart residential building, the overall goal is to minimize
the total cost of operation. During operation of a ZEB, it is important to
include both costs of operation and emission together, tying emission
compensation into the objective function through a conversion factor,
making the problem multi-objective. Some previous work has managed
to combine the economic performance with emissions through multi-
objective models. In [19], a planning framework for a local energy
system is proposed, which included conversion factors for emission dur-
ing operation. Emission reduction was focused upon when the authors
in [20] wanted to look at how operating conditions for a cutting process
could be tied to emissions, by using a conversion factor for emission
based on carbon taxes.

The SDP framework can include the impact of emission compensa-
tion through the multi-objective layout, having the future cost curve
based on both cost of operation and the penalty cost from net emission
inventory. If disregarding the penalty cost for emission, the future cost
only represents the expected cost of operation to minimize electricity
cost over the year. Adding the penalty cost results in a future cost
that co-optimizes operational cost and emission compensation. The SDP
framework will generate curves throughout the year to highlight the
penalty for emission at the end, generating a plan of operation to
minimize the multi-objective cost while accounting for the seasonal
variations and current point in time. The operational strategy gener-
ated could be given as input into a short-term operational model, so
the long-term aspect of operation beyond the short-term horizon is
included.

1.3. Our contribution

In this paper, we present a modified version of the SDP framework
derived in [17], adjusted to capture the long-term economic impact
of emission compensation for a ZEB during operation. The goal is
to generate future cost curves showing the cost-optimal operational
plan for achieving zero emission during building operation. The overall
optimization model will be multi-objective, balancing both operational
cost for electricity exchange and a penalty cost at the end of the year
for remaining deviation from zero emission in the CO2𝑒𝑞-inventory. Our
contributions are the following:

• We include the future cost of emission compensation based on
the current CO2𝑒𝑞-inventory in building operation for a ZEB us-
ing SDP. The SDP framework defines an operational strategy
throughout the year for cost-optimal emission compensation
3

• We investigate how the CO2𝑒𝑞 penalty cost for leftover CO2𝑒𝑞-
inventory puts an upper cost limit for emission compensation,
and how a varying penalty cost changes the operational strategy
throughout the year

• We look at how a finer resolution of the CO2𝑒𝑞-intensity gives an
added value to the use of flexible assets within the ZEB, where the
flexible assets are controlled to increase emission compensation
based on the variance in hourly CO2𝑒𝑞-intensity

The remainder of the paper will be organized as follows: Section 2
describes the mathematical formulation of the multi-objective opti-
mization model and the SDP framework. Section 3 will present the
case study, while Section 4 presents and discusses the results and
performance. Finally, a conclusion is given in Section 5.

2. Model description

The overall objective of the presented framework is to minimize the
expected total operational cost of an all-electric residential building,
while taking into account the cost of leftover CO2𝑒𝑞-inventory at the
end of the year. The horizon for this work is the course of a year and
includes seasonal variation in emission compensation.

2.1. Model overview

A long-term operation model for a residential building is used to
optimize the operational strategy of a ZEB over a one-year planning
horizon. As mentioned in Section 1.2, the operating strategy acquired
through the SDP framework can be used as input for a short-term op-
erating model, to reach optimum long-term operation. The scheduling
horizon depends on the long-term targets that the residential building
is expected to reach. For instance, the MPGT investigated in [17] had
a horizon of one month as the tariff was set based on the consumption
over one month. The scope of this work considers a one-year horizon
to capture the seasonal variations of CO2𝑒𝑞-emissions. The problem
is solved for weekly decision stages. For each week, the stochastic
variables are known from the start of the week and throughout the
week. This work considers the following stochastic variables: outdoor
temperature, solar irradiation, electricity prices, hourly CO2𝑒𝑞-intensity,
consumer-specific load and EV availability.

Over the course of a year, we control the flexible assets within the
building to adjust the import and export of electricity from the electric-
ity grid in each week. The exchange of electricity directly impacts the
CO2𝑒𝑞-inventory, which is supposed to be net zero, otherwise a penalty
should be paid for the leftover emission. The objective over the year
is to minimize the total operating cost from the import and export of
electricity, and the cost associated with the emission penalty:

𝑚𝑖𝑛E{
8760
∑

𝑡=1
[𝑠𝑝𝑜𝑡

𝑡 ⋅ (𝑦𝑖𝑚𝑝𝑡 − 𝑦𝑒𝑥𝑝𝑡 ) + 𝑔𝑟𝑖𝑑 ⋅ 𝑦𝑖𝑚𝑝𝑡 ] +𝛷(𝑒CO2𝑒𝑞
)} (1)

𝛷(𝑒CO2𝑒𝑞
) represents the cost for leftover accumulated emissions

throughout the year. The inventory variable 𝑒CO2𝑒𝑞
keeps track of the

emissions we receive during import of electricity from the grid, and
the emissions compensated when exporting to the grid. A negative
𝑒CO2𝑒𝑞

inventory means that we have compensated more than we have
acquired from import, while a positive inventory implies that we need
to increase compensation to reach net zero emission at the end. The
cost function for emission inventory is shown in Eq. (2), where we put a
cost on having insufficiently compensated to reach our target emission
inventory, 𝑋. Any extra emission compensated gives no further benefit,
whereas any leftover emission results in a cost based on the leftover and
the penalty cost CO2𝑒𝑞

.

𝛷(𝑒CO2𝑒𝑞
) =

{

CO2𝑒𝑞
⋅ (𝑒CO2𝑒𝑞

−𝑋), if 𝑒CO2𝑒𝑞
≥ 𝑋

(2)

0, otherwise
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As the 𝑒CO2𝑒𝑞
is varying throughout the year and the initial value

per week changes the strategy, this variable is coupled in time. With
the time-coupling of the inventory, the optimization problem has a
dynamic nature, making the overall problem in Eq. (1) a multi-stage
stochastic optimization problem.

We apply SDP to solve the multi-stage stochastic optimization prob-
lem. With the use of dynamic programming, representing the expected
future cost as a piecewise-linear cost curve, the overall problem can be
decomposed into weekly deterministic subproblems. Each scenario per
week comprises a unique subproblem to be solved. The SDP framework,
further explained in Section 2.5, is solved in a backward procedure; we
start at the last week of the year, and analyze backwards to the start of
the year. With a backward procedure, we generate an operating strat-
egy for each week that captures the future consequences, represented
by expected future cost curves (EFCCs).

Using the SDP framework presented in [17] to find the optimal
strategy for emission compensation allows us to decouple the year into
multiple stages. Decoupling into stages decreases the complexity of
each unique case that must be run. However, having too many stages
or very high levels of detail in the future cost curves can lead to high
run time. Another advantage of the SDP framework is the possibility
to include uncertainty in the problem, which the clustering method
from [16] did not include.

To enable coupling between the decision stages, we formulate a
set 𝑔 that contains information regarding everything that is carried
over between decision stages. Within this set lies two subsets; 𝑆,𝑔
contains information on stochastic variables for the decision stage 𝑔,
while 𝑃 ,𝑔 comprises the state variables in the optimization problem
for formulating the future cost curve. The state variables comprise the
discrete number of points for initial CO2𝑒𝑞-inventory for each week
that we investigate to find the change of the future cost curve with
changing inventory values. The range of the discrete initial CO2𝑒𝑞-
inventories provides a good overview of what strategy one should
implement during the year, both when the inventory is very negative
or positive. Combined, a decomposed decision problem is defined by
both subsets 𝑠𝑠𝑔 , 𝑠

𝑝
𝑔 ∈ 𝑔 , which indicates that, for a decision stage 𝑔,

we analyze for a specific scenario and state variable for all combina-
tions. State variables and the EFCC for each decision problem will be
explained in Section 2.4.2, while the stochastic variables are described
in Section 2.2.

2.2. Stochastic behavior

The stochastic scenarios that can occur throughout the year increase
the complexity of the overall problem. In addition, uncertainty within
weather has a serial correlation. This serial correlation makes it difficult
to use a backward procedure, as history defines the current scenarios.
To deal with the serial correlation, the scenarios are treated as a Markov
decision process (MDP) using discrete states per scenario. The MDP
assumes that scenarios are memoryless, meaning they have no informa-
tion concerning how they got here, but do have information about their
next scenario transition and the corresponding probabilities [21,22].
The MDP with the SDP framework makes the backward procedure
possible. The coupling between the decision stages and scenarios is
implemented as shown in Fig. 1, where a given scenario only contains
and considers information on the future scenarios that can occur.

The scenarios represented in Fig. 1 are based on MDP behavior.
For each decision stage, we have a finite number of discrete scenarios
𝑠𝑠𝑔 ∈  that can occur. Each of these scenario nodes contains values
for the stochastic variables in the decomposed decision problem, each
having a unique characteristic of the stochastic input. The transition
probability 𝜌(𝑔, 𝑠𝑠𝑔|𝑠

𝑠
𝑔−1) of transitioning from scenario node 𝑠𝑠𝑔−1 to 𝑠𝑠𝑔

during week 𝑔 − 1 to 𝑔 is based on the probability function value
between the two scenarios.
4

Fig. 1. Illustration of the scenario coupling between stage transition.

2.3. Decision stages

A given decision week 𝑔 has an hourly time resolution. For each
hour, the electricity demand must be met through exchange with the
grid and the use of flexible assets to adjust consumption. At the start
of each week, the electricity prices from the grid and all stochastic
variables are assumed to be known. The flexible assets have identical
start and end values on their energy levels for each decision stage,
which for this problem includes a battery, EV, and indoor temperature.
This simplification is introduced to ensure that the decision stage
transition is feasible with equal values during transition, as their change
in energy level and the corresponding future impact is not included in
the future cost curve.

2.4. Decomposed decision problem

The decomposed decision problem is formulated as an optimization
model for operating a ZEB with bi-directional power flow to the power
grid. Different flexible assets are being controlled by the optimization
model, so the flow of electricity within the building can be adjusted
accordingly. The presented optimization model operates for a single
deterministic stage of the overall SDP framework, for a given decision
stage 𝑔, scenario 𝑠𝑠𝑔 , and initial CO2𝑒𝑞-inventory from the state variable
𝑠𝑝𝑔 .

Within the building, there are several assets that the optimization
model can control: a battery energy storage system (BESS), an EV
charger, indoor space heating, and a roof-mounted photovoltaic (PV)
system. Each flexible asset is modeled as a constraint-based asset,
meaning they cannot operate outside of their given boundaries. The
non-flexible electric-specific demand and heat demand for the water
tank are assumed to be non-shiftable loads 𝐷𝐸𝑙

𝑡 , in which their demand
must be met at all time steps.

2.4.1. Objective function
The objective function for the multi-objective problem is to min-

imize the total electricity cost for the end-user, while considering
the expected future cost 𝛼𝑓𝑢𝑡𝑢𝑟𝑒𝑒CO2𝑒𝑞 ,𝑠

𝑠
𝑔+1

associated with the accumulated
CO2𝑒𝑞-inventory at the end of the stage. The cost is then tied to the
time-dependent energy demand for the ZEB, RTP, CO2𝑒𝑞-intensity over
the stage, and the initial CO2𝑒𝑞-inventory from the start of the week.

𝑚𝑖𝑛{
∑

𝑡∈
[𝑠𝑝𝑜𝑡

𝑡 ⋅ (𝑦𝑖𝑚𝑝𝑡 − 𝑦𝑒𝑥𝑝𝑡 ) + 𝑔𝑟𝑖𝑑 ⋅ 𝑦𝑖𝑚𝑝𝑡 ] + 𝛼𝑓𝑢𝑡𝑢𝑟𝑒𝑒CO2𝑒𝑞 ,𝑠
𝑠
𝑔+1

} (3)
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2

t
p

0

𝐸
t

2.4.2. Emission compensation and future cost
The constraints regarding emission compensation and the setup for

the expected future cost are presented in (4a) to (4e). The accumu-
lated CO2𝑒𝑞-inventory for this stage is showcased in (4a), where the
accumulated inventory is based on the initial inventory value, and the
sum of import and export with the time-dependent CO2𝑒𝑞-intensities in
the grid. The accumulated total sets the expected future cost variable
𝛼𝑓𝑢𝑡𝑢𝑟𝑒𝑒CO2𝑒𝑞 ,𝑠

𝑠
𝑔+1

in (4b).

The 𝛼𝑓𝑢𝑡𝑢𝑟𝑒𝑒CO2𝑒𝑞 ,𝑠
𝑠
𝑔+1

variable is set up using SOS-2 variables for the

discrete values 𝐸𝑛,𝑝
CO2𝑒𝑞

𝑛 ∈ 𝑃 to create a piecewise-linear cost curve
based on the accumulated CO2𝑒𝑞-inventory [23], named expected future
cost curve (EFCC). The EFCC is made up of a number of discrete
end CO2𝑒𝑞-inventories, and a corresponding future cost based on the
emission inventory, representing the expected future cost for the re-
maining period of the year. Uncertainty from future scenario nodes
described in Fig. 1 is included, as the weighted cost is displayed in the
EFCC. The EFCC is generated through the SDP framework, presented in
Section 2.5.

𝑒CO2𝑒𝑞
= 𝐸0

CO2𝑒𝑞
+
∑

𝑡∈
(𝑦𝑖𝑚𝑝𝑡 − 𝑦𝑒𝑥𝑝𝑡 ) ⋅ 𝑓

CO2𝑒𝑞
𝑡 (4a)

𝛼𝑓𝑢𝑡𝑢𝑟𝑒𝑒CO2𝑒𝑞 ,𝑠
𝑠
𝑔+1

=
∑

𝑛∈𝑃

𝛾𝑛 ⋅ 
CO2𝑒𝑞
𝑛 (4b)

𝑒CO2𝑒𝑞
=

∑

𝑛∈𝑃

𝛾𝑛 ⋅ 𝐸
𝑛,𝑝
CO2𝑒𝑞

(4c)

∑

𝑛∈𝑃

𝛾𝑛 = 1 (4d)

𝛾𝑛 ≥ 0 ∀𝑛, 𝑆𝑂𝑆-2 (4e)

2.4.3. Energy balance
The energy balance for the electrical system in the building is given

in (5). This includes import and export of electricity, local production
from PV, charge and discharge from the BESS, load from SH and EV
charging, and the non-elastic electrical demand.

𝑦𝑖𝑚𝑝𝑡 − 𝑦𝑒𝑥𝑝𝑡 + 𝑦𝑃𝑉𝑡 + 𝑦𝐵,𝑑𝑐ℎ𝑡 = 𝐷𝐸𝑙
𝑡 + 𝑦𝐸𝑉 ,𝑐ℎ

𝑡 + 𝑞𝑠ℎ𝑡 + 𝑦𝐵,𝑐ℎ𝑡 ∀𝑡 (5)

2.4.4. Electric vehicle
The EV system is formulated as shown in Eqs. (6a) to (6c). The

EV has a uni-directional charging capability at a continuous rate, and
availability for charging is given by the stochastic variable 𝛿𝐸𝑉

𝑡 . During
time steps where it is not at the building, a constant discharge 𝐷𝐸𝑉

from the EV battery is occurring to simulate discharge from driving.
The EV battery has a specified state-of-charge (SoC) range given in Eq.
(6c), which is time-dependent to enable time-specific SoC preferences.

𝐸𝐸𝑉
𝑡 − 𝐸𝐸𝑉

𝑡−1 = 𝑦𝐸𝑉 ,𝑐ℎ
𝑡 𝜂𝐸𝑉

𝑐ℎ 𝛿𝐸𝑉
𝑡 − 𝐷𝐸𝑉 (1 − 𝛿𝐸𝑉

𝑡 ) ∀𝑡 (6a)

0 ≤ 𝑦𝐸𝑉 ,𝑐ℎ
𝑡 ≤ �̇�𝑀𝑎𝑥 ∀𝑡 (6b)

𝐸𝐸𝑉 ,𝑚𝑖𝑛
𝑡 ≤ 𝐸𝐸𝑉

𝑡 ≤ 𝐸𝐸𝑉 ,𝑚𝑎𝑥
𝑡 ∀𝑡 (6c)

2.4.5. Battery energy storage system
The building has a bi-directional stationary battery available, which

is controllable based on Eqs. (7a) to (7d). Power flow can be operated
both ways at a continuous rate, where the limitation lies in power
capacity and storage capacity. The storage capacity has a range to
ensure optimal operation without damaging the battery.

𝐸𝐵
𝑡 − 𝐸𝐵

𝑡−1 = 𝑦𝐵,𝑐ℎ𝑡 𝜂𝐵𝑐ℎ −
𝑦𝐵,𝑑𝑐ℎ𝑡

𝜂𝑏𝑑𝑐ℎ
∀𝑡 (7a)

0 ≤ 𝑦𝐵,𝑐ℎ𝑡 𝜂𝐵𝑐ℎ ≤ �̇�𝐵,𝑐ℎ ∀𝑡 (7b)

0 ≤ 𝑦𝐵,𝑑𝑐ℎ𝑡 ≤ �̇�𝐵,𝑑𝑐ℎ ∀𝑡 (7c)

𝐸𝐵,𝑚𝑖𝑛 ≤ 𝐸𝐵
𝑡 ≤ 𝐸𝐵,𝑚𝑎𝑥 ∀𝑡 (7d)
5

m

.4.6. Photovoltaic system
A roof-mounted PV system is connected to the electrical system

hrough a controllable system that allows the possibility to decrease
ower output if necessary.

≤ 𝑦𝑃𝑉𝑡 ≤ 𝐴𝑃𝑉 ⋅ 𝜂𝑃𝑉 ⋅ 𝐼𝐼𝑟𝑟𝑡 ∀𝑡 (8)

2.4.7. Space heating
SH of the building is formulated in (9a) to (9d). Heating of the

building is done through an electric radiator with continuous output
up to the rated capacity. Heat dynamics are represented as a grey-
box model, so the physical behavior is formulated through linear
state–space models [24,25].

The SH dynamics are presented as a 2R2C model, dividing the
system into three thermal zones: the interior or indoor of the building,
the envelope, and the outdoor area. The heat dynamics of the building
are modeled without considering internal gains, solar gains or other
heating gains except for a radiator. The control system can measure the
interior, envelope and outdoor temperature, and operate the radiator to
regulate the indoor temperature accordingly.

0 ≤ 𝑞𝑠ℎ𝑡 ≤ �̇�𝑠ℎ ∀𝑡 (9a)

𝑇 𝑖𝑛,𝑚𝑖𝑛
𝑡 ≤ 𝑇 𝑖𝑛

𝑡 ≤ 𝑇 𝑖𝑛,𝑚𝑎𝑥
𝑡 ∀𝑡 (9b)

𝑇 𝑖𝑛
𝑡 − 𝑇 𝑖𝑛

𝑡−1 =
1

𝑅𝑖𝑒𝐶𝑖
[𝑇 𝑒

𝑡−1 − 𝑇 𝑖𝑛
𝑡−1] +

1
𝐶𝑖

𝑞𝑠ℎ𝑡 ∀𝑡 (9c)

𝑇 𝑒
𝑡 − 𝑇 𝑒

𝑡−1 =
1

𝑅𝑖𝑒𝐶𝑒
[𝑇 𝑖𝑛

𝑡−1 − 𝑇 𝑒
𝑡−1] +

1
𝑅𝑒𝑜𝐶𝑖

(𝑇 𝑜𝑢𝑡
𝑡−1 − 𝑇 𝑒

𝑡−1) ∀𝑡 (9d)

2.5. Solution strategy

Algorithm 1: The SDP algorithm to generate EFCCs per decision
stage.
1 for 𝑔 = , − 1, .., 1 do
2 for 𝑛 ∈ 𝑃 do
3 𝐸0

CO2𝑒𝑞
← 𝐸𝑛,𝑝

CO2𝑒𝑞

4 for 𝑠𝑠𝑔 ∈ 𝑆 do
5 {𝑠𝑝𝑜𝑡

𝑡 , 𝐷𝐸𝑙
𝑡 , 𝑓

CO2𝑒𝑞
𝑡 , 𝛿𝐸𝑉

𝑡 , 𝐼𝐼𝑟𝑟𝑡 , 𝑇 𝑜𝑢𝑡
𝑡 } ← 𝛤 (𝑔, 𝑠𝑠𝑔)

6 CO2𝑒𝑞
𝑖 ← 𝛷(𝑖, 𝑠𝑠𝑔 , 𝑔 + 1) for 𝑖 = 1..𝑃

7 𝑠𝑠𝑔 ,𝑛 ← 𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑒 (3) − (9)

8 for 𝑠𝑠𝑔−1 ∈ 𝑆 do
9 𝛷(𝑛, 𝑠𝑠𝑔−1, 𝑔) =

∑𝑆
𝑠𝑠𝑔=1

𝑠𝑠𝑔 ,𝑛 ⋅ 𝜌(𝑔, 𝑠
𝑠
𝑔|𝑠

𝑠
𝑔−1)

To find the optimal strategy for minimizing electricity cost while
performing emission compensation, the SDP algorithm showcased in
Algorithm 1 is used in a backwards procedure, starting at the last stage
of the horizon. The presented SDP algorithm will for every decision
stage 𝑔 ∈ , every discrete point of the state variable 𝑛 ∈ 𝑃 , and
every scenario 𝑠𝑠𝑔 ∈ 𝑆 optimize the decision problem described in
Section 2.4 and calculate the economic performance. For each state of
an initial CO2𝑒𝑞-inventory and scenario given a decision stage 𝑔, we
realize the stochastic variables with scenario-specific values from 𝛤 in
line 5. In line 6, the EFCC for the next decision stage 𝑔 + 1 is specified.
For the initial case of 𝑔 = , the EFCC is made up of a discrete number
of states from Eq. (2). Using these values as input, the multi-objective
problem is solved in line 7 to find the objective function value, which
is the total cost from that stage and the expected future cost based on
emission compensation.

As discussed earlier, transition between stages must be feasible.
Therefore, the flexible assets and their energy levels 𝑇 𝑖𝑛

𝑡 , 𝑇 𝑒
𝑡 , 𝐸𝐸𝑉

𝑡 and
𝐵
𝑡 , have a constant start/end condition that must be encompassed by

he optimization problem. For SH, a high penalty cost is included for

issing the target, but is not included in the EFCC calculation.
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The objective function results in line 7 are part of what makes up the
EFCC points 𝛷(𝑛, 𝑠𝑒𝑔−1, 𝑔) for 𝑛 ∈ 𝑃 . The EFCC values are calculated in
lines 8–9, where each specific state variable point is derived. The future
cost for a given state variable node 𝑛 is calculated as the weighted
future cost value for all scenarios that can occur in stage 𝑔, which

ill be representing this stage and state variable for stage 𝑔 − 1. The
uture cost connects stage 𝑔−1 to stage 𝑔, coupling the stage transition

as shown in Fig. 1. We use the transition probabilities 𝜌(𝑔, 𝑠𝑠𝑔|𝑠
𝑠
𝑔−1) to

ind the weighted future cost based on the current scenario node from
− 1. After finding the weighted future cost for each scenario and for
ll discrete state variables, the complete EFCC is calculated.

After calculating the EFCC for a given stage, the next stage 𝑔 − 1 is
alculated with the new EFCCs as input for this stage, until arriving
t the first stage of the problem. All the generated EFCCs provide
n overview of the future cost with a change of operational strategy,
apturing the long-term effects of emission compensation at the current
ime of the year.

. Case study

The model presented has been applied to a residential building
ocated in Southern Norway. This single-family house (SFH) has a
ontrol system for the flexible assets, and tracks the import and export
f electricity and the corresponding hourly average CO2𝑒𝑞-intensity in
he grid. The period analyzed is the year 2017, with an hourly time
esolution per week over 52 weeks and historical data making up the
tochastic variables.

The SFH house is assumed to be part of a ZEN, and that only the
ommunity has any limitations on the export of electricity. The demand
n the ZEN is assumed to be significant enough that our ZEB can export
lectricity to any neighboring building without causing any potential
arm to the whole electricity system.

.1. Building structure

.1.1. PV system
The PV system on the roof has an installed capacity of 18.6 kW,

hich is connected to an MPP inverter with a combined constant
onversion and MPP efficiency at 95% [26].

.1.2. Inelastic consumer demand
The inelastic demand originates from two sources: The passive

nd user-specific electric-specific electricity consumption, and demand
rom passive domestic hot water (DHW) consumption. The DHW-
onsumption profile is based on the measurement of 49 water heaters
t Norwegian households through the ‘‘Electric Demand Knowledge -
lDek’’2 research project by SINTEF Energy Research [27].

.1.3. Heat dynamics
The heat dynamics of the building are represented as a single-room

uilding with a 2R2C layout. The characteristics of the building are
ased on observed values from the Living Lab building built by FME
EB and NTNU [28,29]. The Living Lab is a pilot project used to
tudy various technologies and design strategies with the overall goal
f reaching the zero emission target and analyzing thermo-physical
roperties [30]. Heating is performed through a 3 kW radiator which
an operate continuously. The control system operates the radiator to
eep the indoor temperature between 20–24 ◦C, based on the work
n [31].

.1.4. Stationary battery
The stationary battery is from SonnenBatterie [32] with a rated

ower input/output of 2.5 kW measured at the output of the inverter.
he installed capacity is at 10 kWh, with a tolerated SoC set at between
0%–100% SoC. The round-trip efficiency is set to 85% from [33].

2 https://www.sintef.no/prosjekter/eldek-electricity-demand-knowledge/.
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3.1.5. Electric vehicle
A 24 kWh EV is selected for this study, with an operational range

between 20%–90% of total capacity at all times. At departure, the SoC
must be between 60%–90% as a countermeasure to range anxiety. The
EV consumes electricity from the battery during the time it is offline to
simulate driving. For each day, the EV is assumed to leave at 9 AM and
arrive at 5 PM, which was found to be the expected departure/arrival
time during weekdays for EVs in Norway [34], with an hourly average
discharge rate at 𝐷𝐸𝑉 = 1.08 kWh. Moreover, the authors of [35] found
small changes on arrival time between weekdays and weekends, and
thus we assume the same departure/arrival time for the weekend.

3.1.6. Initial conditions
As mentioned in Section 2.5, the following variables have been

given a start/end value to enable a feasible stage transition: 𝑇 𝑖𝑛
0 = 22

C, 𝑇 𝑒
0 = 20 ◦C, 𝐸𝐸𝑉

0 = 14.4 kWh, 𝐸𝐵
0 = 5 kWh.

3.1.7. Grid tariff cost
The residential building is assumed to have an energy-only grid

tariff with the local DSO, in this case being Ringerikskraft [36]. The
total volumetric cost for purchasing electricity in 2017 was at 0.03572
EUR
kWh when including both the consumer energy cost and grid tariff cost,
plus 25% VAT. The RTP cost of electricity comes in addition to this.

3.1.8. CO2𝑒𝑞-intensity and electricity cost
This work has used hourly average CO2𝑒𝑞-intensities acquired by the

methodology presented in [10], to analyze the average intensities in a
selection of bidding zones in NordPool. The method was extended to
consider 36 bidding zones, and the input data were generalized to allow
the possibility of acquiring data for multiple years. This work utilizes
the average intensities for NO2 during the year 2017. The RTP used
for the analysis are also for the year 2017 and NO2, acquired from
NordPool [37].

3.2. Scenario generation

The control system together with the SDP algorithm allows the
possibility for multiple input data to be uncertain in the period of
operation. To limit the range of uncertainty, the work here considers
uncertainty within weather effects, more specifically the outdoor tem-
perature and solar irradiation. Information such as electricity price,
CO2𝑒𝑞-intensity, EV departure/arrival time, and electric-specific de-
mand is considered deterministic for the year. Multiple scenarios in
electricity price and CO2𝑒𝑞-intensity would affect the EFFCs as they
show the weighted future cost. For EV departure/arrival, different
scenarios would influence the timing of charging. However, as found
in [18], the EV has long periods where it can charge between traveling,
and thus could more easily load-shift to more convenient time steps.
Varying electric-specific demand scenarios would influence the total
demand and need for compensation, and could lead to more need to
peak-shave with the BESS in hours with higher CO2𝑒𝑞-intensity.

In total, three scenarios per week have been generated. The three
scenarios are based on a normal distribution of the weather effects,
with the mean and standard deviation as the discrete scenarios. With a
normal distribution, the probability distribution is at 𝜌𝜇 = 68.2%, 𝜌𝜎 =
15.9% for the three scenarios. The probability distribution for the future
scenario nodes is the same regardless of the current operating scenario.

Data for the weather effects have been obtained from Renew-
ables.ninja [38]. This website offers country-level data on an hourly
time resolution for the period of 1980–2019 using the MERRA-2 tool
[39], in which a population-weighted factor for the data was chosen for
Norway. The historical data were then used to create hourly normal
distributions on both outdoor temperature and solar irradiation, to
generate three discrete scenarios per week, consisting of the mean and
the standard deviation in both directions.

https://www.sintef.no/prosjekter/eldek-electricity-demand-knowledge/
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3.3. Model cases

The scope of this work is to investigate the operational strategy
for a ZEB with a goal of achieving net zero emission. To achieve zero
emission, a cost-optimal strategy regarding CO2𝑒𝑞-inventory over the
course of the year must be generated. Through generated EFCCs with
the SDP framework, we find the cost-optimal strategy on emission
compensation for each decision week. To obtain an accurate description
of the EFCC, the state variables are made up of 400 discrete points,
with step sizes of 1 kgCO2𝑒𝑞 in the boundary −200 to 200 kgCO2𝑒𝑞 .
With three scenarios and a total of 52 weeks, the total number of
combinations to analyze amounts to 62,400 per case. In addition, we
seek to analyze how the penalty cost for leftover emission plays a
role in the operational strategy. The penalty cost will put an upper
limit on the cost increase for emission compensation, and affect the
end inventory at the end of the year. Therefore, the analysis will
investigate the SDP framework for multiple penalty cost values. The
penalty costs considered are between 0 and 10 EUR

kgCO2𝑒𝑞
. In comparison,

the highest cost for CO2𝑒𝑞-quotas in 2019 was at 0.029 EUR
kgCO2𝑒𝑞

[40].

Putting a penalty cost up to 10 EUR
kgCO2𝑒𝑞

, will result in operation where
net zero emission is the most crucial goal and electricity prices play a
smaller role. Another work has explored a price interval for external
compensation of CO2𝑒𝑞 between 0 to 2 EUR

kgCO2𝑒𝑞
[8].

The impact of the penalty costs will be investigated in a simulation
phase, where the economic performance over a year is analyzed week
by week sequentially. We investigate the yearly performance 1000
times, each year with different scenario combinations. The initial start
inventory is at 0 for each year.

In addition to the Norwegian case, we will compare the performance
of this model and framework for the Danish bidding zone DK1. The
comparison will provide a sensitivity analysis on how the strategy is
influenced by location and temporal changes. For the Danish case, we
have the same range of penalty costs, and a step size of 10 kgCO2𝑒𝑞
between −1000 to 3000 kgCO2𝑒𝑞 . Input data for the weather are from
the same source as for the Norwegian case, and the same regarding
electricity and hourly CO2𝑒𝑞-intensities, adjusted for the DK1 bidding
zone.

4. Results & discussion

This section presents the results from the case study, and discusses
the contributions and implications the results provide. As described in
Section 2.5, the SDP framework generates expected future cost curves
(EFCCs) for each stage during the course of a year. These curves
represent the future costs for increased emission compensation, based
on the CO2𝑒𝑞-inventory. The future cost for compensation is influenced
by the penalty cost at the end of the year, setting the threshold for
how costly a marginal compensation increase should be. Either the
compensation is performed through shifting load consumption, or it is
dealt with at the end of the year as a penalty. Therefore, the penalty
cost is crucial to the operational strategy throughout the year.

The results of the operational strategy from the EFCCs are presented
in Section 4.1. Furthermore, the economic performance alongside net
CO2𝑒𝑞-inventory is found in Section 4.2, while the operational perfor-
mance is showcased in Section 4.3. Finally, the performance for the
Danish case study in DK1 will be investigated in Section 4.4.

4.1. Generation of expected future cost curves

The higher the penalty cost at the end of the year, the more the
EFCC reflects the value of emission compensation throughout the year.
Therefore, the future presents an opportunity to co-optimize opera-
tional cost and emission compensation. To illustrate the behavior of the
curves over the whole year, and make them comparable, the EFCCs will
be presented as marginal EFCCs (MEFCCs) in this section. The MEFCCs
7

Fig. 2. MEFCCs for different penalty costs at week 0.

represent the marginal future cost of higher emission inventory, which
is also the future cost saving if emission compensation is used to
decrease the inventory marginally. Fig. 2 shows the MEFCCs for week
0 (which is the start of the year), for different penalty costs.

The MEFCCs in Fig. 2 capture how the future cost is affected by
the change in CO2𝑒𝑞-inventory, and that the inventory highly affects
the marginal cost for emission compensation. On the far left of the
figure, the marginal cost for inventory is 0. This 0 marginal cost is
tied to the CO2𝑒𝑞-inventory being at a satisfying level, where no future
compensation that would increase cost of operation is needed to reach
net zero emission. However, as the inventory increases, the net zero
emission goal cannot be met without changing the operational strategy
to include emission compensation during the year.

For a non-zero marginal value on the MEFCCs, the future cost
portrays the expected future cost for the marginal CO2𝑒𝑞-inventory
increase. Some time in the future, there is a potential opportunity
to increase compensation to decrease the inventory. This compen-
sation opportunity and the corresponding cost are presented as this
marginal cost, which we compare to the increased cost of increasing
compensation at the current decision stage we are in. The optimization
model finds the cost-optimal decision: Wait for the future, or adjust
the operational plan now to increase compensation. For an increasing
inventory, the marginal future cost increases, due to the increased emis-
sion compensation that is needed in the future for reaching net zero
emission. Based on the current inventory, the MEFCC shows the highest
marginal cost increase that should be considered for the decision stage.

The increase of marginal cost for the MEFCCs is tied to the penalty
cost, which puts a limit on how much the marginal compensation
increase should cost. As seen with the different penalty costs in Fig. 2,
the future marginal cost flattens out at the penalty cost with increasing
CO2𝑒𝑞-inventory. This flat part represents the cost limit for compensa-
tion. If the marginal cost is equivalent to the penalty cost, increased
compensation would reduce the penalty cost paid at the end. However,
if the operational cost increase for decreasing the inventory is higher
than the cost increase from the EFCCs, it is cost-wise better to pay the
penalty at the end. Operating in the inventory level with a constant
marginal cost indicates that the net zero emission goal will not be met,
and that any further cost-optimal compensation increase only decreases
the final penalty cost. Thus, the penalty cost influences our threshold
for reaching zero emission. Note that the different MEFCCs start at the
same point on the left side of the 𝑥-axis, but as the inventory increases,
each one breaks off and flattens. The higher the penalty cost, the more
cost-optimal opportunities exist, to cover the higher end cost. However,
as the framework includes uncertainty, each MEFCC is a weighted
future cost based on the weighted emission compensation in the future.
The role of uncertainty is why the curves break off from the shared
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path and slowly ascend towards the penalty cost; the weighted marginal
cost is a combination of scenarios with different costs for compensation
potential. Some scenarios would have cost-efficient compensation, and
some scenarios find the specific penalty cost more cost-efficient.

The future marginal costs in the MEFCC in Fig. 2 present a future
compensation opportunity that has not yet occurred. The boundary
between marginal penalty cost and 0 decreases as the year progresses,
due to fewer upcoming opportunities. This change in boundary means
the curves also represent the range of how much the CO2𝑒𝑞-inventory
can vary while still achieving net zero emission at the end. Since the
start of the year is plotted in Fig. 2, the boundary range shows the initial
inventories we can start the year at to achieve zero emission without
paying the penalty at the end. For a penalty cost above 0.5 EUR

kgCO2𝑒𝑞
,

n initial CO2𝑒𝑞-inventory at 0 or less should reach near zero emission
ithout any penalty, although this is subject to uncertainty. Because
f the potential for some penalty costs achieving zero emission even
ith a positive initial inventory level, the curves show the potential of

overing embodied emission during operation.
As the MEFCCs are generated for each week during the year, the

urves will change behavior to reflect the future potential given the
eeks considered. Not only will the possible opportunities for com-
ensation decrease as the year progresses, but the CO2𝑒𝑞-inventory
oundary between marginal penalty cost and 0 will shift on the 𝑥-axis.
n inventory at 0 kgCO2𝑒𝑞 might be manageable at the beginning of the
ear for certain boundaries, but not necessarily possible without paying
penalty if we are in a later week. The seasonal variations for the
EFCCs are presented as heatmaps in Fig. 3 for four different penalty

osts.
The heatmaps of the MEFCCs over the year capture the cost change

n emission compensation, based on both the time of year and in-
entory. For a given curve, the change in where the marginal cost is
etween 0 and the penalty cost represents the seasonal variations. An
ncreasing inventory during winter is expected from the figures due
o high energy demand. The summer period expects high export to
ecrease the inventory again from, for example, high PV production.
he seasonal variations of the inventory are present for all penalty
osts. However, the penalty cost area is pushed up with increasing
enalty cost, increasing the boundary where there exist future potential
or compensation. With increasing penalty cost, more cost-optimal
pportunities for compensation exists in the future, giving a broader
ange of acceptable inventory levels. If operating a ZEB to optimize
ost while achieving zero emission, the MEFFCs show the range of
cceptable inventory levels throughout the year to avoid paying the
enalty cost.

.2. Economic operational performance

The economic operational performance is investigated by comput-
ng a year sequentially week by week, which is performed 1000 times
o account for uncertainty. The EFCCs are given as input to guide the
odel throughout the year to make cost-optimal decisions regarding

mission compensation. Table 1 presents the yearly average total cost
or the ZEB and the ending CO2𝑒𝑞-inventory, for penalty costs between
and 10 EUR

kgCO2𝑒𝑞
.

The trend in Table 1 shows that an increasing penalty cost leads
o increasing operating cost. Disregarding the penalty cost gives the
owest operating cost and highest ending CO2𝑒𝑞-inventory, since only
osts from grid interaction are prioritized. Increasing penalty cost leads
o more focus on dealing with emission costs. The flexible assets change
heir consumption pattern to participate in emission inventory reduc-
ion through the indications from the EFCCs, increasing operational
osts. In addition, the total cost when including the penalty cost also
ncreases for increasing penalty costs. An increasing penalty cost taxes
he ending inventory more, affecting total cost, and promoting reduc-
ion of inventory. The end inventory is decreasing for higher penalty
8

ost, saturating towards 0 the higher the penalty cost. Starting at 0.5
Table 1
Average total operating cost with/without the penalty cost, and average ending
CO2𝑒𝑞 -inventory.

Penalty cost Operating cost Operating cost + Penalty Ending CO2𝑒𝑞 -inventory
[ EUR

kgCO2𝑒𝑞
] [EUR] [EUR] [kgCO2𝑒𝑞]

0 459.7 459.7 146.5
0.01 459.8 461.1 130.0
0.02931 460.2 463.4 108.5
0.05 460.8 465.4 92.1
0.1 462.7 469.4 66.5
0.2 466.6 474.6 40.1
0.5 477.2 480.2 6.0
0.75 479.7 480.9 1.7
1 480.5 481.2 0.71
2 481.3 481.5 0.090
3 481.5 481.6 0.029
10 481.7 481.8 0.0045

EUR
kgCO2𝑒𝑞

, the penalty cost contributes to achieving an inventory close to

, indicated by the decrease in penalty paid at the end of the year. This
hreshold indicates that the ZEB during operation on average is close
o achieving net zero emission. The ending CO2𝑒𝑞-inventory is plotted
or the penalty costs as a boxplot in Fig. 4 to illustrate this behavior.

Fig. 4 shows the range of ending CO2𝑒𝑞-inventory for the operation
f a ZEB over a year, based on the penalty cost used. As the problem
ncludes uncertainty, the end value is influenced by the scenarios
ealized, indicated by the spread of end inventory values for each
ase. For an increasing penalty cost, the inventory level decreases and
lowly approaches net zero emission. From 1.0 EUR

kgCO2𝑒𝑞
, the expected

range and both whiskers are close to zero emission. However, there are
some few rare outliers present that affect the penalty at the end. The
outliers decrease with increasing penalty, showing that higher penalty
cost ensures more cases reaching net zero emission with operation
throughout the year.

Looking at the spread of end CO2𝑒𝑞-inventory in Fig. 4, it is first from
a penalty cost of 0.5 EUR

kgCO2𝑒𝑞
that the zero emission goal is achievable.

he 0.5 EUR
kgCO2𝑒𝑞

penalty cost has the lower whisker of the boxplot
flattened around zero emission. This observation corresponds well with
the details from Table 1, where the total cost increase started to flatten
out at the same penalty cost. In addition, the same observation was
made regarding the MEFCC for this penalty cost in Fig. 2. The figure
showed that a start inventory at 0 could achieve zero emission for
the 0.5 EUR

kgCO2𝑒𝑞
, since the marginal future cost was not equal to the

enalty cost. However, as mentioned in Section 4.1, the uncertainty
nfluences this interval, where some scenarios would have compen-
ation opportunities, and some would result in a penalty paid at the
nd. This observation fits with how the boxplot for this penalty cost is
epresented in Fig. 4. For the favorable scenarios, the zero emission goal
s within reach and the end inventory saturates at this level. However,
he ill-favored scenario realizations lead to a range of inventory levels
p to 25 kgCO2𝑒𝑞 .

Case 𝐸𝐿 = 0 in Fig. 4 ignores any consideration of electricity
cost, only focusing on achieving zero emission during operation. This
𝐸𝐿 = 0 case shows that the ZEB is capable of achieving this goal if
disregarding the cost of operation. When comparing to the cases with
multi-objective focus, the output is similar to the highest penalty costs
tested. For a penalty cost between 1–10 EUR

kgCO2𝑒𝑞
, the end inventory is

close to zero emission while also accounting for ill-favored scenarios.
From Table 1, the 10 EUR

kgCO2𝑒𝑞
and 1 EUR

kgCO2𝑒𝑞
penalty costs come at an

operational cost increase of 4.8% and 4.5% compared to no penalty
cost, respectively. The low cost increase difference between the two
aforementioned penalty costs shows that the operational cost increase is
not directly increasing in correspondence to the penalty cost. However,
increasing penalty cost leads to fewer situations where one would risk
a possible future scenario leading to an increased penalty at the end.
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Fig. 3. Heatmap of the MEFCCs over a year with different penalty costs.
Fig. 4. Boxplot of the ending CO2𝑒𝑞 -inventory for the different penalty costs.

4.3. Operation of the building

The operation of a ZEB will change based on the future implications
given by the EFCC included as input. With an increasing penalty cost,
the primary goal for the multi-objective optimization problem shifts to
focus more on how to deal with the penalty cost at the end of the year.
The EFCC changes the operational strategy regarding operational cost
from grid interaction for the ZEB, shown in Fig. 5.

For the first day of the year 2017 in this analysis, as shown in Fig. 5,
the grid interaction changes for a varying penalty cost. With a lower
penalty cost, the operation focuses more on variation in electricity
price, shifting electricity import more towards the night and afternoon
9

Fig. 5. The operational strategy during the first day for different penalty costs for a
specific scenario. All cases have the same initial CO2𝑒𝑞 -inventory at start of operation.

where the electricity prices are normally lower. This strategy adjusts
when the penalty cost increases, as the hourly CO2𝑒𝑞-intensities have a
different pattern than the electricity price for this day. With a higher
intensity during the night and morning, the operational strategy for
increasing penalty cost avoids high import of electricity for this period.
In addition, there are periods where the import is lowered to 0 for the
high penalty costs, which is to avoid high import of CO2𝑒𝑞 emission.
The decrease of import causes a rebound effect later during the day,
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Fig. 6. Overview of hourly CO2𝑒𝑞 -intensities for the Nordic bidding zones in 2017.

where the import increases with two high spikes during the evening
for the 1 EUR

kgCO2𝑒𝑞
penalty cost.

The operational strategy in Fig. 5 is during the first day of the year
during winter. Periods of 0 import and high import spikes during the
evening show an abnormal import strategy. This strategy indicates im-
port during hours where there is increased risk of congestion in the grid.
As discussed in [10], Norwegian bidding zones have tendencies where
the electricity price and CO2𝑒𝑞-intensity have opposite peaks during
operation. The prices are low when the intensity is high and vice versa.
This correlation is tied to the high amount of dispatchable hydropower
sources available, which can store their water for production based on
when the prices are highest, which then gives a high share of renewable
energy when the electricity is needed the most. During hours with
lower prices, the demand can be met with import from other bidding
zones outside of Norway. NO2 is connected to both the Netherlands
and Denmark, which when exporting to NO2 can give higher CO2𝑒𝑞-
intensity. Thus, this indicates that Norway with hydropower requires
ZEBs to implement strategies that might go against a common strategy
for the use of flexible assets, if hourly CO2𝑒𝑞-intensities are to be used.

4.4. Comparison of emission compensation in DK1

Hourly average CO2𝑒𝑞-intensity for bidding zones is tied together
with the energy mix and interconnectors between each bidding zone.
The energy mix is what not only comprises the CO2𝑒𝑞-intensity on
intensity levels, but also in the variation of intensity as some energy
sources are intermittent and depend on the weather and other factors.
The variations in the Nordic countries are shown in Fig. 6, where we
see that both Norway and Sweden have the lowest intensity values.
The intensity levels and variation in Norway are influenced by the
high hydropower production [41]. For Denmark, the CO2𝑒𝑞-intensity is
higher and with more variation, due to a large amount of intermittent
wind power and non-renewable energy sources [41]. Therefore, the
value of operating a ZEB in DK1 and NO2 while considering emission
compensation will have a different impact in each respective bidding
zone. Not only will the variation in CO2𝑒𝑞-intensity play an important
role, but also how the variation is tied together with the electricity
prices.

The Danish bidding zones experience more fluctuation in prices
and CO2𝑒𝑞-intensities than the Norwegian bidding zones for the year
2017, as shown in Fig. 7. NO2 shows lower variation and expected
value of the CO2𝑒𝑞-intensity over the year, from the high share of
hydropower. DK1, with more intermittent wind power and interconnec-
tions to continental Europe, is more prone to both variation and higher
intensity levels in its electricity mix. Denmark has a high proportion
of wind power, but other energy sources with higher emission output
are present, in addition to exchange with Germany and Norway. The
variation in wind power output affects the average intensity during the
year, and these variations would promote load shifting of a ZEB for
10
Fig. 7. Overview of hourly CO2𝑒𝑞 -intensities and electricity prices for DK1 and NO2
for the year 2017.

emission compensation to a higher degree than the NO2 bidding zone
can achieve.

The performance of the SDP framework for DK1 is presented in
Fig. 8, where we include the MEFCC for different penalty costs at
week 0, and a heatmap for the penalty cost of 0.1 EUR

kgCO2𝑒𝑞
. The main

observation from both figures is the CO2𝑒𝑞-inventory levels; a net zero
emission goal for operation can be achieved without considering a
penalty cost at all. The MEFCC has a 0 marginal cost at an initial
inventory at 0 kgCO2𝑒𝑞 in both figures, showing that there is sufficient
compensation when only considering cost of operation to achieve the
emission goal. In addition, the MEFCC curve shows that there is high
potential to increase compensation further, where one could have an
initial value at 2000 kgCO2𝑒𝑞 with a penalty of 3 EUR

kgCO2𝑒𝑞
and still be

close to achieving zero emission. This high compensation potential is
despite relatively lower CO2𝑒𝑞-intensities during the summer period
where there is high PV production compared to the rest of the year. The
variation in CO2𝑒𝑞-intensity promotes to a larger degree load shifting
through flexible assets to increase compensation.

The economic performance for the different penalty costs ended on
average with an inventory of −666 kgCO2𝑒𝑞 regardless of the penalty
cost, which illustrates the zero emission goal is achieved with normal
operation without emission penalty. The ZEB used for this case study
has sufficient PV production, together with flexible assets, to adjust
import and export of electricity to cost-optimal time periods, without
considering the emission inventory. Fig. 9 presents the correlation
between CO2𝑒𝑞-intensity and electricity price for NO2 and DK1 over
week 7 in 2017. Week 7 was chosen as it had varying CO2𝑒𝑞-intensity
and electricity prices in DK1 during late winter, where negative prices
occurred for some hours.

For DK1 in Fig. 9, the correlation with intensity and price fits an
operational strategy trying to minimize cost of operation; the intensity
in the grid is high with high prices, and the intensity decreases more
when the price decreases. Due to the intermittent wind production,
more wind and lower intensity pushes the price down, favoring more
consumption in terms of cost savings and emission inventory. For NO2,
this trend is not shown, rather, the opposite trend is occurring more
frequently due to the dispatchable hydropower. Therefore, operation
in NO2 would require more change of operational strategy when con-
sidering emission inventory than for DK1. In addition, an operational
strategy with an increasing focus on emission compensation would
require higher operational costs for NO2 than for DK1. The observation
shows that a ZEB with a zero emission goal is influenced to a greater ex-
tent by both the location, type of renewable generation in the electricity
mix, and the temporal CO2𝑒𝑞-intensity. The Danish case shows that with
higher variation of CO2𝑒𝑞-intensity, and correlation between electricity
prices and CO2𝑒𝑞-intensity, a ZEB is more capable of achieving net zero
emission. In addition, the ZEB will have more capacity to deal with
embodied emissions during operation, compensating for other phases
during the ZEB’s lifetime.
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Fig. 8. Results of the SDP framework for DK1.
Fig. 9. Correlation between electricity prices and CO2𝑒𝑞 -intensities in NO2 and DK1 for week 7.
4.5. Limitations in this work

The work and results for the Danish and Norwegian cases have
demonstrated the value of the optimization model and SDP-algorithm
for building operation taking into account emission compensation.
However, it is important to note the limitations of the presented ap-
proach, and what needs to be considered to implement this approach
in practice.

Applications for automatic demand response with flexible assets are
limited in real-world systems. Today, there exist pilot projects and local
markets to promote end-user flexibility. However, they vary in different
degrees depending on the regions and countries that the end-users
are located in. In Norway, hourly electricity prices for end-users has
been implemented through the roll-out of smart meters to residential
and small business customers, while in France, flexibility markets for
end-users are emerging and increasing in participation [42]. Enabling
efficient market designs and price mechanisms for end-user flexibility
is expected to increase the role of demand-side management on the
end-user level in the future, which in turn can enable compensating
CO2𝑒𝑞-emissions from end-users.

Currently, real-time tracking CO2𝑒𝑞-intensity and -inventory for end-
users are not accounted completely during the power system operation.
The power sector is primarily accounting for production-based emis-
sions [11]. However, the consumer-based accounting methods, e.g., the
proposed SDP-algorithm can assist end-users in tracking their emission
impact over an operating year, based on both previous achievements
and future compensation potential. This will particularly be relevant for
Zero Emission Buildings and Neighborhoods, which has set clear long-
term goals for the climate footprint: These users require operational
11
tools to ensure that their day-to-day energy use is in line with the
long-term goals.

5. Conclusion

Operating a zero emission building (ZEB) while accounting for both
cost of operation and the hourly average grid CO2𝑒𝑞-intensities over the
course of a year requires the incorporation of a long-term strategy into
the short-term operational decision-making process. Optimal operation
of a ZEB requires accurate representation of both the CO2𝑒𝑞-inventory
to handle seasonal variations, and the cost-optimal time to use available
flexible assets to increase emission compensation. We present a model
that optimizes the operational strategy for emission compensation over
a year, when trying to cost-optimally achieve zero emission for a
ZEB during operation. Using a stochastic dynamic programming (SDP)
framework, expected future cost curves (EFCCs) are generated, rep-
resenting the future cost based on the current CO2𝑒𝑞-inventory. The
EFCC provides an overview of the marginal future value for increasing
CO2𝑒𝑞-compensation now versus later, throughout the year.

The proposed model was applied to a realistic Norwegian building
located in the Norwegian bidding zone NO2 for the year 2017, to
find the cost-optimal strategy for net zero emission. The operational
strategy was tested for varying penalty costs at the end of the year.
With an increasing penalty cost, the emission compensation increased,
to counteract the penalty cost paid at the end. This is achieved by
utilizing the available flexible assets in the ZEB to shift electricity
import and export based on the variations in hourly average CO2𝑒𝑞-
intensity. A higher penalty cost made the flexible assets play a more
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critical role, where they balanced the increased cost of operation to
increase emission compensation against the future savings showed by
the EFCCs. In addition, the temporal variation of the energy mix in
different bidding zones impacts the operational strategy. DK1 showed
a higher possibility of emission compensation, due to both higher
variation in CO2𝑒𝑞-intensity and better correlation between electricity
rices and CO2𝑒𝑞-intensity, compared to NO2.

When analyzing the economic performance over a year in NO2,
the results showed that a penalty cost of 10 EUR

kgCO2𝑒𝑞
met the net zero

mission requirement at an expected total cost increase of 4.8% com-
ared to not considering emission compensation. Without considering
he emission compensation, the end CO2𝑒𝑞-inventory was on average at
46.5 kgCO2𝑒𝑞 . Net zero emission was achievable from a penalty cost
f 0.5 EUR

kgCO2𝑒𝑞
and above. When increasing the penalty cost further, the

verage ending inventory reached closer to net zero emission and more
ases reached zero emission, despite dealing with uncertainty during
peration such as thermal demand and local production.

The operational strategy provided higher peaks of import with
igher penalty costs, which could be at times when the electricity prices
re high. With higher peaks at times with higher prices, this unnatural
trategy could counteract congestion management, promoting further
tudies into how emission compensation can be performed from grid
nteraction. For instance, the introduction of marginal CO2𝑒𝑞-intensities

could be investigated. In addition, looking into embodied emissions for
other phases during the lifetime of a ZEB would place more emphasis
on the potential within the operational phase for compensation.
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