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**ABSTRACT**

To design and operate safe and efficient CO$_2$-transportation systems for CO$_2$ capture and storage (CCS), engineers need simulation tools properly accounting for the fluid and thermodynamics of CO$_2$. As the transportation systems evolve into networks, it becomes important that these tools also account for impurities in the CO$_2$, which may significantly affect the thermophysical properties, directly impacting system design and safety. Tube-depressurization experiments provide crucial data to develop and validate models describing transient multi-phase multicomponent flow in pipes. In this work, we perform experiments in a new facility with dense and fast instrumentation for both pressure and temperature. One experiment is for CO$_2$ with 1.8 mol % N$_2$, and one has 1.92 mol % He, both starting from 12 MPa and 25 $^\circ$C. In order to quantify the effect of impurities, the experiments are compared to results for pure CO$_2$ and analysed on the background of simulations. We employ a homogeneous equilibrium model (HEM) augmented in this work to account for the appearance of solid CO$_2$ in CO$_2$ mixtures. We observe that the moderate amounts of impurities significantly influence both pressure and temperature dynamics. In particular, the ‘pressure plateau’, a key quantity for the assessment of running-ductile fracture, increases as much as 4 MPa for CO$_2$:He compared to pure CO$_2$. A further insight is that models must account for solid CO$_2$ in order to capture the correct temperature development as the pressure decreases towards atmospheric conditions.

1. Introduction

In order to mitigate climate change, CO$_2$ emissions must be reduced, and to attain the required scale, a portfolio of technologies are needed. CO$_2$ capture and storage (CCS) is regarded as one of the necessary contributions (Edenhofer et al., 2014). By the mid century, therefore, several gigatonnes of CO$_2$ will need to be transported from the emitters to storage sites each year (IEA, 2017). Much of this transportation will be through pipeline networks. To design and operate safe and efficient transportation systems, engineers need simulation tools properly accounting for the fluid and thermodynamics of CO$_2$ (Aursand et al., 2013). Here, one needs to consider that the critical point (7.38 MPa, 31.0 $^\circ$C), above which there is no difference between vapour and liquid, and the triple point (517 kPa, – 56.6 $^\circ$C), where solid CO$_2$ forms, are within a range that could be attained during normal operation.

Presently, CCS projects predominantly have strict limits on the allowable impurity content in the CO$_2$ stream to be transported (see e.g. Equinor, 2019), to the point where the impurities may not significantly affect the thermophysical properties of the CO$_2$ stream. However, this may be relaxed in the future in order to optimize the system. Moreover, it is envisaged that as CCS is deployed, direct source-to-sink transportation will be superseded by transportation networks with multiple sources (Moe et al., 2020). Then, even if the specifications are strict, variations in supply between the sources may yield different total compositions. Further, off-specification delivery of CO$_2$ into the network may cause significant amounts of impurities to be present in the system, at least temporarily. Among other things, this could lead to transition from single-phase to two-phase flow, with liquid slugging and operational disturbances as a result. Therefore, models supporting the design and operational procedures of CO$_2$-transportation systems need to be able to predict the effect of impurities in the CO$_2$ stream.

In general, existing flow models and tools were developed for other fluids, and may not be accurate for CO$_2$ and CO$_2$-rich mixtures. Therefore, since there are few flow data for CO$_2$ available in the open...
literature, new high-quality data are a prerequisite to further development. One principal experiment that is needed to develop CO₂-transportation systems is the depressurization of a tube. There are several reasons for this. First, such experiments are relevant for the prediction of running-ductile fracture (RDF), where a defect in the pipeline develops into a crack running along the pipeline (see e.g. Aursand et al., 2016; Mahgerefteh et al., 2012a). This kind of event is a hazard, and pipelines transporting highly pressurized compressible fluids need to be designed to avoid RDF for more than 1–2 pipe sections (DNV, 2012). Second, depressurization experiments can be employed to validate model predictions for a large range of pressures and temperatures along the tube. In particular, during decompression of CO₂, the temperature can attain – 78 °C, a level where several materials have turned brittle. Importantly, tube-depressurization experiments are well defined, and therefore suited for model validation and development.

The major contributions of the present work can be summarized in this way:

- New experimental data for the depressurization of CO₂-rich mixtures in a pipe with dense and fast instrumentation for both pressure and temperature.
- The data can be downloaded freely.
- The data support model development and validation, and as a consequence, the deployment of CO₂-transportation systems.
- A transient HEM predicting the formation of solid CO₂ from CO₂-rich mixtures.
- Interaction parameters for the tc-PR EOS adapted to CO₂-He.

The rest of this paper is organized as follows. Section 2 describes the experimental setup, while the models are reviewed in Section 3.
4 presents and discusses the results, while Section 5 concludes the paper.

2. Experimental setup

This section gives an overview of the experimental setup. A more detailed description can be found in Munkejord et al. (2020).

2.1. ECCSEL depressurization facility

Figure 1a shows a schematic view of the ECCSEL depressurization facility, which consists of a test section with a rupture disk at the open end and an auxiliary system for filling and conditioning. The auxiliary system includes gas supply with mass flow controllers, two-stage compression with cooling and heating, a circulation pipeline, and a micro gas chromatograph. The maximum operating pressure of the facility is 20 MPa, and the current design allows experiments with initial temperatures in the range 5°C to 40°C.

The test section is made of 11 stainless steel (SS316, EN 1.4401) pipes giving a total length of 61.67 m, as depicted in Fig. 1b. The pipes have an inner diameter of 40.8 mm and outer diameter of 48.3 mm, and the internal surface of the pipes were honed to a mean roughness, Ra, in a range from 0.2 μm to 0.3 μm. In order to achieve a uniform axial temperature, the tube is wrapped by PTC heating cables and insulated with a 60 mm thick glass wool layer. The power output of the heating cables is 1900 W at 20°C and 950 W at 40°C. The thermal properties of the pipe and insulation layer are given in Table 1.

An X-scored rupture disk is installed at one end of the test section, together with a disk holder. The depressurization is triggered once the disk ruptures. The disk holder has an inner diameter of 63 mm and the open membrane area of the rupture disk matches the disk holder, which gives a larger opening area than the cross-section area of the tube, to ensure choking at the end flange. Rupture disks with a specified burst pressure of 120 barg ±5% at 22°C are used.

The test section is connected to the gas supply, and the compression and cooling system for achieving the desired experimental conditions, as described in Munkejord et al. (2020a). In particular, for tests with CO2-rich mixtures, the composition of the mixture is regulated by the two Bronkhorst mass-flow controllers, of type F-203AV for CO2 and F-201CV for the secondary gas. Moreover, an Agilent 490 micro gas chromatograph (GC) is installed to measure the resulting composition in the test section.

2.2. Instrumentation

The test section is specifically instrumented to capture decompression waves. Sixteen fast-response pressure transducers are flush mounted to the internal surface along the pipe with dense distribution close to the rupture disk, as illustrated in Fig. 1b. The transducers are of type Kulite CTL-190(M). A total of 23 Type E thermocouples are installed for the measurement of the fluid temperature. 11 of them are located at the same axial positions as pressure sensors, at the opposite side of the pipe. The remaining 12 thermocouples are installed at the top, bottom and side of the pipe at four locations in order to capture any stratification of the flow. The locations of all the pressure and temperature sensors on the test section are listed in Table 2. The measurement uncertainty of pressure is 60 kPa and temperature uncertainty is ±0.22°C. In this work, statistical estimates are given with a confidence level of 95%. Details regarding sensor calibration and uncertainty analysis of pressure and temperature measurement can be found in Munkejord et al. (2020a).

The synchronized pressure and temperature data are obtained by three PXIe modules locked to a common reference clock. The data from the pressure and temperature sensors are logged at 100 kHz and 1 kHz, respectively. The high-frequency data are stored for 9 s, including about 0.3 s before disk rupture and 8.7 s after the rupture. After this period, both pressure and temperature are collected at 50 Hz.

For each test, the reported initial conditions are based on data from
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(a) System (RV: relief valve; OV: one-way valve; PV: pneumatic valve)  
(b) Test section (dimensions are not to scale; pipe no. 5–10 and corresponding sensors are omitted.)  

Fig. 1. Schematic of the ECCSEL depressurization facility.

<table>
<thead>
<tr>
<th>Material</th>
<th>Density (kg m⁻³)</th>
<th>Thermal conductivity (W m⁻¹ K⁻¹)</th>
<th>Specific heat (J kg⁻¹ K⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pipe steel</td>
<td>8000</td>
<td>15</td>
<td>500</td>
</tr>
<tr>
<td>Insulation layer</td>
<td>75</td>
<td>0.032</td>
<td>840</td>
</tr>
</tbody>
</table>

Table 1: Density and thermal properties of the test section materials.
about 0.5 ms to 1 ms before disk rupture, using the average of the measurements by all the pressure transducers and the length-weighted average of the measurements by the thermocouples at the side of pipe. Specifically, due to the flow configuration during circulation, the temperature is assumed to be piece-wise constant between the rupture disk and TT206 (in Table 2), with a linear variation between TT201 and the circulation outlet at 0.124 m from the open end.

The composition of the CO$_2$-He mixture was measured with the inline micro gas chromatograph, while the CO$_2$-N$_2$ mixture composition was measured with an off-line gas chromatograph by taking samples manually. The in-line micro gas chromatograph is calibrated with a premixed gas of 98% CO$_2$ and (2±0.02)% He, and the calibration shows a repeatability of 0.012% in He composition. The off-line gas chromatograph is calibrated with premixed gas of 98% CO$_2$-N$_2$ and (2±0.02)% N$_2$, with a repeatability of 0.003% in N$_2$ composition.

The reported mixture composition is determined from the average value of 4 samples for the CO$_2$-N$_2$ test and 65 samples for the CO$_2$-He test. These samples were taken when the fluid in the test section was in a supercritical or liquid state. The composition uncertainty of N$_2$ is within 0.2%, while that of He is 0.08%.

### 2.3. Experimental procedure

For experiments with multiple components, a two-phase vapour-liquid state during filling of the test section may lead to component separation and an ill-defined initial state. Hence we ensured a single-phase state during filling by “circumventing” the two-phase region, see the phase diagrams in Figs. 3 and 4.

The procedure is conducted as follows. (1) The rupture disk is installed and (2) the system is evacuated. (3) The test section is filled with a mixture of gaseous CO$_2$ and secondary gas heated to 40 °C. (4) The temperature is kept at 40 °C while the mixture is circulated in the test section. The test section is charged using the compressors to a pressure about 1 MPa higher than the highest two-phase pressure of the mixture in the relevant temperature region. (5) The mixture is then cooled to a few degrees below the desired temperature while the fluid is circulated and the pressure is kept constant by further charging. (6) In the final stage, the pressure is increased at a controlled rate until the disk ruptures. (7) After the test, the system is emptied.

The mixture samples are taken from the outlet of the test section during the filling and conditioning steps.

### 3. Models

In order to obtain a better insight into the experimental results, it is an advantage to be able to discuss them on the background of model calculations. Here we employ the same modelling framework as in Munkejord et al. (2020a). In particular, we account for the formation of solid CO$_2$ for decompression beyond the vapour-liquid-solid coexistence line. Initial vapour-liquid-equilibrium (VLE) calculations revealed that further work is needed in order to accurately calculate the thermo-physical properties of the CO$_2$-He mixture. We therefore describe in detail how the CO$_2$-He mixture is modelled.

#### 3.1. Thermophysical properties

To describe the thermodynamic properties, we used different EOSs for the CO$_2$-N$_2$ and CO$_2$-He fluid mixtures. Ideally, the same EOS would be used for both mixtures, but because the most accurate EOS for CO$_2$-rich mixtures, EOS-CG (Gernert and Span (2016)), does not include a model for the CO$_2$-He binary mixture, an alternative EOS has been used for that mixture, as discussed below.

In order to model solid CO$_2$ (dry ice) in equilibrium with the fluid phases, the auxiliary Gibbs free energy EOS of Jäger and Span (2012) was utilized. There are two degrees of freedom in the dry-ice EOS, corresponding to the arbitrary reference state, and these were used to enforce (1) the correct CO$_2$ triple-point temperature ($-56.558$ °C), and (2) the correct enthalpy of melting at this temperature. To achieve this, the triple-point temperature is used to calculate the pure CO$_2$ saturation pressure from the fluid EOS. At this triple point, the melting enthalpy is set to 8875.0 J mol$^{-1}$, and the Gibbs free energy of the dry-ice model is set to match the Gibbs free energy of the fluid phases.

According to Gibbs’ phase rule, the number of degrees of freedom is zero when having one component and three phases. For pure CO$_2$ this gives a triple point in temperature-pressure space. With two components and three phases, the number of degrees of freedom becomes one. This means that the triple point becomes a line where three phases coexist. Under the assumption of flow in homogeneous equilibrium, the speed of sound becomes zero for pure CO$_2$ at the triple point (see e.g. Munkejord et al., 2016), but due to the additional degree of freedom, this is not the case for CO$_2$ binary mixtures.

Using the composite equation of state, i.e. the fluid model coupled with the auxiliary dry-ice EOS, we can plot the phase behaviour of the binary mixtures. The principles for mapping of phase envelopes are discussed by Michelsen and Møllerup (2007). For an example of how phase envelopes including solid phase can be mapped, we refer to our open-source version of Thermopack (Hammer et al., 2020).

The numerical solution of the HEM (Section 3.2) requires calculation of the most stable phase distribution, temperature and pressure from the conserved variables. This task is called the isothermal-isochoric flash. An algorithm for the vapour-liquid-solid equilibrium is part of our in-house thermodynamics library (Wilhelmsen et al., 2017). This library has an interface to the TREND thermodynamic library (Span et al., 2016), which contains an implementation of the EOS-CG and GREG-2008 (Kunz and Wagner, 2012) models. Both EOS-CG and GREG-2008 comprise pure-fluid Helmholtz energy EOSs combined using specialized Helmholtz energy mixture models. The major difference between EOS-CG and GREG-2008 is the use of more accurate pure-fluid EOSs in EOS-CG.

In this work we have included some simulations where the auxiliary solid model is ignored and only the fluid part of the EOS is utilized. In this case, a fictitious vapour-liquid region will exist at temperatures otherwise involving vapour-solid equilibria. The omission of the solid-phase model will influence the phase distribution and thermodynamic properties used for friction and heat-transfer calculations. The main motivation for including the simulations without solid, is to show how the presence of solid influences the results.
3.1.1. CO\textsubscript{2}-He binary mixture

GERG-2008 (Kunz and Wagner (2012)) includes the pure-fluid EOS and binary mixture parameters required to model the CO\textsubscript{2} mole fraction vector, and predictions for the different properties. Here, we therefore used the translated and consistent Peng-Robinson EOS (tc-PR) by Le Guennec et al. (2016b). It is a state-of-the-art cubic EOS, which uses accurate and consistent implementations of the Twu alpha function (Le Guennec et al., 2016a; Twu et al., 1991). It takes the form

\[
P(T, v, x) = \frac{RT}{v - b} \left(1 + \frac{a(T, x)}{(v + b + 2c)(v + b + c)}\right)
\]

where \(T, v\) and \(x = (x_1, x_2, \ldots)\) are the temperature, molar volume and mole fraction vector, and \(R\) is the gas constant.

For pure components, the attractive energy parameter \(a\) can be written as \(a = a_w a(T)\), where the \(a\) function is regressed to saturation pressures, enthalpies of vaporization, and saturated liquid heat capacities. The critical energy parameter \(a_w\), the covolume \(b\), and the P\textsubscript{n}êlouix volume-shift parameter \(c\) are chosen to exactly reproduce the component’s experimental critical temperature \(T_c\), critical pressure \(P_c\), and saturated liquid density at the temperature \(T = 0.8 T_c\). These parameters are given in Le Guennec et al. (2016b), except for one modification we have made for the P\textsubscript{n}êlouix volume-shift parameter \(c\) for He. The \(c\) parameter is usually fitted to yield more accurate predictions of saturated liquid densities (P\textsubscript{n}êlouix et al., 1982), but since the saturation of pure He only occurs at extremely low temperatures \((T_c(\text{He}) = 5.2 \text{ K})\) we have removed it, i.e., set \(c_{\text{He}} = 0\). However, the volume shift parameter of tc-PR for CO\textsubscript{2} was retained; \(c_{\text{CO}_2} = -1.1368 \times 10^{-6} \text{ m}^3 \text{ mol}^{-1}\).

For mixtures, the parameters \(a, b\) and \(c\) are calculated as

\[
a(T, x) = \sum_i x_i a_{ci}, \quad b(x) = \sum_i x_i b_i, \quad c(x) = \sum_i x_i c_i,
\]

where \(a_{ci}, b_i\) and \(c_i\) are the parameters for pure component \(i\), and \(k_i\) is the binary interaction parameter.

We fitted the binary interaction parameter to experimentally measured VLE compositions and single-phase densities. The composition measurements were taken from Burfield et al. (1970), Liu (1969), Mackendrick et al. (1968), and the density measurements were those from Kesselman and Alekseenko (1974), Kosov and Brovanov (1975) that were below 200 bar and below 500 K. The objective function \(O\) was chosen as a weighted sum of total absolute deviations of measured (superscript exp) and calculated (superscript calc) mole fractions, and the relative error in predicted densities:

\[
O(k_i) = \frac{1}{N_f + N_s} \left[ \sum_{i=1}^{N_s} |y_i^{\text{exp}} - y_i^{\text{calc}}| + \sum_{i=1}^{N_f} |y_i^{\text{exp}} - y_i^{\text{calc}}| \right] + \frac{W_1}{N_f} \sum_{i=1}^{N_f} \left| \frac{p_i^{\text{calc}} - p_i^{\text{exp}}}{p_i^{\text{exp}}} \right|
\]

Here \(x_i\) and \(y_i\) are, respectively, the mole fractions of \(i\) in the liquid and the vapour, \(i\) indexes the states where the deviations are calculated, \(N_s\), \(N_f\) and \(N_p\) are the number of measurements of liquid compositions, vapour compositions and densities, and \(W_1\), \(W_s\) and \(W_f\) are weighting factors adjusted to yield a reasonable tradeoff between accuracy in the predictions for the different properties. The EOS calculations were performed at the same temperature and pressure as reported in the experiments.

The optimal binary interaction parameter was found to be \(k_{\text{CO}_2,\text{He}} = 0.556\), and Table 3 shows the details of the objective function and the resulting accuracy for the mixture compositions and densities. Figure 2 shows that agreement for VLE compositions is much better compared to GERG-2008. Figure 3 illustrates the calculated temperature-pressure VLE envelope for a mixture of 98.08 mol \% CO\textsubscript{2} and 1.92 mol \% He from the two EOSs, showing significant differences, especially for the liquid branch.

3.1.2. CO\textsubscript{2}-N\textsubscript{2} binary mixture

For the CO\textsubscript{2}-N\textsubscript{2} mixture, EOS-CG gives accurate results. However, due to the high computational cost of EOS-CG, it is also relevant to consider the classical Peng-Robinson (1976) (PR) EOS. This amounts to employing (1) with \(c = 0\), using the original PR \(\alpha\)-correlation. The CO\textsubscript{2}-N\textsubscript{2} binary interaction parameter, for the van der Waals mixing rules in (3), is set to \(k_{\text{CO}_2,\text{N}_2} = 0.022\). The interaction parameter was tuned to match the VLE phase envelope behaviour of EOS-CG for the specific binary mixture used in this work. The temperature-pressure phase diagram for the 98.2 mol \% CO\textsubscript{2} and 1.8 mol \% N\textsubscript{2} mixture is shown in Fig. 4.

3.1.3. Transport properties

To account for heat transfer and friction, models are needed for the viscosity and the thermal conductivity. In this work, the fluid-phase thermal conductivity and dynamic viscosity are calculated using an extended corresponding-state method with propane as the reference fluid (Ely and Hanley, 1981; 1983). As the volume fraction of solid is always small, the effect of dry ice on viscosity and thermal conductivity is neglected.

3.2. Transient multiphase multicomponent flow model

In this work, we represent the transient compressible single-, two- or three-phase flow of CO\textsubscript{2}-rich mixtures employing a homogeneous equilibrium model (HEM). Herein, the different phases are assumed to exist in mechanical, kinetic, thermal and chemical equilibrium at all times, i.e., the phases have the same pressure, velocity, temperature and chemical potential. This represents some physical simplifications, but it nevertheless requires a particularly robust calculation of the thermophysical properties. The model was discussed in detail by Munkejord and Hammer (2015), Munkejord et al. (2016) and we review it here for completeness.

3.2.1. Governing equations

The governing equations have the same form as the Euler equations for single-phase compressible inviscid flow, and consist of a mass-conservation equation,

\[
\frac{\partial (\rho)}{\partial t} + \frac{\partial (\rho u)}{\partial x} = 0,
\]

a momentum-balance equation,

\[
\frac{\partial (\rho u)}{\partial t} + \frac{\partial (\rho u^2 + P)}{\partial x} = \rho g_x - \tau_x,
\]

and a balance equation for the total energy,
\[
\frac{\partial}{\partial t} (E) + \frac{\partial}{\partial x} (u(E + P)) = \Phi + \epsilon.
\]

Herein, \( \rho = \alpha g \rho_g + \alpha f \rho_f + \alpha s \rho_s \) is the density of the gas (g), liquid (f) and solid (s) mixture. \( u \) is the common velocity and \( P \) is the pressure. \( E = \rho (e + 1/2u^2) \) is the total energy density of the mixture, while \( e = (e_g \alpha_g \rho_g + e_f \alpha_f \rho_f + e_s \alpha_s \rho_s) / \rho \) is the mixture specific internal energy. \( \alpha_k \) denotes the volume fraction of phase \( k \in \{g,f,s\} \), and \( \epsilon \) is the heat transferred through the pipe wall to the fluid. \( g_0 \) is the gravitational acceleration in the axial direction of the pipe.

### 3.2.2. Wall-friction model

The wall friction, \( \mathcal{F} \), is calculated as follows.

\[
\mathcal{F} = \begin{cases} 
\frac{f_k \dot{m} |\dot{m}|}{2P |\dot{m}|} & \text{for single-phase flow}, \\
\frac{f_k \dot{m} |\dot{m}|}{2P |\dot{m}|} \Phi & \text{for two-phase flow},
\end{cases}
\]

where \( f_k = f(Re_k) \) is the Darcy friction factor, \( Re_k = |\dot{m}|d_i/\mu_k \) is the Reynolds number for phase \( k \), \( \dot{m} = \rho u \) is the mass flux, and \( d_i \) is the inner pipe diameter. The coefficient \( \Phi \) is an empirical correlation, which is used to account for two-phase flow, and it depends on various properties of both phases. Here we have employed the Friedel (1979) correlation. Details of the calculation of the two-phase coefficient \( \Phi \), and also further discussion, can be found in Aakenes (2012), Aakenes et al. (2014).

### 3.2.3. Heat-transfer model

The heat flux per fluid volume, \( \epsilon \), accounts for radial heat conduction from the tube to the fluid. It is given by

\[
\epsilon = \frac{2n_i}{r_i} (T_i - T).
\]

where \( n_i \) is the tube inner radius, \( h_i \) is the fluid-wall heat-transfer coefficient, \( T_i \) is the tube inner wall temperature and \( T \) is the fluid temperature. To calculate \( T_i \), we assume that the temperature profile in the tube wall and the surrounding insulation is radially symmetric, and the axial heat conduction can be neglected. In this way, the heat transfer from the ambient air through the insulation and the tube to the fluid is accounted for. See Aursand et al. (2017) for further details on the treatment of radial conduction through multiple layers. In the cases we consider, the radial temperature is varying with time. Therefore, the heat equation needs to be solved along with the flow model. It reads

\[
\rho(r)c_p(r) (\frac{\partial T}{\partial r} + \frac{1}{r} \frac{\partial}{\partial r} (\lambda(r) \frac{\partial T}{\partial r})) = 0.
\]

where \( \rho(r), c_p(r) \) and \( \lambda(r) \) are the density, specific heat capacity and thermal conductivity, respectively, at radial position \( r \). To calculate the inner heat-transfer coefficient, \( h_i \), we employ the following correlation for the Nusselt number, \( Nu \),

\[
Nu = \begin{cases} 
3.66 & Re < 2300, \\
0.023Re^{4/5} Pr^v & Re > 3000,
\end{cases}
\]
with linear interpolation in the region $2300 \leq \text{Re} \leq 3000$. The second line is the Dittus-Boelter correlation, see e.g. Bejan (1993, Chap. 6). Herein, $p = 0.4$ when the fluid is heated and $p = 0.3$ when the fluid is cooled. The Nusselt number, $Nu$, and the Prandtl number, $Pr$, are defined as

$$Nu = \frac{h_d d}{\lambda_m}, \quad Pr = \frac{c_p \rho_m \mu_m}{\lambda_m}$$

where subscript m indicates fluid mixture properties. The mixture viscosity and thermal conductivity are calculated as a volume average of the phase properties. To account for the enhanced heat transfer due to boiling, the correlation of Gungor and Winterton (1987) is chosen for its simplicity. The heat flux, $q$ (W m$^{-2}$), correlation is implicitly formulated,

$$q = q(h_i(q), T_v, T).$$

We calculate the heat-transfer coefficient in an explicit manner based on the fluid solution at time step $n$ and the heat flux from time step $n-1$. Regarding the outside heat-transfer coefficient, it is assumed to be 4W m$^{-2}$ K$^{-1}$.

### 3.2.4. Numerical solution

For the numerical solution we employ the finite-volume method, where the numerical fluxes are calculated using the first-order centred (FORCE) scheme (Toro and Billett, 2000). As described by Hammer et al. (2013), we obtain second order by using the monotone upwind-centred scheme for conservation laws (MUSCL) and a strong-stability-preserving Runge-Kutta method.

For the simulations performed in this work, we employed a Courant-Friedrichs-Lewy (CFL) number of 0.85. For calculations shorter than 0.2 s, we used a spatial grid of 4800 cells, whereas for longer times, 1200 cells were used.

### 3.3. Decompression-wave speed

The decompression-wave speed is a main quantity in the assessment of running-ductile fracture (RDF) in pipelines transporting CO$_2$ or other pressurized and compressible fluids, see e.g. Aursand et al. (2016).

The decompression-wave speed can be extracted from the HEM. In the following, we will also present calculations without phase transfer, i.e., the fluid remains in a meta-stable state. Since the expression (15) is evaluated using an EOS, comparing the experimentally determined wave speeds with those calculated using (15) constitutes a test of the EOS, at least for single-phase states.

The speed of sound can be calculated from the relation

$$c = \sqrt{\left(\frac{\partial P}{\partial \rho}\right)_{s}},$$

where the subscript s indicates that the differential is isentropically constrained. For a multiphase mixture, the pressure differential is also subject to constraints maintaining equilibrium between the phases. In this work we employ analytic differentials.

### 4. Results and discussion

In order to study the effect of impurities on the decompression behaviour of a CO$_2$ stream, we retain the conditions of Test 8 for pure CO$_2$, reported in Munkejord et al. (2020a). The nominal conditions are
12 MPa and 25 °C, see Table 4. Here we report on one experiment with 1.8 mol % N\textsubscript{2} (Test 9) and one with 1.92 mol % He (Test 12). For convenience, the figures containing data from each experiment are listed.

### 4.1. Pressure

We first consider Test 9 for CO\textsubscript{2}-N\textsubscript{2}. Figure 5 displays measured and simulated pressure at the sensor positions. Simulations employing EOS-CG (dashed lines) and the PR EOS (dotted lines) are shown. The whole decompression process is shown in Fig. 5a, whereas Fig. 5b concentrates on the first instants where the transients are fast. As can be observed from Fig. 5b, upon arrival of the first decompression wave, the pressure sensors experience an abrupt pressure reduction. At about 6 MPa at the outlet (and increasing upstream due to friction and heat transfer, see the discussion in relation to Fig. 10 in Munkejord et al. (2020a)), the pressure traces level off for a shorter or longer period depending on the position, and the decompression proceeds slower. This corresponds to the onset of two-phase flow, as is also illustrated in the phase diagram in Fig. 4.

In Fig. 5, simulation results obtained with the homogeneous equilibrium model (HEM) are plotted along with the experimental values. It can be observed that close to the outlet and during the first instants of depressurization, the HEM tends to overestimate the pressure ‘plateau’, something which could be related to non-equilibrium effects, which will be further discussed in the next section. Later, and further upstream, the pressure-plateau levels match relatively well, see e.g. sensor PT209 at 0.1 s (Fig. 5d). Even later, see Fig. 5a at about 3 s, there is an overestimation of the pressure. At this point, the outlet boundary condition and the assumption of a highly dispersed flow, which does not hold in all the pipe, play a role. All in all, however, we find that the HEM performs well, given its simplifications. Furthermore, Fig. 5d illustrates that the PR EOS underestimates the speed of sound (later wave arrival times), and more so for high pressures. EOS-CG, on the other hand, gives accurate values in the single-phase region.

![Figure 5](image)

**Fig. 5.** Measured (full lines) and simulated pressure, with EOS-CG (dashed lines) and with PR (dotted lines), at the sensor positions, for Test no. 9.

---

**Table 4**

Experimental conditions of the depressurization tests of CO\textsubscript{2}-rich mixtures.

<table>
<thead>
<tr>
<th>Test no.</th>
<th>Impurity</th>
<th>Concentration (mol %)</th>
<th>Pressure (MPa)</th>
<th>Temperature (°C)</th>
<th>Ambient temp. (°C)</th>
<th>PT5 temp. (°C)</th>
<th>Figures</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>none</td>
<td>N/A</td>
<td>12.22</td>
<td>24.6</td>
<td>9</td>
<td>24.3</td>
<td>7,11,15</td>
</tr>
<tr>
<td>9</td>
<td>N\textsubscript{2}</td>
<td>1.8</td>
<td>12.27</td>
<td>25.0</td>
<td>4</td>
<td>24.1</td>
<td>5,7,9,11,12,15</td>
</tr>
<tr>
<td>12</td>
<td>He</td>
<td>1.92</td>
<td>12.17</td>
<td>24.7</td>
<td>6</td>
<td>24.4</td>
<td>6,7,10,11,14,15</td>
</tr>
</tbody>
</table>

\* From Munkejord et al. (2020a).
Hammer (2015), we reported that the PR EOS underestimated the single-phase speed of sound for a different CO₂-rich mixture. It can also be seen from Fig. 5d that in the current case, PR gives a longer duration of the pressure plateau than EOS-CG. This difference increases upstream and is due to the difference between the liquid speed of sound and the two-phase mixture speed of sound.

The difference between predictions obtained using EOS-CG and those for the PR EOS are further illustrated by the plot in Fig. 5c for the whole depressurization. It can be seen that after the initial strong transients, the difference is limited. This is due to the fact that the benefit of using EOS-CG over a cubic EOS is mainly the improved density and speed-of-sound predictions. The cubic EOS, however, will predict VLE and energetic properties with satisfactory accuracy. For the initial strong transient plotted in Fig. 5d, the density and speed of sound will define the rarefaction-wave velocity according to (15). For the ‘slower’ effects plotted in Fig. 5c, when the fluid is in a two-phase state, VLE, energetic properties, heat transfer to the fluid and friction will all have an effect, through the coupling of mass, momentum and energy.

The measured and simulated pressure for Test 12 with CO₂-He is displayed in Fig. 6. For Test 12, our simulations are carried out employing the tc-PR EOS described in Section 3.1.1. Overall, the trends are similar to those for Test 9 in Fig. 5. However, when comparing the experimental results in Fig. 6b with those in Fig. 5b, we see that the pressure ‘plateau’ is significantly higher, at about 9 MPa at the outlet compared to about 6 MPa for Test 9. As illustrated in the phase diagram in Fig. 3, this is mainly due to the larger two-phase area of CO₂-He compared to CO₂-N₂. Further, it can be observed that the HEM with tc-PR predicts the pressure wave well at 12 MPa. Although the interaction parameter for tc-PR was not tuned to speed of sound data, at this pressure the speed of sound prediction happens to be very accurate. For lower pressures, however, the simulated pressure drops too early, i.e., the speed of sound is too high. We also observe that the experimental pressure traces in the two-phase area (below the ‘plateau’) vary more gradually in Test 12 than in Test 9 during the first instants of the depressurization, close to the outlet.

The effect of impurities on the observed pressure during decompression is illustrated in Fig. 7 by plotting experimental values for Tests 8 (dark – pure CO₂), 10 (medium colour – CO₂-N₂) and 12 (light – CO₂-He) for three sensors. As can be seen from Fig. 7a, the pressure drops faster and deeper for CO₂. At the position of PT213, the ‘plateau’ pressure goes up from about 5.8 MPa for pure CO₂ to 6.7 MPa for CO₂-N₂ and further to 8.8 MPa for CO₂-He. The later arrival of the pressure dip for Tests 9 and 12 means that the impurities decrease the speed of sound of the CO₂ stream. A further interesting effect can be observed in Fig. 7b. At about 1.5 s, there is an ‘inversion’, i.e., the pure-CO₂ experiment changes from the lowest to the highest pressure, and the other way around for the CO₂-He experiment. This is also seen in our simulations, see Fig. 8. There are two main effects governing the pressure ‘inversion’. First, the initial pressure drop is a function of the phase-transition pressure, which is lowest for CO₂. Second, CO₂ with N₂ and He have a higher mixture speed of sound, which gives a higher mass outflow rate, so that the pressure for Test 9 and 12 catch up with that of Test 8.

4.2. Decompression-wave speed

As mentioned in Section 3.3, the decompression-wave speed is a
main quantity in the assessment of running-ductile fracture (RDF) in pipelines transporting CO$_2$ or other pressurized and compressible fluids. Of particular interest is the pressure at which the decompression-wave speed shifts from fast propagation in the liquid phase to slow propagation in the two-phase fluid. This pressure is often referred to as the ‘plateau pressure’, for reasons evident from the graphs in the following.

The decompression-wave speed can be determined from the experimentally recorded pressure as the slope of the linear fit of the sensor locations and the wave arrival time, as described by Botros et al. (2010, 2016, 2007). Here we employ the first five pressure sensors, i.e., a portion of the test section in which friction and heat transfer has not had time to act. We will compare the experimentally determined wave speeds to model calculations employing (15). The initial temperature for the calculations is the length-weighted average temperature from the open end to the fifth pressure sensor, which is given as ‘PT5 temp.’ in Table 4.

Figure 9 displays wave speeds for Test 9 (CO$_2$-N$_2$). The legend ‘equilibrium’ (blue) refers to full thermodynamic equilibrium for two-phase states, whereas for ‘liquid’ (green), the fluid remains in a metastable liquid state. The curve for ‘liquid’ ends at the point where the isentrope reaches the spinodal. It can be seen that when full thermodynamic equilibrium is assumed, the decompression-wave speed abruptly decreases from about 350 m s$^{-1}$ to 40 m s$^{-1}$ at 6 MPa. This corresponds to the bubble point predicted by the EOS (EOS-CG). We observe that the experiments indicate a more gradual phase transition at a lower pressure, about 5 MPa, and with a pressure slope instead of a plateau. In the figure, the dotted line connects the two regions where we could extract experimental data. A second observation is that the experimental data lie between the calculations for equilibrium and those for a meta-stable liquid, although somewhat closer to equilibrium. Finally, we observe that in the single-phase liquid (high pressure) region, there is very good agreement between the experiment and calculations (and hence EOS-CG).

In our interpretation, the fact that the experiment shows a lower phase-transition pressure than that calculated using EOS-CG does not mean that the EOS-CG incorrectly predicts the bubble-point pressure. Rather, this means that the process is so fast that equilibrium does not have time to establish itself. For example, at the first pressure sensor, it takes about 210 µs for the pressure to drop from the initial value to 5.3 MPa. During a running-ductile fracture (RDF), the phase-transition pressure (boiling pressure) drawn in Fig. 9 determines the load on the opening pipe flanks. Therefore, employing the saturation pressure, which is higher than the observed pressure, in RDF assessments, is conservative (Cosham et al., 2012). This does, however, not mean that the Battelle two-curve method is conservative as such (Jones et al., 2013).

The decompression wave speeds for Test 12 (CO$_2$-He) are plotted in Fig. 10. The experimental values are plotted in red, whereas the blue colour here denotes values calculated using the tc-PR EOS and the green colour denotes values calculated using the GERG-2008 EOS. It can be seen that although tc-PR has been adapted to available data, it gives the wrong slope in the single-phase area, and judging from the case of CO$_2$-N$_2$ in Fig. 9, the bubble-point pressure appears to be too low. GERG-2008, on the other hand, has about the right slope in the single-phase area, but the wave-speed values are about 25 m s$^{-1}$ too high, and the bubble-point pressure also appears to be too high. Since the experimental and modelled decompression-wave speed for CO$_2$-N$_2$ in Fig. 9 match very well, we can infer from (15) that the single-phase density and speed-of-sound predictions by EOS-CG are of high accuracy. As can be seen from the results in Munkejord et al. (2020a), the same applies to pure CO$_2$.

The effect of impurities on the decompression-wave speed is summarized in Fig. 11 by plotting the experimental data from Tests 8 (CO$_2$), 9 (CO$_2$-N$_2$) and 12 (CO$_2$-He) together. Compared to the case of pure CO$_2$, CO$_2$-N$_2$ has a 25 m s$^{-1}$ lower single-phase (liquid) decompression-wave speed and a 1 MPa higher phase-transition pressure, whereas CO$_2$-He has 65 m s$^{-1}$ lower single-phase decompression-wave speed and a 3.75 MPa higher phase-transition pressure. These values are significant and need to be taken into account in several design situations, in particular...
for the assessment of RDF.

4.3. Temperature

Temperature measurements are essential in order to validate the heat-transfer models needed in pipeflow simulations. Furthermore, as will be discussed, the temperature measurements can indicate the occurrence of separated gas-liquid flow regimes and solid-CO$_2$ formation.

Figure 12 shows measured and simulated temperatures for Test 9 (CO$_2$-N$_2$) for different positions. For the simulations, the PR EOS was employed with and without accounting for solid CO$_2$. Fig. 12a shows the temperature at a position 8 cm from the outlet. Within 30 ms, the measured temperature drops from the initial temperature to below 0 °C. Thereafter, the temperature steadily falls down to −60 °C at about 4.5 s, and then it starts rising. That is, this is the dry-out point at which there is no liquid left. The temperature-drop trend, including the time of dry-out, is very well captured by the HEM. This indicates that the flow at the outlet is highly dispersed as presumed by the HEM. From about 3 s until dry-out, the simulation starts overpredicting the temperature. After dry-out, there is also good agreement between the experiment and the simulation, although with an underprediction.

Figures 12b and c show the temperatures recorded at about 15 m from the outlet and from the closed end, respectively. Here, we have three temperature sensors, oriented close to the top, side and bottom of the tube, indicated with increasing line darkness in the figures. In Fig. 12b, we observe that the three temperature sensors give very similar readings. In Fig. 12c, further upstream, the top sensor indicates dry-out about 1 s earlier than the side and bottom sensors. We interpret this to be due to some degree of gas-liquid flow separation. Also dry-out occurs later at the upstream position than the downstream one. At both these positions, the HEM predicts dry-out somewhat early. This is consistent with the assumption of no phase slip in the HEM, meaning that too much liquid is transported away, leading to early dry-out.

In Fig. 12c we make an interesting observation regarding solid CO$_2$. The temperature simulated without solid CO$_2$ increases monotonically after dry-out, whereas the one with solid CO$_2$ experiences a second drop at about 7 s. The measured temperature has a similar qualitative development. Our interpretation is that the temperature drop is due to solid CO$_2$ having been formed upstream, influencing the heat transfer from the wall. Furthermore, the model without solid CO$_2$ employs a fictitious vapour-liquid region at low temperatures and pressures, leading to the use of a high two-phase gas-liquid heat-transfer coefficient, and consequently higher temperatures.

This is further illustrated in Fig. 13, where we have plotted simulated
profiles for pressure, temperature and volume fractions near the closed end of the tube. Simulation results obtained by including solid CO₂ in the model (full lines) and without a solid-CO₂ model (dotted lines) are shown. The profiles are plotted at a time before, at, and after the temperature drop seen in Fig. 12 c at about 7 s.

Figure 13 b displays the results for temperature. In the simulations not including solid CO₂, we observe a higher temperature due to a high calculated heat-transfer due to the boiling of liquid. At the time of the snapshots, most of the liquid has evaporated, but there is some left (Fig. 13 c). In the simulations including solid, cold gaseous CO₂ flows downstream (to the left) from the closed end as the solid CO₂ sublimates. At the same time, the heat transfer into the fluid is high due to the low temperatures. From Fig. 13 a it is seen that the pressure is decreasing, making the fluid colder. It is also seen that the pressure decrease is slowing down, and that the pipe is below atmospheric pressure at 7.4 s. The cooling effect due to pressure drop therefore stops, and the heat transfer increases due to the reduced temperature. In Fig. 13 c and 13 b it is seen that some time between 7.0 s and 7.4 s, the solid front starts moving towards the closed end as the solid sublimes. As an effect of these competing cooling and heating phenomena, the temperature does not increase monotonically with time after dry-out at positions in the vicinity of \( x = 45 \text{m} \).

At the closed end of the tube, the flow speed is naturally very low, so the trends are different from those at the downstream positions, as seen in Fig. 12 d. The measured temperature (by all three sensors) shows a kink at \( -60 \text{°C} \) and 6 s, which we interpret to be due to the formation of solid CO₂. The measured temperature decreases somewhat below the triple-point temperature (\( -56.6 \text{°C} \)), after which it increases for a short while, possibly indicating non-equilibrium as solid CO₂ is formed. After this, the temperature at the bottom of the tube drops to about \( -78 \text{°C} \), which indicates that some solid CO₂ remains there. Interestingly, after 6 s, the simulated temperature accounting for solid CO₂ agrees well with the experimental observation, whereas the temperature simulated without solid CO₂ drops too low, to about \( -90 \text{°C} \).

The measured and simulated temperatures for Test 12 (CO₂-He) are displayed in Fig. 14. The comments made for Test 9 in the preceding paragraph also apply to this case, although we observe that dry-out and solid CO₂ formation occurs slightly earlier for CO₂-He than for CO₂-N₂.

In Fig. 15, we show the effect of impurities on temperature by plotting experimental results from the three experiments (CO₂, CO₂-N₂ and CO₂-He) for four different positions, 15 m from the open end (Fig. 15 a), in the middle of the tube (Fig. 15 b), 15 m from the closed end (Fig. 15 c) and at the closed end (Fig. 15 d). It can be seen that the minimum observed temperature decreases from about \( -50 \text{°C} \) close to the outlet to \( -78 \text{°C} \) at the closed end. The dry-out point (where the liquid has evaporated and the temperature starts rising) occurs somewhat later as one progresses upstream. The tendency is different at the closed end of the tube, where the temperature in the later part of the experiment is dominated by solid CO₂ – the vapour-solid equilibrium temperature is \( -78 \text{°C} \) at atmospheric pressure and it is not much lower than the observed temperature.

Fig. 13. Simulated profiles for Test no. 9 at three times at the closed end of the pipe. The solid lines are simulated including the solid model, while the dotted lines are simulated without considering solid. The dotted lines have the same colouring as the solid lines.
affected by the impurities. At all positions, Test 8 (pure CO$_2$) experiences the slowest cooling, with Test 9 (CO$_2$-N$_2$) in the middle and Test 12 (CO$_2$-He) with the fastest cooling. It is CO$_2$-He that experiences dry-out first (at 4.5 s at 15 m, followed by CO$_2$-N$_2$ at 5 s and CO$_2$ at 5.25 s. We can conclude that in the present case, the impurities affect the temperature dynamics, but not the ‘worst case’ coldest temperature.

5. Conclusion

The new ECCSEL Depressurization Facility has been commissioned for non-flammable impurities. We have reported and analysed two full-bore depressurization experiments of a tube, one with CO$_2$ with 1.8 mol % N$_2$ and one with 1.92 mol % He, comparing with a pure-CO$_2$ experiment from Munkejord et al. (2020a). In particular, both pressure and temperature data with high spatial and temporal resolution have been presented. The experiments show that the decompression behaviour of the CO$_2$ stream is significantly affected by impurities in this relatively moderate range. In addition, the decompression process is characterized by regimes of single-phase, two-phase (vapour-liquid and vapour-solid) and three-phase (vapour-solid-liquid) flow. As a consequence, simulation models used for considerations related to design and operation of CO$_2$ transport and injection systems should be able to accurately take these effects into account in order to enable safe and efficient CCS systems.

We observed an increase in the phase-transition pressure in the range of 1 MPa resulting from 1.8 mol % N$_2$, and almost 4 MPa resulting from 1.92 mol % He. This has consequences for systems where one for instance aims to avoid two-phase flow. For the rapid decompression relevant for the assessment of running-ductile fracture, we observed that the phase-transition pressure was significantly lower than the plateau (equilibrium) pressure. To physically model this non-equilibrium flow constitutes a challenging topic for further research.

For CO$_2$-N$_2$, the single-phase liquid decompression speed calculated using EOS-CG was in very good agreement with the experiments. For CO$_2$-He, on the other hand, neither the specially adapted tc-PR EOS nor the GERG-2008 EOS gave accurate results, the discrepancies being in the order of 10% for the decompression speed, depending on the pressure level.

For the early stage of depressurization, the pressure observed for pure CO$_2$ dropped fastest and that of CO$_2$-He slowest. However, after about 1.5 s, the situation was reversed, with the highest recorded pressure for pure CO$_2$ and the lowest for CO$_2$-He. This effect was reproduced by the HEM.

The impurities also affected the observed temperature dynamics. CO$_2$-N$_2$ gave a faster initial temperature drop and earlier dry-out than pure CO$_2$, and CO$_2$-He even more so.

We have implemented vapour-solid-liquid equilibrium calculations in conjunction with our HEM. Comparison with the experiments showed that in order to reproduce the correct temperature development, taking solid CO$_2$ into account was necessary both at the point where solid CO$_2$ was formed, and at downstream positions. At the closed end, failing to include solid CO$_2$ gave a too low calculated temperature, whereas 15 m downstream, it gave a too elevated temperature.

The HEM gave good temperature predictions close to the outlet, where the flow is highly dispersed, and at the closed end of the tube, where the temperature is governed mainly by the phase equilibria. In the
middle of the tube, the HEM gave too early dry out, and a too high dry-out temperature. Improvements could perhaps be obtained by considering models including phase slip, as well as improved heat-transfer models.

Data availability

The experimental data recorded in this study can be downloaded from Zenodo (Munkejord et al., 2021).
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