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A B S T R A C T

Insight into thermal–hydraulic correlations of plate fin-and-tube heat exchangers is of great interest in many
industrial applications. Numerical simulations allow to efficiently and accurately obtain air-side heat transfer
and pressure drop correlations for a broad variety of heat exchanger configurations, provided the numerical
method is soundly validated against experimental measurements. In this contribution, we present a thoroughly
validated computational fluid dynamics model applicable to solution of the conjugate heat-transfer problem in
plate fin-and-tube heat exchangers. Favorable agreement with experimental work on four different geometries
is demonstrated for high Reynolds numbers. Three out of four comparisons agree to within 20% with
experiments. The computational model is applied to study the dependence of heat transfer and pressure drop
in relation to the transverse tube array pitch. We show that minimizing the array angle results in enhanced
fin efficiency.
1. Introduction

The fin-and-tube heat exchanger (Fig. 1) is a staple in HVAC&R
(Heating, Ventilation, Air Conditioning and Refrigeration) applications,
as well as other applications for compact gas-to-liquid heat exchange
of vital importance in e.g. power and chemical engineering. The heat
exchanger type offers high compactness (large surface area per unit
volume) while providing a competitive heat transfer rate per unit
pumping power. The latter criterion is critical for most applications
involving gas heat exchange, due to the physical properties of gases
(e.g. low density leading to large volume flows). It is therefore essential
to optimize the heat exchanger geometry for maximum heat transfer
per unit pumping power on the gas side.

In many industrial applications, the heat exchanger design is based
on empirical knowledge or deduced from experimental correlations. An
optimal design in terms of application specific constraints on desired
heat transfer rate, maximum pressure drop and footprint is traditionally
challenging to obtain. As noted in e.g. [1], empirical correlations for
air-side heat transfer and pressure drop in heat exchangers are based
on many years of data material, often obtained from heat exchanger
and production considerations that have changed today. For instance,
more compact design, featuring smaller diameter tubes or thinner fins,
may put established correlations outside their validity range, should
the functional form of the correlation not respect the flow physics.
Correlations deduced from numerical simulations can aid in the process
of identifying physical flow features.

∗ Corresponding author.

Recently, with the aid of rapidly increasing available computational
resources, heat exchanger design governed by insight from numerical
simulations has become an active field of research.

It is desirable to be able to validate the performance of a thermally
optimized design by detailed numerical modeling, before investing
in fabrication and experimental testing. Computational Fluid Dynam-
ics (CFD) can supplement experimental measurements and provide
additional insights, provided that numerical models are thoroughly
validated.

CFD has recently been applied to assess flow phenomena rele-
vant to heat exchanger design. Examples are (not limited to) heat
transfer enhancement by helical wires in double pipe heat exchang-
ers [2], fin shaping of plate-and-tube heat exchangers [3], vortex
generators in plate-fin heat sinks [4], flow mal-distribution in mi-
crochannel heat exchangers [5], and thermal characteristics of compact
tube heat exchangers subject to oscillatory flow [6]. Reviews covering
the application of CFD methods to heat exchangers are provided in
e.g [7,8]. [9] employed the open-source computational fluid dynamics
toolbox OpenFoam to validate and demonstrate its conjugate heat
transfer capabilities in fin-and-plate and shell-tube heat exchanger
geometries. OpenFoam has also been used in [10] to compare conjugate
heat transfer modeling with experiments drawn from a single geometry
in [11], and constant temperature modeling [12]. Plate-and-fin air-side
heat transfer correlations for a fixed geometry have been studied by
means of CFD methods in e.g. [13].
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Fig. 1. Fin-and-tube heat exchanger geometry.

Commonly, validation of the CFD method is limited to one particu-
lar heat exchanger geometry, and therefore hard to generalize. To this
end, this work aims to provide evidence for the accuracy of conjugate
heat transfer CFD modeling of fin-and-tube heat exchangers, including
possible limitations, by comparing with experiments on four different
geometric configurations.

Further, this work seeks to study the influence of the tube ar-
ray angle (or the ratio of transverse to longitudinal tube pitch) on
thermal–hydraulic performance of plain fin-and-tube heat exchangers;
a novel application of CFD to heat exchanger modeling. The tube
array angle is of significant practical importance, since manufacturing
constraints may limit the options available. It is therefore essential
to know the thermal–hydraulic trade-off, in order to assess the most
feasible practical heat exchanger design.

Fins can be produced in several geometrical variations, e.g. wavy
fins, louvered fins or fins with vortex generators. Plain fins, however,
are still commonplace due to ease of manufacturing, and allows the
tube array angle effect to be separated from possible fin effects.

An effort to condense experimental air-side heat transfer and pres-
sure drop data from fin and tube heat exchangers into correlations that
reflect geometrical parameters via the hydraulic tube diameter has been
undertaken in [14–16]. Correlations obtained in that fashion including
the ratio of characteristic heat exchanger outside and unfinned surfaces,
show promising agreement with a number of experimental measure-
ments of air-side heat transfer coefficient and pressure drop. However,
detailed parameter dependencies included in the surface areas still need
to be worked out.

In this contribution, usefulness of the validated model will be
demonstrated by assessing the array angle dependence of the Granryd
correlation [17], showing that numerical simulations prove a powerful
tool in future heat exchanger design studies.

This article is structured as follows: The model framework, theoret-
ical background, and numerical methodology are outlined in Section 2.
Section 3 documents the choice of turbulence model, grid convergence
studies and comparison with experiments of different geometry, used to
validate the numerical model. The model is then applied to investigate
the influence of the array angle on the heat transfer–pressure drop
ratio, and compared to the Granryd correlation in Section 4. Finally,
conclusions are provided in Section 5.

2. Methodology

In the following, we introduce the computational methodology
employed in this work. The conjugate heat-transfer problem at hand,
demands solution of the flow field between the tubes, coupled with con-
sistent heat-transfer at the tube surface. Details on the model equations,
the numerical framework, computational domain, boundary condi-
tions, thermophysical conditions and the choice of data reduction are
presented below.
2

2.1. Model equations and numerical setup

The flow-field, 𝒖, is described by the steady-state Reynolds-averaged
Navier–Stokes equations,

∇ ⋅ (𝜌𝒖) = 0, (1)

∇ ⋅ (𝜌𝒖⊗ 𝒖) = −∇𝑝 + 𝜌𝒈 + ∇ ⋅
[

𝜇eff
(

∇𝒖 + (∇𝒖)tr
)]

, (2)

in terms of the (fluid) mass density 𝜌, pressure 𝑝, and the effective
viscosity 𝜇eff denotes the sum of molecular and turbulent viscosity. 𝒈
is the gravitational acceleration vector. Energy continuity is given by,

∇ ⋅ (𝜌𝒖ℎ𝑓 ) + ∇ ⋅ (𝜌𝒖𝑘) = ∇ ⋅
(

𝛼eff∇ℎ𝑓
)

+ 𝜌𝒖 ⋅ 𝒈, (3)

in terms of the fluid variables specific enthalpy ℎ𝑓 , turbulent kinetic
energy 𝑘 = 𝒖 ⋅ 𝒖∕2, and the effective thermal diffusivity 𝛼eff including
turbulent thermal diffusivity

𝛼eff =
𝜅𝑓
𝑐𝑝,𝑓

+
𝜌𝜈turb
Prturb

, (4)

with the fluid thermal conductivity 𝜅𝑓 , specific heat capacity 𝑐𝑝,𝑓 ,
turbulent viscosity 𝜈turb, and the turbulent Prantdl number Prturb. The
temperature field in the fluid domain is coupled at material walls to
the solid domain, where steady state heat conduction is solved

∇ ⋅
(

𝜅s
𝑐𝑝,s

∇ℎs

)

= 0, (5)

with the solid enthalpy ℎs, solid thermal conductivity 𝜅s and solid
specific heat capacity 𝑐𝑝,s. At the fluid–solid interface, continuity of heat
fluxes is enforced

𝜅∇𝑛𝑇𝑓 = −𝜅s∇𝑛𝑇s, (6)

where the normal derivative, ∇𝑛 = 𝒏 ⋅∇, and 𝒏 is an outwards pointing
unit vector normal to the wall.

The thermodynamic identity relating fluid enthalpy, entropy (𝑠),
and pressure is given by

dℎ𝑓 = 𝑇𝑓 d𝑠 + d𝑝∕𝜌, (7)

which at constant pressure provides

ℎ𝑓 = ∫ d𝑇𝑓 𝑐𝑝,𝑓 , (8)

with the specific heat capacity at constant pressure 𝑐𝑝,𝑓 = 𝑇𝑓 , (𝜕𝑠∕𝜕𝑇𝑓 )𝑝.
The system of equations is closed by a choice of turbulence model.

Details are provided in Section 3.1.

2.2. Numerical framework

We use the open-source framework OpenFOAM (version 6) to solve
the governing equations. OpenFOAM provides a generic framework
for finite-volume discretization of partial differential equations. It is
written as a set of C++ libraries, and its object-oriented structure allows
for close top-level representation of the mathematical formulations.
This enables intuitive custom development and modification [18]. The
flexibility of OpenFOAM for tailor-made applications has received in-
creasing attention recently [19].

A typical workflow consists of specifying initial and boundary
conditions for the field variables at hand in separate files, as well
as mesh files that contain the discretization domain and configu-
ration files to specify the solver with numerical schemes and solu-
tion/convergence criteria. Pressure–velocity coupling is solved by the
SIMPLE algorithm [20] via the following steps:

1. solve for the velocity vector from the momentum equation with
an initial guess of the pressure

2. add corrections to the velocity and pressure
3. solve for the pressure corrections
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Fig. 2. Fin and tube geometry parameters with computational domain indicated by red dashed lines. 𝑑c, 𝑃t, 𝑃L, 𝑆f and 𝑡f denote tube collar diameter, longitudinal tube pitch,
transversal tube pitch, fin pitch and fin thickness, respectively. The array angle is denoted by 𝛽. Left: Top view. Right: Side view.
Fig. 3. Computational grid example, red fin domain, gray fluid domain. Bulk fluid cell
size is enlarged for clarity.

4. solve for the velocity corrections
5. repeat until the convergence criterion is reached

Interpolation of the face fluxes to the cell values is achieved by combi-
nations of second-order central-differencing schemes. In each iteration,
the convergence of velocity, pressure, and enthalpy is monitored. The
algorithm is deemed converged upon reaching small enough, user
defined, residuals.

Two iterative convergence criteria are used: The drop in mass
averaged total pressure (𝑝0+0.5𝜌𝒖 ⋅𝒖) across the computational domain
and the total surface heat flux from each fin surface. Equation residuals
were also checked for monotonic reduction.
3

2.3. Computational domain, grid generation and boundary conditions

The computational domain consists of a periodic ‘‘unit cell’’ of the
heat exchanger geometry, following the works of Martinez et. al [21]
and Lindqvist and Næss [22]. Fig. 2 shows the computational domain
in relation to the overall fin-and-tube heat exchanger geometric param-
eters: The domain is periodic in longitudinal (𝑥) and transversal (𝑦)
direction, with respect to the incoming flow (Fig. 2 left), and confined
laterally by adjacent fin plates (Fig. 2 right).

2.4. Boundary conditions

The streamwise boundary condition is an adapted version of a
strictly periodic (cyclic) boundary condition. Pressure and velocity
profiles are sampled from the opposing boundary on regular intervals
during the solution process, in a staggered fashion. Remaining fields
(temperature and turbulence quantities) are updated every iteration,
acting as a fully periodic boundary. This procedure avoids numerical
instabilities associated with a fully periodic boundary condition. Uni-
form boundary profiles are used initially and the boundary condition
acts as a prescribed velocity inlet/prescribed pressure outlet between
profile updates. Neumann conditions are used for pressure on the
inlet boundary and velocity on the outlet boundary, as is common
practice. The number of iterations between profile updates are adjusted
to ensure convergence. In addition to being copied, profiles for velocity
and temperature are scaled to satisfy a specified area average, such
that flow rate and temperature difference can be set. Simulations are
considered converged when total pressure drop and surface heat fluxes
do not change significantly between profile updates, nor with continued
iterations.

The combined fluid flow and heat conduction through the fin (con-
jugate heat transfer) is resolved in the present work. Heat conduction
through the fin collar and tube wall, however, is neglected due to
its small contribution to the overall thermal conductance [23]. Fin-
to-tube contact resistance is neglected for the same reason. The tube
surface and the fin root is given a fixed temperature boundary condition
of 300K. Fin surfaces exposed to the fluid uses a coupled boundary
condition with a consistent heat flux across the fluid/solid interface.

A 2D quad-dominated hybrid grid is generated in the 𝑥-𝑦 plane
between two adjacent fins and extruded in the 𝑧-direction to form the
fluid and solid domains (Fig. 3). Half the fin thickness is modeled at
each extreme in the 𝑧-direction. Sufficient boundary layer resolution,
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𝑚

i.e. 𝑦+ < 1 and at least 10 grid points through the boundary layer, is
ensured on the tube- and fin surfaces. A boundary layer expansion ratio
of 1.12 is used to maintain a smooth transition in cell size throughout
the domain. The fin is modeled by 10 cell layers through its thickness.

2.5. Thermophysical conditions

The fluid is modeled as dry air with constant thermophysical prop-
erties, including density. This simplification removes the dependency
on whether the gas is cooled or heated by the tubes and is justified by
the fact that the gas temperature change for each tube row usually is
moderate. Even if it is not, the impact on the heat transfer coefficient
should be negligible for gas cooling (heat recovery) applications as long
as boundary layers remain laminar [24]. As regards the pressure drop,
it is common practice to perform measurements in separate, adiabatic,
experiments. Hence, the numerical simulations are representative of
the experimental setup in this regard. Some thermal–hydraulic corre-
lations indeed correct for the direction of heat flow, but to verify such
dependencies is outside the scope of this paper.

The fins are modeled using an isotropic conducting material with
constant thermal conductivity corresponding to aluminum
(193Wm−1 K−1) or copper (390Wm−1 K−1) depending on the experi-
mental setup.

The fluid inside the tubes is not taken into account, i.e. the tube
surfaces are kept at uniform temperature, see Section 2.4.

2.6. Data reduction

Upon convergence, the raw data from the numerical model (T,p,U,
. . . fields) is integrated and reduced to a Reynolds number, a friction
factor and a Colburn j-factor to facilitate interpretation and comparison
with correlations. The temperature and pressure fields of the fluid are
mass flow averaged at the inflow and outflow boundaries as a basis for
the data reduction (subscript 𝑏). The wall heat flux from the active heat
transfer area is evaluated numerically based on Fourier’s law and the
near-wall fluid temperature gradient.

The fin efficiency is evaluated by computing actual and ideal heat
fluxes in separate simulations, for a given flow field, to avoid the
restrictive assumptions pertaining to theoretical fin efficiency models.
The ideal heat fluxes, 𝑄ideal, are solved by starting from the converged
simulation for actual heat fluxes, 𝑄. A frozen flow field is assumed and
a uniform temperature boundary condition is applied to all fin surfaces
(i.e. infinite thermal conductivity). The fin efficiency is computed as

𝜂f =
(�̇�f + �̇�t)∕𝛥𝑇

(�̇�f + �̇�t)ideal∕𝛥𝑇ideal
(9)

The Reynolds number based on the tube collar diameter is defined
as

Re =
𝑑c𝑢𝐹min

𝜈
. (10)

The heat transfer coefficient and 𝑗 factor is calculated as

𝛼o =
�̇�f + �̇�t

[𝜂f𝐴f + 𝐴t]𝛥𝑇𝐿𝑀
, (11)

where 𝛥𝑇𝐿𝑀 is the log mean temperature difference,

𝛥𝑇𝐿𝑀 =
(𝑇b,in − 𝑇t) − (𝑇b,out − 𝑇t)

ln(𝑇b,in − 𝑇t) − ln(𝑇b,out − 𝑇t)
. (12)

The Colburn 𝑗 factor is evaluated as

𝑗 = Nu
RePr1∕3

=
𝛼oPr2∕3

𝜌𝑢𝐹min 𝑐𝑝
. (13)

The Fanning friction factor is calculated based on the difference
in mass flow averaged total pressure between the inflow and outflow
boundaries, 𝛥𝑝, after [23]:

𝑓 =
𝐴flow 2|𝛥𝑝|𝜌

2
, (14)
4

𝐴ht 𝐺𝑐
Fig. 4. Results of grid convergence study, with selected grid for production simulations
(red circle).

where the (1 − 𝜎2) term is neglected since 𝜌m = 𝜌in = 𝜌out and 𝐺𝑐 =
̇ ∕𝐴flow.

3. Grid convergence and validation with experimental data

Grid convergence is tested by generating six different grids with
progressively larger bulk fluid cell sizes while keeping 𝑦+ < 1 in wall-
adjacent cells. The tested bulk fluid cell sizes are in the range 0.059 mm
– 0.44 mm. The grid refinement ratio for each step is 1.5 based on cell
side length. The grid convergence test uses geometry Wang15 (Table 1).

Results of the grid convergence test show the expected asymptotic
convergence of both j and f factors (Fig. 4) with an observed order of
accuracy of about 1.7. A bulk fluid cell size of 0.13 mm (marked with
red circle) produces results within 0.75% of the finest grid solution, and
is judged as a good compromise between accuracy and computational
cost.

3.1. Selection of turbulence model

As regards turbulence modeling, the flow in a fin-and-tube heat
exchanger remains laminar up to a relatively high Re𝑑𝑐 , as noted by Xie
et al. [13]. The turbulent transition point, based on twice the channel
height between two fins, depends (by definition) on the fin pitch. Dense
geometries may therefore have the entire useful design space in the
laminar region. However, for modeling purposes, it is useful to use the
same set of model equations for heat exchangers in the laminar and
turbulent regimes.

To aid turbulence model selection, two different fin-and-tube ge-
ometries are simulated without a turbulence model (assuming lam-
inar flow) and with two different turbulence models: The 𝑘-𝜔 SST
model [25] and the Spalart–Allmaras model [26]. Both turbulence
models can resolve boundary layer profiles down to the viscous sub-
layer, and hence can be used as low Re models without additional
damping functions. Additionally, they do not depend on wall functions.
Both models are suitable for boundary layer flows involving adverse
pressure gradients.

Results indicate the following:

• The assumption of laminar flow is valid for dense geometries and
can be used in the currently considered Reynolds number range,
even slightly above the critical Reynolds number for turbulent
flow (Fig. 5(a)).

• The CFD model with laminar flow assumption fails to converge
for geometries with larger fin pitches (Fig. 5(b)). A possible
explanation could be tube wake instabilities that would have to
be resolved with a transient simulation.

• The low Re turbulence models give identical results as the lam-
inar model for both fin-and-tube geometries, hence making the
laminar model redundant.
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Fig. 5. Comparison between two different low-Re turbulence models, and a laminar model (no turbulence). Green circles, black crosses and red diamonds denote the 𝑘−𝜔− SST,
Spalart–Allmaras, and laminar model, respectively. In both figures, the upper data points represent the friction factor, 𝑓 , and the lower data points the Colburn 𝑗-factor. The
vertical dotted lines indicate the turbulent transition Reynolds number.
Table 1
Tube and array geometries (compare Fig. 2).

Geometry Wang9 Wang14 Wang15 TangP12
Reference [11] [11] [11] [27]
Fin material N/A N/A N/A Copper

𝑑c [mm] 10.23 10.23 10.23 18.6
𝑡f [mm] 0.13 0.20 0.20 0.30
𝑠f [mm] 3.16 1.74 3.16 3.1
𝑃t [mm] 25.4 25.4 25.4 42.0
𝑃L [mm] 22 22 22 34.0

The 𝑘-𝜔 SST model [25] is used throughout the rest of this work
based on these conclusions. All turbulence model constants are kept
at their default value. A turbulent Prandtl number of 0.85 is used for
thermal diffusivity calculations.

3.2. Validation against experiment

Numerical model results are compared with experimental data for
the four fin-and-tube geometries given in Table 1. Results are presented
in Figs. 6(a)–6(d). The numerical results are also compared with the
Granryd correlation, documented in [17] (in Swedish). A comprehen-
sive form of the correlation is also provided in English in the Appen-
dices of [28], however, missing the factor 𝐾𝐴 = 2.39(𝐴𝑎,𝑡𝑢𝑏𝑒∕𝐴𝑎,𝑡𝑜𝑡𝑎𝑙)0.19

and the value 𝐾𝑧𝑟 = 1 for 𝑧𝑟 = 1 (in their notation).
The numerically computed friction factor and Colburn j-factor are

compared with experimental values by means of the mean-absolute-
error (MAE) and the mean-absolute-percentage-error (MAPE), given by

MAE = 1
𝑁

𝑁
∑

𝑖=1
|𝑌𝑖,num − 𝑌𝑖,exp|, (15)

and

MAPE = 1
𝑁

𝑁
∑

𝑖=1

|

|

|

|

|

𝑌𝑖,num − 𝑌𝑖,exp

𝑌𝑖,num

|

|

|

|

|

, (16)

where the subscript ‘‘num’’ indicates a variable from numerical simula-
tions, and ‘‘exp’’ an experimental observation. As the Reynolds numbers
from the numerical simulations not necessarily are the same as in
the experiments, the MAE is computed for ranges that overlap. For
overlapping Reynolds number, the experimental values (means) are
interpolated by means of cubic splines, with the interpolation func-
tion evaluated at the available Reynolds numbers from the numerical
5

Table 2
Deviation of numerically and experimentally computed friction- and Colburn j-factor.

Geometry Wang9 Wang14 Wang15 TangP12

MAE ∶ 𝑓 0.007 0.022 0.004 0.004
MAPE ∶ 𝑓 14.4% 40.8% 8% 16.8%
MAE ∶ 𝑗 0.003 0.014 0.003 0.001
MAPE ∶ 𝑗 19% 44.9% 19.6% 9.5%

simulations, to produce the quantity 𝑌exp. The error introduced via the
cubic spline interpolation is negligible for the purpose of comparison
with values from numerical simulations. Resulting absolute errors are
presented in Table 2. It should be noted that for the TangP12 geometry,
only a single overlapping Reynolds number is used.

Fig. 6 illustrates the overall agreement with the experimental data
for the Wang9, Wang15 and TangP12 geometries, particularly at high
Reynolds numbers. The numerical model does, on the other hand,
under-predict j- and f-factors for the Wang14 geometry substantially
(∼40%). This geometry has a significantly smaller fin pitch than the
other geometries. It is not clear why a small fin pitch would lead to
poorer predictive performance. Validation with additional geometries
with a small fin pitch is needed.

Moreover, the numerical model does not predict the loss of heat
transfer capacity at low Reynolds numbers, as is observed most clearly
for the Wang14 geometry. According to Wang et al. [11], the phe-
nomenon is due to a combination of channel flow-like behavior at small
fin pitches, and standing vortices that form and fail to break away
behind the tubes at low Reynolds numbers. It is possible that transient
simulations are required to fully capture these dynamics of the flow
numerically.

Finally, comparing the Granryd correlation with experimental data
reveals that the correlation is relatively insensitive to the varied geo-
metric parameters. To its credit, the correlation does well match the
Reynolds number dependency and produces conservative estimates for
𝑓 and 𝑗 without additional safety factors.

4. Numerical results and discussion: Influence of the tube array
angle

A parametric study is run to study the effect of tube array angle, 𝛽
on the heat transfer performance of fin-and-tube heat exchangers. The
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Fig. 6. Comparison between experimental data, numerical simulations and the Granryd correlation.
array angle is set in terms of the ratio of transverse and longitudinal
tube pitch

tan 𝛽 =
𝑃t
2𝑃L

. (17)

The transverse tube pitch 𝑃t is varied with the Wang15 geometry as
base case with the Reynolds number constant at Re = 4900. Heat
transfer performance is quantified by the 𝑗∕𝑓 ratio, the most relevant
performance parameter in pressure drop limited applications.

The numerically computed 𝑗∕𝑓 ratio, shown in Fig. 7 as filled
circles, initially decreases with array angle down to a minimum at
𝛽 = 35◦. Thereafter, the 𝑗∕𝑓 ratio recovers somewhat for larger array
angles. However, taking the fin efficiency into account, it is clear that
the large transverse tube spacing that occur at large array angles is
detrimental to fin efficiency (open circles).

A tentative explanation for the observed behavior is that a small
transverse tube pitch limits the size of the tube wake and thereby
increases the percentage of active heat transfer area. As shown in Fig. 8,
the flow at 15◦ angle is characterized by a small jet (in relation to the
tube size) that impinges on the next tube row. The tube wake is limited
in size to 𝑃L, and causes good mixing of the flow, leading to a relatively
uniform bulk temperature. As the angle is increased to 35◦, the tube
wake grows and covers a substantial part of the available flow cross
section. This, in turn, leads to a high velocity ‘‘tube’’ with large velocity
gradients. Finally, at 55◦, the flow situation resembles that of an in-line
6

Fig. 7. Effect of tube array angle on the heat transfer performance of Wang15 geometry
at Re = 4900. Longitudinal fin pitch held constant.

tube bundle, which is known to be less thermal-hydraulically efficient
than a staggered tube bundle.

Comparison of the numerical results with the Granryd correla-
tion indicates that the correlation captures the most important trend,



Applied Thermal Engineering 189 (2021) 116669K. Lindqvist et al.
Fig. 8. Velocity magnitude at the mid-plane between two fins, flow from left to right at constant Reynolds number (constant mean velocity) and varying array angle. Lower left:
𝛽 = 15◦, Top left: 𝛽 = 35◦, Right: 𝛽 = 55◦.
namely the increase in 𝑗∕𝑓 with decreased array angle.1 The increase in
𝑗∕𝑓 at large array angles is not captured, though this trend is of smaller
practical importance.

5. Conclusions

This work has presented a numerical model for a semi-infinite
fin-and-tube heat exchanger and compared computational results to
experimental data for four different heat exchanger geometries. The
numerical model is then used to study the influence of the tube bundle
array angle on the 𝑗∕𝑓 ratio, indicating pressure drop limited heat
exchanger performance. The following conclusions can be drawn:

• From a heat exchanger design perspective, it appears beneficial
to minimize the transverse tube pitch as much as possible, within
manufacturing constraints, as this increases heat transfer per unit
pressure drop.

• Low Reynolds turbulence models appear to produce identical data
to a model with a laminar flow assumption. These turbulence
models are therefore applicable at all Re, most likely for other
heat exchanger geometries as well.

• The numerical model shows agreement to within 20% with ex-
perimental data for all but one heat exchanger geometry. It is
possible that time-resolved simulations are required to capture all
flow dynamics pertinent to fin-and-tube heat exchangers.

The findings should build confidence in the usefulness of CFD
analysis, when verification and validation is demonstrated. Further
work should, however, resolve the apparent weaknesses in predictive
capability at very low Reynolds numbers, and at small fin pitches.
Transient simulations will likely provide additional clarity on this issue.
Additionally, the proposed method allows to study array angle effects
in more detail. This work can be used to study the performance of other
correlations outside their original validity regime — an important task
to raise confidence in design suggestions from optimization routines.

1 It should be noted that Granryd’s experiments featured 𝑃t = 𝑃L throughout
his campaign, however, he also used his correlations for varying 𝑃t at constant
𝑃 [17].
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Nomenclature

𝐴f fin heat transfer area [m2]
𝐴flowminimum free flow area [m2]
𝐴ht total heat transfer area [m2]
𝐴t tube heat transfer area [m2]
𝑐𝑝 specific heat capacity at constant pressure [J kg−1 K−1]
𝑑o outer tube diameter [m]
𝑑c tube collar diameter (= 𝑑𝑜 + 2𝑡𝑓 ) [m]
𝐺𝑐 air mass flux based on minimum flow area [kgm−2 s−1]
ℎ specific enthalpy [J kg−1]
𝒈 gravitational acceleration vector [ms−2]
�̇� mass flow [kg s−1]
𝒏 outward pointing unit normal vector [-]
𝑝 total pressure [Pa]
𝑝0 static pressure [Pa]
𝑃t transverse tube pitch [m]
𝑃L longitudinal tube pitch [m]
�̇� heat flow [W]
𝑠 specific entropy [J kg−1 K−1]
𝑆f fin pitch [m]
𝑇 temperature [K]
𝑡f fin thickness [m]
𝒖 flow velocity vector [ms−1]
𝑢𝐹𝑚𝑖𝑛 mean velocity in minimum free flow area [ms−1]
𝑦+ nondimensional wall distance [-]
𝑓 friction factor [-]
𝑗 Colburn j factor [-]
Pr Prandtl number [-]
Re Reynolds number [-]

Greek symbols
𝛼 thermal diffusivity [m2 s−1]
𝛼𝑒 apparent heat transfer coefficient [Wm−2 K−1]
𝛼𝑜 external heat transfer coefficient [Wm−2 K−1]
𝛽 tube bundle layout angle [◦]
𝜂f fin efficiency [-]
𝜅 thermal conductivity [Wm−1 K−1]
𝜇 dynamic viscosity [Pa s]
𝜈 kinematic viscosity [m2 s−1]
𝜌 mass density [kgm−3]
𝜎 contraction ratio of cross-sectional area [-]

Subscripts
avg average
b bulk, mixing cup
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f fin
𝑓 fluid
in inlet
m mean value of inlet and outlet conditions
out outlet
s solid
theotheoretical
turbturbulent

Superscript
tr transpose
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