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ABSTRACT
Almost every household in Norway has a smart electricity meter installed. The advanced functionality of the meters and the large amounts of data transmitted from them have the potential to contribute to more than just a more accurate billing of customers. This report is a result from the ENERGYTICS project, which aims at exploring this potential.

This state-of-the-art includes a description of experiences and technical advances regarding deployment of smart meters in the Scandinavian countries and Finland and possible benefits and advantages of deploying data science on data from the electricity grid. Different data sources in the distribution electricity grid and relevant data science techniques are presented. The focus of the state-of-the-art is on two applications of data science: clustering of customers and disaggregation of total electricity consumption into the consumption of individual loads.
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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMS</td>
<td>Advanced metering system (smart electricity meter)</td>
</tr>
<tr>
<td>AC</td>
<td>Air conditioning</td>
</tr>
<tr>
<td>AUPs</td>
<td>Appliance usage patterns</td>
</tr>
<tr>
<td>BIC</td>
<td>Bayesian Information Criterion</td>
</tr>
<tr>
<td>CF-PSO</td>
<td>Constriction Factor Particle Swarm Optimisation</td>
</tr>
<tr>
<td>CFSFD</td>
<td>Fast search and find of density peaks</td>
</tr>
<tr>
<td>CNN</td>
<td>Convolutional Neural Network</td>
</tr>
<tr>
<td>COP index</td>
<td>Context-independent, Optimality, and Partiality index</td>
</tr>
<tr>
<td>DAE</td>
<td>Denoising autoencoder</td>
</tr>
<tr>
<td>DBSCAN</td>
<td>Density-Based Spatial Clustering of Applications with Noise</td>
</tr>
<tr>
<td>DFT</td>
<td>Discrete Fourier Transform</td>
</tr>
<tr>
<td>DMS</td>
<td>Distribution Management System</td>
</tr>
<tr>
<td>DSO</td>
<td>Distribution system operator</td>
</tr>
<tr>
<td>DTW</td>
<td>Dynamic Time Warping</td>
</tr>
<tr>
<td>EDHMM-diff</td>
<td>Explicit-Duration Hidden Markov Model with differential observations</td>
</tr>
<tr>
<td>END</td>
<td>Equal N-Dimensional</td>
</tr>
<tr>
<td>EVs</td>
<td>Electric vehicles</td>
</tr>
<tr>
<td>FASIT</td>
<td>&quot;Failures and outages in the power system&quot;</td>
</tr>
<tr>
<td>FCM</td>
<td>Fuzzy C-means</td>
</tr>
<tr>
<td>FDI</td>
<td>False Data Injection</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>FFW-CRBMs</td>
<td>Factored Four-Way Conditional Restricted Boltzmann Machines</td>
</tr>
<tr>
<td>FMM</td>
<td>Finite mixture model</td>
</tr>
<tr>
<td>GMM</td>
<td>Gaussian Mixture Model</td>
</tr>
<tr>
<td>GPRS</td>
<td>General Packet Radio Service</td>
</tr>
<tr>
<td>GSP</td>
<td>Graph Signal Processing</td>
</tr>
<tr>
<td>HLPC</td>
<td>Hybrid Load Profile Clustering</td>
</tr>
<tr>
<td>HMM</td>
<td>Hidden Markov models</td>
</tr>
<tr>
<td>HnMM</td>
<td>Hidden non-Markovian Models</td>
</tr>
<tr>
<td>HSID</td>
<td>Hybrid Signature-based Iterative Disaggregation</td>
</tr>
<tr>
<td>HVAC</td>
<td>Heating, Ventilation and Air Conditioning</td>
</tr>
<tr>
<td>ICA</td>
<td>Independent Component Analysis</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>IDEStream</td>
<td>Incremental density-based ensemble clustering</td>
</tr>
<tr>
<td>JSD</td>
<td>Jensen-Shannon divergence</td>
</tr>
<tr>
<td>KL index</td>
<td>Krzanowski and Lai index</td>
</tr>
<tr>
<td>KM</td>
<td>K-means</td>
</tr>
<tr>
<td>KNN</td>
<td>K nearest neighbours</td>
</tr>
<tr>
<td>LSTM</td>
<td>Long Short-Term Memory</td>
</tr>
<tr>
<td>MAP-PF</td>
<td>Maximum a-posterior particle filter</td>
</tr>
<tr>
<td>MIC</td>
<td>Maximum Information Coefficient</td>
</tr>
<tr>
<td>MLCDDL</td>
<td>Multi label consistent deep dictionary learning</td>
</tr>
<tr>
<td>MLCDTL</td>
<td>Multi label consistent deep transform learning</td>
</tr>
<tr>
<td>MLP</td>
<td>Multilayer perceptron</td>
</tr>
<tr>
<td>NI</td>
<td>Non-intrusive</td>
</tr>
<tr>
<td>NILM</td>
<td>Non-intrusive load monitoring</td>
</tr>
<tr>
<td>NMF</td>
<td>Non-negative matrix factorisation</td>
</tr>
<tr>
<td>NWD</td>
<td>Not weekday</td>
</tr>
<tr>
<td>PAA</td>
<td>Piecewise aggregate approximation</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal Component Analysis</td>
</tr>
<tr>
<td>PLC</td>
<td>Power Line Communication</td>
</tr>
<tr>
<td>PQ</td>
<td>Power quality</td>
</tr>
<tr>
<td>RNN</td>
<td>Recurrent Neural Network</td>
</tr>
<tr>
<td>RMS</td>
<td>Root mean square</td>
</tr>
<tr>
<td>RP</td>
<td>Random Projection</td>
</tr>
<tr>
<td>SI</td>
<td>Skewness Index</td>
</tr>
<tr>
<td>SMBM</td>
<td>Smart Meter Based Models</td>
</tr>
<tr>
<td>SOM</td>
<td>Self-organising map</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machines</td>
</tr>
<tr>
<td>SVR</td>
<td>Support Vector Regression</td>
</tr>
<tr>
<td>THD</td>
<td>Total harmonic distortion</td>
</tr>
<tr>
<td>VAE</td>
<td>Variational Autoencoders</td>
</tr>
<tr>
<td>WCBCR</td>
<td>Within Cluster Sum of Squares to Between Cluster Variation</td>
</tr>
<tr>
<td>WD</td>
<td>Weekday</td>
</tr>
</tbody>
</table>
1 Introduction

The Norwegian government decided that by 2019, all households should have a smart electricity meter (AMS – advanced metering system) installed. By January 2019, 97% of the households in Norway had smart meters installed [1]. In Norway, no restrictions have been set on the type and make of meter, but there are certain regulations the meter must fulfil [2]:

- Read power consumption with intervals of 60 minutes, and be able to read power consumption with intervals of 15 minutes
- Follow a standard interface to enable communication with external equipment
- Guarantee that no data is lost even during an outage
- Avoid data and load control misuse by providing security solutions
- Meter both active and reactive power (in- and outbound)

The Norwegian DSOs (distribution system operators) had the responsibility of installing smart meters, and the cost is divided between the electricity customers. There are three suppliers of smart meters in Norway; Aidon, Kamstrup and Kaifa [3]. The readings should be stored in the meters and reported to the DSO daily and by 7 am the next day. The smart meters chosen by the Norwegian DSOs also have the possibility to meter voltage.

The advanced functionality of the meters and the large amounts of data transmitted from them have the potential to contribute to more than just a more accurate billing of customers. This report is a result from the ENERGYTICS project, which aims at exploring this potential. The goal of the project is to demonstrate application of Big Data technologies and data science to perform analysis on the smart meter data, and in this way demonstrate an added value both to grid companies and customers. In the start of 2019, the Elhub was operational in Norway, where electricity consumption data is gathered in one large hub and customers can easily access their consumption data and switch between electricity suppliers.

This state-of-the-art includes a description of experiences and technical advances regarding deployment of smart meters in the Scandinavian countries and Finland in chapter 2. Possible benefits and advantages of deploying data science on data from the electricity grid are described in chapter 3. Chapter 4 presents different data sources in the power grid and chapter 5 includes brief explanations of relevant data science techniques for two topics examined in ENERGYTICS – clustering of customers and disaggregation of total electricity consumption into the consumption of individual loads. Chapter 6 describes the methodology for the literature search in this state-of-the-art, and chapter 7 present the results.
2 Deployment of smart electricity meters in neighbouring countries to Norway

This chapter includes experiences from electricity meters in neighbouring countries to Norway, where such meters have been deployed for a longer time than in Norway.

Sweden

Earlier, the electricity bill was based on one reading of the electricity consumption in the previous year. Because this leads to very inaccurate billing, many customers complained. In addition, a cost analysis was performed in the spring of 2002, suggesting possible reductions in energy usage in the range of 1-2% if monthly billing was deployed [4]. Therefore, later in 2002, the Swedish government reacted by requiring that electricity meter readings and billing must be done monthly for all customers by July 2009. The responsibility for achieving monthly readings lies with the DSOs (distribution system operators), but the cost is placed on the end-user [5]. There is no legal requirement to replace the old meters by smart meters, hence some operators have chosen meters that do not support dynamic pricing and giving feedback to the user [5]. In 2012, financial incentives were introduced to encourage investments in smart meters, and customers who subscribed to hourly-based electricity billing contracts received hourly metering for free even if they needed to have a new electricity meter installed [4]. In 2009, Sweden reached 100% penetration of smart meters, and was the first EU country to reach this level [6]. In a report from the European Commission in June 2014 [7], they report energy savings in the order of 1-3% after the deployment of a monthly billing and invoices based on accurate readings, because of reduced energy usage by customers.

Two of the largest DSOs in Sweden, Vattenfall and E.ON Sweden chose to have several contractors delivering the smart meters, while Fortum, another large DSO chose to use only one; Telenor Cinclus [6], [8]. Vattenfall was the first DSO to start the rollout. Because there was no legal requirement on the type of meter, the resulting distribution is that approximately 85% of the meters support reading of hourly values (hence 15% only supports monthly readings), while 41% and 33% is compatible with remote load control and remote disconnection, respectively [6].

The type of communication solutions used also varies. In 2013, 60% of the meters used PLC (Power Line Communication), 20% used GPRS (General Packet Radio Service), and 20% used radio. Vattenfall has mainly used PLC, Fortum uses GPRS, and E.ON Sweden uses both PLC and GPRS [6].

Finland

In Finland, a cost analysis was performed on the potential for demand response and concluded with a positive result given a rollout of smart meters in 2008. Thereafter, the government set a goal to achieve at least 80% penetration rate by the end of 2013 [4]. It is the system operators which has the responsibility of achieving this penetration of hourly metering [9]. It is a requirement that the metering of consumption is done hourly [10], and that data is transferred to the system operator at least daily [9]. The consumption metering must either be cumulative or average load each hour. In addition, start and end times of outages which lasts longer than 3 minutes must be registered by the meters. It is also recommended that the meters measure voltage levels on all three phases, but this is not a requirement [9]. According to [7], the roll-out of smart meters in Finland is complete, and energy savings of 1-3% has been registered due to demand response. Examples of suppliers for the smart meter solutions are Schneider Electric [10] and Landis+Gyr [11].

At the CIRED conference in 2017, the Finnish DSO Elenia Oy presented their experiences with AMS (advanced metering system) and their applications of the system [12]. The company was the first to achieve 100% penetration of smart meters to all their associated customers. The meters themselves and the communication system are from external suppliers, but the system used for data management is property of...
Elenia Oy. They also offer a mobile app and a web-based app where customers can see their hourly energy consumption, and it updates once a day. Elenia Oy has also integrated the data collection infrastructure with their Distribution Management System (DMS) to gain a higher level of automatic monitoring of the low voltage grid. This enables better fault management, as the DMS control centre receive alarms from meters if a fault occurs (for example if the voltage is asymmetrical), and then queries can be sent to nearby meters to see if they are affected. The smart meters employed by Elenia Oy can also monitor voltage quality, as they register averaged voltage values every 10 minutes for all three phases, in addition to minimum and maximum voltage values each day.

**Denmark**

As Denmark has a high penetration of wind energy in their electricity network, it is beneficial to utilise smart meters to be able to synchronise the production and consumption as much as possible.

For customers with a higher energy consumption than 200,000 kWh hourly meter readings have been mandatory since 2003, and for customers with a consumption of more than 100,000 kWh this has been the case since 2005 [4]. In 2013 an economic analysis was performed, and the results showed that a roll-out of smart meters to all customers would create a net annual benefit of DKK 10 million [4]. A complete smart meter roll-out was set to be finished in 2020 and requirements for the meters were decided. The smart meters should be able to register electricity consumption with a resolution of 15 minutes or smaller, to store and transmit data, and have remote control settings for the measuring resolution. It is the DSOs which have the responsibility for the roll-out, and they can adopt any distribution tariff if it does not violate the regulation of allowed revenues for the operator [4]. In 2016, more than 50% of the households in the country had smart meters installed [13].

In Denmark, a Datahub has been created, where electricity consumption data is gathered in one large hub, allowing customers to easier access their consumption data and making switches between electricity suppliers easier [4].
3 Why deploy data science on data from the electricity grid?

There are many benefits one can achieve when deploying data science techniques on data from the power grid, and selected ones are described in this chapter.

More efficient operation of the distribution network

Using modern technology, customers can gain information about their electricity consumption. Raising awareness among customers on their electricity usage patterns can lead to a more efficient use of the capacity of the electricity grid, and it can also enable demand response. Demand response is when customers change their consumption patterns according to different incentives and can be performed either manually by customers or automatically by sensors and timers. There are four types of customer response; the peak loads can be reduced, the electricity consumption can be increased in times of low consumption, the electricity consumption can be moved from periods of high consumption to periods of low consumption, or the total energy consumption can be reduced. If the flexibility of the customers if utilised efficiently, there may be less need for network investments and upgrades. It can also enable integration of renewable power generation, as the consumption can be coordinated with the intermittent power production to a higher extent than without demand response.

In [14], the theoretical potential for demand response both in the residential and industrial sector in Europe is assessed, and the result is that a load reduction between 61 and 172 GW, and a load increase between 68 and 499 GW is available every hour even though the value fluctuates through the year. It is also found that the average load reduction per inhabitant is particularly high in Norway compared to other countries. It is found in [15] that an optimal resolution of smart meter data readings is in the range 21 to 57 minutes when taking an economic perspective and balancing the cost of the meters and the savings by demand response programs. Thus, the resolution of 60 or 15 minutes in smart meters in Norway seems to be an appropriate choice for utilising the opportunities of demand response.

Improved handling and locating of faults and failures

Algorithms can be used to detect and locate earth faults and incorrectly installed electricity meters at customers in an automatic manner.

Monitoring power and voltage quality

Changes in customer's electricity usage patterns, with a higher number of high-power appliances, requires increased monitoring and control of power and voltage quality. Data science and big data techniques can contribute to this, for example in the sense that all smart meters in Norway measure power consumption, while most of them in addition can measure voltage.

Enhancing maintenance schemes and supporting reinvestment decisions

Data science can be used to enhance the maintenance schemes of the distribution grids, so that components are maintained before they are near failure. This can also help in reinvestment decisions, by finding the optimal balance between performing maintenance and reinvestments in the network.
4 Data sources in the power grid

AMS data

As already mentioned in the introduction, the AMS meters deployed in Norway are required by law to measure active and reactive power. In addition, most meters can measure voltage and current. With the introduction of smart meters, substantial amounts of data will be available for the network operators. These data from households can be explored by using data science and contribute to several purposes, as already mentioned in chapter 3.

Historical failure data in the grid

The network operators in Norway are required to register all failures and outages occurring in the grid in a system called FASIT ("failures and outages in the power system")[16]. There are rules for which parameters that should be registered, and national fault and outage statistics are published each year. Datasets with historical failures and outages are therefore available from all network operators, thus the barrier for using these data for analyses is low. However, the datasets are often not very accurate nor extensive. It is for example not common to register the exact location of the event, thus the exact characteristics of the system where the event occurred are often not known.

Network topology and power flow data

Most distribution networks in Norway are operated in a radial manner. To be able to achieve an improved operation of the distribution network, the topology (the hierarchical structure) of the network must in many cases be known. Some models for data analysis include power flow data; how much power that is being transferred at every point in the network.

Power quality (PQ) data

In an ideal network, the electricity supply is an ideal voltage source with zero impedance, thus having a constant voltage regardless of the current. However, different customers have different demands on these parameters, because they have different variation, distortion and fluctuation in the current. The power quality concerns the deviation between the ideal and reality [17]. The power quality is a combination of the voltage quality and the current quality, which are defined by the magnitude, frequency and waveform of the voltage and current respectively.

There are basically two types of power quality disturbances [17]:

- Variations: small deviations from the ideal values, measured at any moment in time
- Events: larger deviations which has a defined start and end time given by when the deviation crosses a threshold. The threshold is set arbitrarily, and therefore the differentiation of variations and events can be difficult

Today's networks are already designed to be able to handle most events, but handling variations is still being researched.
5  Data Science & Machine Learning

Contemporary analytics of smart metering and power quality data is mostly focused on utilizing techniques from machine learning and statistical analysis. However, the quality of results from machine learning very strongly depends on transforming the data to be represented by the “right” features. As such, there exists a large body of methods aimed at feature generation and reduction. In this chapter, we cover first feature generation & reduction (pre-processing) before giving a wide (although arguably not deep) overview over various machine learning techniques. For more details on most of the techniques outlined here, we refer the reader to the following excellent introductions [18], [19].

5.1  Pre-processing

5.1.1  Feature Generation

For time-series data, directly operating on the raw series (i.e., a sequence of values) may not yield the best possible analytics results. In many cases, we will want to decompose the series into a weighted sum of periodic functions (and then look at the weights) or sets of discrete states. Either procedure generates new features. Of course, new features can also be generated in the time-domain. We now outline several feature generation techniques, sorted into the domain they represent the data in.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Technique</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time-Domain</td>
<td>Autocorrelation</td>
<td>This feature extraction is done by calculating the correlation between time steps. Plotting these values can show different structures and trends in the data [20].</td>
</tr>
<tr>
<td></td>
<td>Feature Extraction</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Correlation-Based</td>
<td>From a given set of features, it selects a subset of these features which has high correlation with the response variable, and at the same time has low correlation between themselves [21].</td>
</tr>
<tr>
<td></td>
<td>Feature Selection</td>
<td></td>
</tr>
<tr>
<td>Frequency-Domain</td>
<td>Fourier Transform</td>
<td>The Fourier transform decomposes the signal into a weighted sum of trigonometric functions of different periods. From the weights, we can determine which kind of periodicity is most important in the signal. This is called the power spectrum. For example, when sampling a 50 Hz AC power signal, we would find the largest weight (most power at) at the term corresponding to a sinusoid with a frequency of 50 Hz. The most basic algorithm (Discrete Fourier Transform; DFT) is fairly slow, but fast algorithms exist (FFT) [22]. To overcome noise, Fourier transforms are usually windowed and/or averaged [23].</td>
</tr>
<tr>
<td></td>
<td>Wavelet Feature Extraction</td>
<td>The wavelet transformation transforms a signal in the time domain to a domain composed of orthogonal finite waves. It is a transformation which represent both smooth functions and functions with discrete jumps effectively [18]. Wavelet transformation is used to remove coefficients in the data which are not significant [20]. There also exists an alternative Wavelet transformation which is faster to perform, and it is called Fast Wavelet Transformation.</td>
</tr>
<tr>
<td></td>
<td>Wavelet Transformation</td>
<td></td>
</tr>
<tr>
<td>Domain</td>
<td>Technique</td>
<td>Description</td>
</tr>
<tr>
<td>-------------</td>
<td>----------------------------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>State-Based</td>
<td>Markov models</td>
<td>If an element in a time series only depend on the previous element it can be modelled by a Markov chain [24]. States of the time series are modelled, where the states are associated with observable physical events [25].</td>
</tr>
<tr>
<td></td>
<td>Hidden Markov models (HMM)</td>
<td>An HMM is a Markov model where the states of the time series are not observable, but rather that the observations are functions of the states [25].</td>
</tr>
<tr>
<td></td>
<td>Jump Models</td>
<td>A way to model the states of a time series (for example load signatures of household appliances) given that the time series rarely change state over two successive time samples [26].</td>
</tr>
</tbody>
</table>

### 5.1.2 Feature Reduction (Dimensionality Reduction)

There exist several techniques for reducing the dimensionality of data by extracting the most important features from a dataset. Feature reduction is used to speed up computation during analysis as well as aiding the human analyst during interpretation and communication to stakeholders.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Independent Component Analysis (ICA)</td>
<td>Signal processing technique which aims at expressing random variables as linear combinations of statistically independent component variables [27].</td>
</tr>
<tr>
<td>Principal Component Analysis (PCA)</td>
<td>This technique aims at representing a dataset containing many correlated variables with a dataset with a smaller number of features that explain most of the variability in the original dataset [19]. The dimensions in the new dataset are linear combinations of the original features. Kernel PCA is an expansion of PCA where the original features are expanded as if by non-linear transformations and then PCA is performed [18]. PCA is special case of ICA with orthogonal basis vectors.</td>
</tr>
<tr>
<td>Karhunen Loève Transform</td>
<td>An algorithm to perform noise filtering which can identify signals in all types of noise [28]. Also related to PCA and ICA but operates on the correlation matrix instead of the covariance matrix (like PCA and ICA do).¹</td>
</tr>
<tr>
<td>Sparse Coding</td>
<td>A type of unsupervised neural network which extract basic elements from data [29]. The method is inspired by mechanisms of neuron networks in the brain and assume that a vector can be represented by a linear combination of basic vectors [30].</td>
</tr>
<tr>
<td>Random Projection (RP)</td>
<td>Dimensionality reduction by RP uses the statement that the scaled pairwise distances between points are preserved if a higher dimensional dataset is projected to a lower dimension by using a subspace which is random. The projection is normally done using a random matrix which have elements that are Gaussian distributed, but other distributions are also used [31].</td>
</tr>
</tbody>
</table>

¹ The correlation matrix is a scaled version of the covariance matrix.
Technique Description

**Synthesis and analysis sparse coding/Dictionary learning and transform learning** We distinguish between two types of sparse coding; synthesis and analysis. In synthesis sparse coding, a dictionary and sparse coefficients are learnt given some data, which together can reconstruct the data. In analysis sparse coding, a signal is analysed to obtain a clean version of the data and a dictionary, which together can give the sparse coefficients [32].

**K-SVD** K-SVD is an iterative algorithm, and an iteration consists of two steps. First, sparse coding is used to represent a vector by a dictionary of basic vectors, and then the basic vectors in the dictionary are updated to minimise the reconstruction error (the error when transforming the vectors back to their original form) [30].

**Symbolic Aggregate Approximation** Used for dimension reduction of numeric time series where time series are discretised to symbolic strings [24]. This is done in two steps. First, the time series are transformed to a piecewise aggregate approximation (PAA) representation by replacing the amplitude values in a time interval with their mean. Then, a mapping from a PAA to a word is done by assigning a letter to each amplitude level.

### 5.1.3 Graph Signal Processing (GSP)

Represents a dataset by a discrete signal indexed by a set of nodes and a weighted adjacency matrix. The nodes represent an element in the dataset, while the adjacency matrix represents the edges in the dataset and the correlation between nodes (also called weights). Figure 5.1 shows an example of creating a graph representation of a times series with power consumption data. The times series signal is shown in the upper plot, showing events that are detected, which are when the power is increasing or decreasing with a value above a set threshold. All these rising and falling edges are in the middle plot represented by nodes. The adjacency matrix will in this case contain the distance between each of the nodes. The bottom plot in Figure 5.1 shows the first step of clustering the power edges, where edges similar to the first one (the one to the left) are marked as red. This way all edges can be clustered.

![Figure 5.1 Generation of a graph representation of power consumption data](image-url)
5.2 Machine Learning

Broadly speaking, machine learning can be broken down into the areas of classification, regression, and clustering. In classification and regression, an algorithm learns the relation between features and labels from known data, such that it can propose the label for unknown data in the future. This is called supervised learning. In clustering, algorithms attempt to group similar datapoints. This is called unsupervised learning because it does not rely on any kind of label. Frequently, dimensionality reduction techniques discussed above are also considered unsupervised learning methods. Figure 5.2 summarizes some of the available methods in each of these groups. We now discuss some of these methods along with some technical details. A machine learning technique that has received a lot of attention recently is neural networks. As such, we have decided to devote them a separate section (section 5.2.4), but note that they are basically yet another technique that can be applied to classification and regression problems.

![Figure 5.2 Overview of machine learning techniques. Inspired by figure in [33]](image-url)
### 5.2.1 Supervised Learning: Classification

In classification, the objective is to assign data points or observations to distinctive classes.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Description</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayes classifier</td>
<td>The Bayes classifier assigns observations to the most likely class. The most likely class is decided by the conditional probability that the observation belongs to a class when its input values are given [19]. A Naïve Bayes classifier assumes the observations are independent [34].</td>
<td></td>
</tr>
<tr>
<td>Decision/classification</td>
<td>Partition the possible values for an observation into smaller and simpler regions. A given observation is classified to the class which is most common in the training data in the region the observation lies [19].</td>
<td></td>
</tr>
<tr>
<td>trees</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Support Vector Machines</td>
<td>Kernel methods are a group of classification methods in machine learning, and support vector machines (SVM) is maybe the most widely used algorithm in this group. The method works by finding optimal decision boundaries between sets of points belonging to two distinct categories. When training the model, it looks for a line or surface separating the training data into two spaces. To classify new data the model draws its conclusion based on which side of the decision boundary the data point is. The boundary is found during two steps [34]:</td>
<td></td>
</tr>
<tr>
<td>(SVM)</td>
<td>1. Mapping the data to a representation of high dimension where the decision boundary can be formulated as a hyperplane (a plane which can be expressed by one linear equation, for example a straight line if the data is originally two-dimensional). This can often be a difficult task due to complicated calculations, and hence a kernel function is used. Such functions can map any pair of data points in the original space to the high-dimensional space without explicitly calculating their new coordinates, but rather only using the distance between the two data points in the new space. Kernel functions are usually constructed manually and not learned from the data.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2. Computing the decision boundary by maximising the distance between the boundary and all the data points from each category which are closest to the boundary.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>A drawback with SVM appear when using it on large datasets. To deploy the method in complex problems, the input data must be presented in useful representations, which are found manually. This step is called feature engineering, is often difficult and time-consuming, and requires domain-knowledge of the data and its source.</td>
<td></td>
</tr>
</tbody>
</table>
5.2.2 Supervised Learning: Regression

In regression, the objective is to learn the relation between observations and a continuous target. Fitting a line through a set of points is the simplest example.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Least squares</td>
<td>From a set of input variables an output variable can be represented by a set of equations (linear or non-linear). In the method of least squares a set of equations with more unknowns than number of equations is solved to minimise the sum of squared residuals, residuals being the error between predicted and actual values of the output variables [18]. In a weighted least squares problem, not all data points are of equal importance, and the weights are found so that each data point is given the correct influence on the parameters [35].</td>
</tr>
<tr>
<td>Regression trees</td>
<td>Partition the possible values for an observation into smaller and simpler regions. The response of a given variable to an observation is predicted to be the mean of the responses of the training data for the region the observation lies in [19].</td>
</tr>
<tr>
<td>Support Vector Regression (SVR)</td>
<td>A type of Support Vector Machine used for regression, see chapter 5.2.1</td>
</tr>
</tbody>
</table>

5.2.3 Unsupervised Learning: Clustering

Clustering attempts to identify groups of neighbouring data points.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-means (KM)</td>
<td>KM takes all data points as one big cluster as input, and then divides them into a predetermined number k of smaller clusters. The algorithm finds centroids (the averages) of each cluster, and then reclusters the data points according to the nearest centroid based on a distance calculation between the data points. The last two steps are repeated until convergence [18]. Different measures of distance between time series can be used [18].</td>
</tr>
<tr>
<td>Mini-batch K-means</td>
<td>A version of K-means which is more suitable for streaming data. For each iteration it divides the data randomly into smaller batches of the same size and tries to minimise the same objective function as the regular K-means algorithm [36].</td>
</tr>
<tr>
<td>K-median</td>
<td>Data points are assigned to clusters so that the distance between the data point and the median of all data points in the cluster is minimised [37].</td>
</tr>
<tr>
<td>K-medoid</td>
<td>This clustering method assigns data points to groups so that the distance between data points in the same group is minimised and at the same time so that the distance between clusters is maximised [38].</td>
</tr>
<tr>
<td>Technique</td>
<td>Description</td>
</tr>
<tr>
<td>-----------</td>
<td>-------------</td>
</tr>
<tr>
<td><strong>K nearest neighbours (KNN)</strong></td>
<td>This method decides the cluster of a data point by using the k nearest training points [18]. The data point will be classified to the cluster in which the majority of the k nearest training points are.</td>
</tr>
<tr>
<td><strong>K-shape</strong></td>
<td>Considers the shape of the time series to a larger extent than k-means because in opposition to k-means, k-shape does not treat observations in a time series as independent. The method uses a normalised type of cross-correlation as distance measure and derives a shape-based distance measure. Cluster centroids are calculated, and these are used in the iterations to update which data points belong to which clusters [39].</td>
</tr>
<tr>
<td><strong>Fuzzy c-means (FCM)</strong></td>
<td>In the FCM clustering algorithm, data points are considered to belong to all clusters, but with different degrees [40]. Initially, a guess is made for the cluster centres and then each data point is given a random degree of belonging to every cluster. Finally, an iterative process updates the positions of the cluster centres and the belonging of the data points to each cluster.</td>
</tr>
<tr>
<td><strong>G-means</strong></td>
<td>This method is like k-means but calculates the optimal number of clusters and make less assumptions about the spatial distribution of the data points within clusters. G-means is (like k-means) iterative but increase the number of clusters in each iteration by splitting clusters whose data points are not from a Gaussian distribution. Between every increase of clusters, k-means is run on the resulting cluster centres. The only parameter which needs to be specified beforehand is the significance level of the test whether clusters are Gaussian.</td>
</tr>
<tr>
<td><strong>Constriction Factor Particle Swarm Optimisation (CF-PSO)</strong></td>
<td>Particle swarm optimisation is an evolutionary optimisation technique and is inspired by social behaviour. The system to solve is initialised with a population of random solutions and each potential solution (called particles) also get a random velocity assigned to it and then the particles are &quot;flown&quot; through the problem space [41]. To ensure convergence of the optimisation a constriction factor can be used, which is a value that controls the velocities when there is a fast change in position of the particles [42].</td>
</tr>
<tr>
<td><strong>Density-Based Spatial Clustering of Applications with Noise (DBSCAN)</strong></td>
<td>A density-based spatial clustering algorithm [43]. For time series, clustering is performed for each time step. Advantages with the algorithm is that it can identify irregularly shaped clusters, distinguish noise from data, and the number of clusters need not be predefined.</td>
</tr>
<tr>
<td><strong>Fast search and find of density peaks (CFSFD)</strong></td>
<td>This clustering method assumes that cluster centres have a higher local density and that their distance to other points with high density is relatively large [24]. Neighbours to a point is defined by either a soft or a hard threshold. The minimum distance between a data point and other data points with high density is defined so that the point with highest density has the highest minimum distance. The points with highest density and minimum distance to other high-density points are called cluster centres, and then the rest of the data points are assigned to cluster centres. An advantage with this method is that assigning points to clusters do not need any iterations.</td>
</tr>
<tr>
<td>Technique</td>
<td>Description</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Finite mixture model (FMM)</td>
<td>In this method it is assumed that measurements can be described by a finite mixture of distributions [44]. Then the expectation-maximisation algorithm can be used, which finds a local maximum by iterating between two steps. First, the expectation of the log-likelihood is calculated to update the probabilities of each data point to belong to a cluster. Then, this expected log-likelihood is maximised to update mixing proportions and distribution parameters. When convergence occur, either the data points are assigned to a cluster with a probability calculated by all final probabilities or they are assigned to the cluster with the largest probability. Advantages are that it can model a mixture of continuous and categorical data and that it does not need a predefined distance measure. Disadvantages are that the number of clusters must be defined beforehand and that it is sensitive to chosen attributes.</td>
</tr>
<tr>
<td>Gaussian Mixture Model (GMM)</td>
<td>In GMM clustering, it is assumed that the data points consists of a mix of a finite number of Gaussian distributions [45]. In opposition to k-means which assigns every point to a cluster which has a constant radius, GMM gives the probability that a point belongs to clusters which can have an oblong shape [46].</td>
</tr>
<tr>
<td>Mean-Shift clustering algorithm</td>
<td>Each of the data points are shifted to the mean of their neighbouring data points. K-means is a special case of mean-shift clustering [47].</td>
</tr>
<tr>
<td>Self-organising map (SOM)</td>
<td>K points are first initialised to lie in a one- or two-dimensional plane [18]. The SOM method then iterate through all data points to be clustered and curve the plane so that the initial points fit the data points as good as possible. Finally, the data points can be mapped to the one- or two-dimensional plane.</td>
</tr>
</tbody>
</table>
| Hierarchical clustering         | Hierarchical clustering techniques work in levels, where the highest level is one cluster which contains all data points and at the lowest level each cluster contains one data point. In contrast to the K-means method, these techniques do not need a specification of the number of clusters. However, what is needed is a specification of what measure to use for pairwise dissimilarity between data points in two groups. There are two types of hierarchical techniques [18]:  
1. Agglomerative (bottom-up strategy): starts at the lowest level and in each iteration, it merges two clusters. The algorithm selects the two clusters with lowest dissimilarity between them  
2. Divisive (top-down strategy): starts at the highest level and in each iteration splits one cluster into two. The algorithm chooses a cluster to split which gives two clusters with highest dissimilarity between them  
The algorithms can work until they reach the highest or lowest level, and the level which represents the optimal clustering must be chosen manually. There exist several statistic measures which can be calculated for each level and help in the decision process. |
5.2.3.1 Unsupervised Learning: Performance Metrics for Clustering

In clustering, performance metrics are used to quantify the performance of the clustering.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesian Information Criterion (BIC)</td>
<td>The BIC is a function of sum of squared error between the data points and the centre of the cluster they have been assigned to [48].</td>
</tr>
<tr>
<td>Bootstrapping</td>
<td>The clustering is repeated many times with different realisations of the data, and the uncertainty of the classification is calculated. In addition, a measure for how well separated the classes are can be calculated.</td>
</tr>
<tr>
<td>Context-independent, Optimality, and Partiality (COP) index</td>
<td>Is the ratio between the intra-cluster variance (defined as the mean DTW distance between the data points in a cluster to the cluster's most centrally located point) and the inter-cluster variance (defined as the DTW distance between the data points furthest away from each other in a cluster) [38].</td>
</tr>
<tr>
<td>Davies Bouldin-index</td>
<td>Calculates the performance of a clustering by taking into account the dispersion between clusters and the so-called Minowski metric of the centroids of the clusters [49].</td>
</tr>
<tr>
<td>Krzanowski and Lai (KL) index</td>
<td>A function of a parameter $q$ and the within-group dispersion, where the value of $q$ giving the highest value of the KL index stipulates the optimal number of clusters [50].</td>
</tr>
<tr>
<td>Scatter-Distance index</td>
<td>Based on the average scattering within clusters and separation between the clusters [51].</td>
</tr>
<tr>
<td>Within Cluster Sum of Squares to Between Cluster Variation (WCBCR)</td>
<td>Defined as the ratio between the sum of distances between points in a cluster and the sum of distances between cluster centres [52].</td>
</tr>
<tr>
<td>Xie Beni index</td>
<td>Based on distance between cluster centres and the average compactness and separation [53].</td>
</tr>
</tbody>
</table>

5.2.3.2 Unsupervised Learning: Distance Measures for Clustering

There exist a wide range of methods to define and calculate distance between data points (in the time, frequency, or state-based domains). Distance metrics are important for clustering as well as for identifying how well data is aligned in time.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation-based distance</td>
<td>Focuses on the similarity of the shape of the load profiles, and two observations are considered similar if their features are correlated [19].</td>
</tr>
<tr>
<td>Cosine similarity</td>
<td>Based on the normalised dot product between two observations [54].</td>
</tr>
</tbody>
</table>
### Dynamic Time Warping (DTW)

Similar to Euclidean distance in that one take the square root of sum of squares, but the two data points that are being compared need not be from the same time step [55]. The aim of the method is to compare data points from time steps which overall gives the best result.

### Euclidean Distance

The straight-line-distance between two points [18].

### Hausdorff distance

The Hausdorff distance between a point and a closed subset of data points is the minimum of the distances between $x$ and the points in the subset. The Hausdorff distance between two subsets are defined as the maximum out of all the possible distances between points in the two subsets [56].

### Maximum Information Coefficient (MIC)

Based on calculations of the mutual information between two variables. The value of MIC is between 0 and 1 and the closer to 1, the better correlation.

### Pearson Correlation Coefficient

 Gives a number between -1 and 1 which describes the degree of linear relationship between two time series [56].

---

### 5.2.4 Machine Learning: Neural Networks

Neural networks are built up by combining many (dozens or even hundreds) artificial neurons (frequently called “perceptrons”) into different layers, cf. Figure 5.3. In a given layer, neurons receive the output from the preceding layer as input, compute a weighted sum of inputs, which is then fed to the next layer. By presenting the network with training data (pairs of inputs and outputs to the entire network) and adopting a training procedure, the weights of each neuron are iteratively adjusted such that the network learns to map inputs to outputs (supervised learning).

We describe different network architectures as well as training schemes.

**Figure 5.3** Illustration of a single perceptron (*left*) as well as a simple multilayer perceptron (*right*). The network on the right is a feedforward neural network with two hidden layers. Both illustrations are taken from chapter 1 in [57].
5.2.4.1 Architectures

There is a wide range of neural network architectures. Typically, particular architectures are geared towards processing a particular type of data structure. For example, CNNs (convolutional neural networks) are most suitable for image or voice processing, RNNs (recurrent neural networks) for sequence processing, and vanilla MLPs (multilayer perceptron) for generic supervised learning tasks.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feedforward neural network</td>
<td>Neural networks which process the whole sequence of input data, and not just as separate portions of data which are processed individually [34]. Feedforward architectures are contrasted by recurrent architectures such as RNNs (and their extensions such as LSTMs)</td>
</tr>
<tr>
<td>Multilayer perceptron (MLP)</td>
<td>A feedforward neural network where the input data goes from the input layer to the output layer in one direction, using a backpropagation learning algorithm [58]. It can solve problems which are not linearly separable [59].</td>
</tr>
<tr>
<td>Convolutional Neural Network (CNN)</td>
<td>CNNs consists of convolution layers, which apply a geometric transformation to batches of the input data. These layers look at portions of data, and therefore they often have better performance on data which is not sequential (thus where the order of the data is not important) [34].</td>
</tr>
<tr>
<td>Recurrent Neural Network (RNN)</td>
<td>RNNs consists of recurrent layers which process whole sequences of data in a sequential way. It &quot;remembers&quot; previous input data by storing a state based on information processed previously in a sequence of data, but reset its state between every sequence it processes [34].</td>
</tr>
<tr>
<td>Long Short-Term Memory (LSTM)</td>
<td>LSTM is a widely used recurrent layer which can transfer information across many timesteps, thus remembering information from many timesteps before [34].</td>
</tr>
<tr>
<td>Restricted Boltzmann Machines</td>
<td>Restricted Boltzmann Machines are often used as basic blocks of deep learning models. They consist of two layers; one visible and one hidden [60].</td>
</tr>
<tr>
<td>Variational Autoencoders (VAE)</td>
<td>An encoder is a module which learns low-dimensional representations of input data, from which a decoder can sample a point and create a realistic output [34]. VAEs consists of an encoder and a decoder and aims at reconstructing an output from the input data [61].</td>
</tr>
<tr>
<td>Denoising autoencoder (DAE)</td>
<td>DAEs also consists of a decoder and an encoder and are often used for feature extraction of data. The input is corrupted by randomly setting some of the input values to zero, and then the DAEs try to reconstruct the original input data [62].</td>
</tr>
</tbody>
</table>
5.2.4.2 Training Schemes

Given a set of inputs and expected outputs, we can derive the weights of individual neurons by optimizing a loss function. Given a set of weights, inputs, and outputs, the loss function describes the difference between the output that a given input of the neural network actually returns and the output that would be expected. By optimizing this function towards zero, suitable weights are derived.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Backpropagation</td>
<td>Neural networks which use the backpropagation algorithm for adjusting the network after processing batches of the data, to obtain a better performance. Backpropagation starts with the loss value (the difference between the model output and the target output) and works backwards through the layer, calculating the contribution of each parameter on the loss value [34].</td>
</tr>
<tr>
<td>Extreme Learning</td>
<td>This is a supervised learning algorithm for feedforward neural networks with only one hidden layer. It chooses hidden nodes randomly and determines the output weights of the network analytically by finding a least-square solution [63], [64]. Because of this, the training is not iterative, and is hence faster than conventional gradient-based learning of feedforward neural networks [65].</td>
</tr>
</tbody>
</table>
6  Methodology for literature review

In this article, searches in literature databases are done for different areas of interest regarding smart electricity meters and applications of big data techniques. The work has focused on two areas of data science applied on data available to grid operators: clustering of AMS data or other grid data and load disaggregation of AMS data.

The literature search was done in the engineering database EI Compendex, including journal and conference papers. The search words for the state-of-the-art of clustering and disaggregation was as follows:

- ("smart meter*" OR AMS OR AMI) AND (clustering) AND (electricity OR power)
- ("smart meter*" OR AMS OR AMI) AND (disaggregation OR NILM) AND (electricity OR power)

Due to a very large number of search results, the results were restricted to papers with these search words in the title, abstract or subject. The search for clustering then resulted in 180 papers and the search for disaggregation resulted in 81 papers. The abstracts were read for all these papers, and papers found relevant were included in the state-of-the-art.
7 Results from literature review

7.1 Clustering of customers

Today, households are often divided into various categories, but these are based on characteristics about the household (e.g. number of persons, size of fuse etc). This is not guaranteed to separate households with different electricity consumption habits. There exists a rich literature on different methods for clustering customers and on using clustering to improve other applications, for example improving forecasting, detection of cyber-attacks, and demand response.

Several papers focus on improving existing clustering methods. In [66], an extended k-means method is proposed, which examine the intra-cluster similarity of the clustered energy consumption patterns. If an initial clustering using k-means give clusters which do not have a high such similarity they are fed back for re-clustering. The process is repeated until intra-cluster similarity is high enough. A similar extended k-means is proposed in [67], where the process of re-clustering is repeated until no data points change cluster. In [68], a clustering method which focus more on the shape of the load profiles is proposed, and it uses DTW-based distance.

There is a rich literature on feature extraction and dimensionality reduction of data before clustering is performed. Two techniques are compared in [31], namely Random Projection (RP) and Principal Component Analysis (PCA). The mean and standard deviation of the relative error for the Euclidean distance between datapoints in the reduced data and the original data is compared for the two methods. Both the original data and reduced data is clustered using k-means and the clustering performance is compared. The result is that the PCA performs better except for smaller dimensions.

The authors of [69] use kernel PCA analysis for feature extraction before using k-means clustering. Normalisation, wavelet transformation and autocorrelation feature extraction are used in [20] to account for temporal components (for example trends, oscillations and repeating patterns) in the data before clustering using k-means. Electricity consumption data from factories are clustered in [70] and a feature selection is performed by exploiting the evolution-based characteristics of the data. Then, k-means is used for clustering, and to estimate the number of clusters data visualisation of the clusters (in the dimensions of two principle components) is done for different numbers of clusters.

Another paper, [30], use K-SVD to decompose load profiles from businesses into linear combinations of different partial usage patterns, compressing the data and extracting hidden consumption patterns. Then use the extracted patterns and an SVM-based method to classify the load profiles into two groups (residential and small/medium sized businesses). [24] focus on the behaviour dynamics (here defined as transitions between consumption levels in adjacent periods) instead of the shape of the load curves. Symbolic aggregate approximation is applied for dimension reduction of the dataset and time-based Markov model is applied to model the dynamics of the consumption (and not the shape of daily profiles) and reduces the dataset to a matrix of state transitions. The clustering technique used is clustering by fast search and find of density peaks (CFSFSD), which cluster based on density. Because the data amount is big, k-means is first applied to obtain clusters of customers at local sites and then CFSFD is used at global sites.

Three different methods for constructing features of daily electricity load curves are proposed in [71]: 1) use prior knowledge of aggregated daily consumption in the dataset to create new time-resolution-based features from existing features (for example minimum consumption from midnight to 2 PM and its corresponding time), 2) calibration and normalisation of the features created in method 1) where calibration is done based on if the households are connected to the gas network in addition to electricity network, and 3) clustering
based on profile errors (mean absolute percentage error between profile estimate and actual consumption). All methods achieve better results than using k-means with default features.

Calculating features from the original data has also been done in literature. Hierarchical clustering and self-organising map (SOM) is used in [72] to cluster consumers, and in addition to raw consumption data the consumption indicators responsibility factor (how much each customer is contributing to the peak load for all customers aggregated) and consumption variability are used as input data. Both gas and electricity smart meter data are used in [73], where k-means is used to cluster the customers according to the sum of the squared distances between load profiles. The number of clusters is decided by visual model selection.

In [44], each day is divided into four periods and different attributes are calculated (for example average power, standard deviation, difference between weekday and weekend, etc.) for each period. Finite mixture model-based clustering is performed where the number of clusters is decided using Bayesian Information Criterion (BIC). An existing bootstrap technique is used to determine whether the clustering is reliable. Also in [74] the day is divided into four periods. Relative standard deviation increases in aggregate demand during winter and average aggregate demand during summer (where the lowest consumption was registered) are chosen as attributes.

Several papers group the daily load profiles according to type of day. Small and medium sized commercial buildings are clustered in [75] to compare their energy performance. The daily consumption is first grouped according to season and workday/holiday before normalised load curves are clustered using k-means. Unsupervised classification based on a constrained Gaussian mixture model (constrained in the way that the parameters vary according to the type of day (weekday, Saturday or Sunday)) is proposed in [76]. The results from the clustering is then compared to known socio-economic characteristics of the households. Also, variations of the clusters over time is examined. In [52] the data is partitioned into whether it is a weekday (WD) or not (NWD) and transformed to the frequency domain using Fast Fourier Transform. K-means is then performed on WD and NWD data separately, and the number of clusters is chosen based on Within Cluster Sum of Squares to Between Cluster Variation (WCBCR).

Hourly electricity consumption data from households and data from interviews with the households (number of adults and children, average age of adults, floor size, education, employment and income) are used in [77]. First calculate average consumption in each hour over typical days based on season and day (weekday or not) and normalise the result for each household before k-means is used for clustering. The authors of [78] cluster customers based on demand signature, which is a synthetisation of the daily load curves where only the most relevant information is contained. The measurement for selecting the most relevant information is called the fitness, and an evolutionary approach is used to select the most relevant information.

Some papers use other data in addition to electricity consumption data. Both temperature data and smart meter data are used in [79]. A Hidden Markov Model first learns the dynamic behaviour of each customer under different temperature environments then k-means clustering is performed to find typical load profiles. In [80], k-means is used to cluster real power and total harmonic distortion (THD) load data independently. To cluster on the combination of real power and THD load, fuzzy logic is used.

Dynamic clustering of hourly residential consumption is done in [56], where the patterns of a cluster depends on profiles which evolves in time. It has been decided a fixed number of 10 clusters, based on previous research. The framework for dynamic clustering used is called Equal N-Dimensional (END), where different methods for static clustering has been modified and tried. The static methods in this article is K-means (KM) and Fuzzy C-means (FCM). Further, three different measures of similarity are used for each method; Euclidean distance, Pearson correlation coefficient, and Hausdorff distance. To compare the algorithms, the
following indices are calculated; Davies-Bouldin index, Scatter-Distance index, and Xie-Beni index. The conclusion is that the methods using Euclidean and Hausdorff distances has the best performance.

Two papers use density-based clustering. The first one [43] use the density-based algorithm DBSCAN for finding typical daily load profiles for each customer, and in addition a correction strategy is performed on the results to eliminate distortion. Then, k-means is used on the resulting typical profiles for each customer to find typical load profiles among all the customers. They propose an evaluation function for clustering effect, which is applied to determine the optimal number of clusters. All customers are characterised by a set of indices, for example average load rate during the peaks of the daily profile, ratio of average peak load to average valley load etc, and then each cluster achieves a range for each index. This enables the cluster of an individual customer to be easily determined. The second paper propose a method called incremental density-based ensemble clustering (IDEStream) to cluster real-time data streams [81]. Its aim is to group factories based on their electricity consumption data, and it first uses a gamma mixture model to eliminate outliers (assume the data is a mixture of gamma distributions like finite mixture model clustering explained in chapter 5.2.3 to identify dense values and dissolve sparse values). Then they use k-means on data in a given time window. The number of clusters is found by using the KL index.

Several papers use a two-step clustering. In [82], clustering is first performed on the load data of each customer separately to find typical load profiles for each of them. Then, the typical load profiles are clustered. Use an adapted weighted fuzzy C-means as clustering algorithm and PCA for dimensionality reduction. The same two-step procedure is followed in [83], but with g-means as clustering algorithm and fast wavelet transformation to reduce the number of features for the clustering algorithm to perform on. In [84] they first use unsupervised clustering on daily load curves (dimension reduction by 1D Discrete Wavelet Transform and clustering by k-means) to extract typical consumption behaviours of each consumer. Secondly, typical load patterns of different consumers are clustered using unsupervised clustering (novel algorithms proposed in the paper) to identify different consumer categories. Also, the consumption characteristics of each group is found by looking at which consumers are in which groups and select the customers which are in the same groups and assigning them to the same consumer category. Finally use supervised clustering (k nearest neighbours) to classify typical load patterns of new consumers into one of the groups from the second clustering.

An algorithm for clustering the power consumption time series of one customer into variable length segments of data is presented in [85] which is based on Jensen-Shannon divergence (JSD, a similarity measure for discrete probability distributions [86]). The method uses sliding window and detection of change points to make the algorithm adaptive and automatic. Descriptions of the segments based on parameters from descriptive statistics (mean, standard deviation, etc.) are created for clustering. Finally, clustering is performed using self-organising map clustering. Another new algorithm, called Hybrid Load Profile Clustering (HLPC), is proposed in [87]. The data is first pre-clustered according to the Skewness Index (SI) (sensitive score to quantify the spike amplitude in the data) into three groups; "spike" (SI above a threshold $K_s$), "fluctuation" (SI below a threshold $K_u$) and "undetermined" (SI between $K_u$ and $K_s$). The similarity of the load profiles in the first two groups is estimated to cluster them further and finally, hierarchical clustering is performed on the two groups. The profiles in the "undetermined" group are afterwards estimated to either be in a cluster in the "spike" group or a cluster in the "fluctuating group".

### Forecasting

Several papers use clustering to improve load forecasting. [88] proposes a new clustering method in which they cluster the electricity consumption of the individual consumers before forecasting the load for each cluster. [89] and [90] use k-means to cluster customers, taking into account different day types (workdays, holidays, etc.) to improve short-term forecasting. In [91], forecasting of aggregated load is improved by
clustering using k-means, and the number of clusters is decided based on the forecast performance. Improvement of forecasting is also the aim of clustering in [39] and [92], where the former uses k-shape and the latter fuzzy C-means based on PCA.

In another paper consumption data is normalised (where variables used for normalising are stored) and dimensionality reduction by using a multiple linear regression model is performed before k-means is used on the new representations [93]. The centroids from the clustering are used to train a forecasting method and finally, the forecasts are denormalised using the stored values. The authors of [55] cluster smart meter data by using K-means and use dynamic time warping as distance measure between time series. Then the load probability distribution in every cluster is examined to make stochastic models of customers, and the results are used for spatial load forecasting. In [94], weekly profiles of 5 weekdays from customers under a feeder are clustered by the use of k-means. Several metrics are used to decide an optimal k. The result is used to determine how many customers under the distribution transformer needs to be monitored in real-time to be able to estimate the total load at the distribution transformer in real-time.

Three different methods for feature selection in the clustering are performed and compared in [95]: regression coefficients, average daily load pattern, and full load pattern. Regression coefficients together with normalisation gave the best results. In [21] approximately 800 features are created from historical data (electricity consumption, day of week, hour of day, temperature and humidity data) and then Correlation-based Feature Selection are performed on these features for each household. Different clustering techniques are defined and compared: Max-AC (maximise autocorrelation of the clusters’ consumption), Min-Stdev (minimise fluctuations in the clusters’ consumption), Max-Sim (maximise similarity among customers in a cluster), and Random (randomly assign customers to clusters).

In [96], the aim is to forecast highly variable loads. The data is first clustered using extended k-means, and the load profiles within each cluster is aggregated to create a representative profile for each cluster. To deal with the issue of variability, the resulting clustered loads are smoothed using a moving average, and non-linear patterns are linearised using Taylor series linearisation.

Clustering, classification and forecast is the focus of [97]. Input data (smart meter data, weather and temporal variables) is cleaned and pre-processed in the form of daily profiles. The data is represented in three different ways: raw daily profiles, statistical parameters representing five time periods each day, and by PCA. Two clustering techniques are tried: k-means (number of clusters decided according to silhouette and Davies-Bouldin indices) and self-organising maps. After the clustering, the results are used in two ways:

1. To understand if type of day or weather variables influence the type of load profiles of a household by using a Classification and Regression Tree method
2. To build Smart Meter Based Models (SMBM) to forecast electricity usage

**Detecting electricity theft**

There are examples in literature where clustering is used to detect electricity theft. The algorithm in [98] first estimates the technical loss in transmission lines. Then, dimensionality reduction is done on smart meter data from the customers and k-means is performed. Synthetic data samples which contain energy theft are created, and an SVM classifier is trained on annotated data (contains energy theft or not). Detection of electricity theft by using density-based clustering is done in [99]. They use a new theory called densityClust, which opposed to traditional density-clustering does not need a defined radius of neighbourhood and density threshold. Two techniques for detection of electricity theft are combined in [100]. The first is Maximum Information Coefficient (MIC), which is used to find correlations between non-technical loss and different behaviours of the customers and hence can find thefts that appear as a normal load shape. The second is
clustering by fast search and find of density peaks (CFSFDP), which find abnormal load shapes among many customers.

Cyber-attacks

Detection of cyber-attacks can also benefit from clustering. In [36], mini-batch k-means clustering algorithm is used on real-time streaming smart meter data to discover anomalous traffic caused by intrusion attacks to the AMI system. The model learns and updates the clusters in real time, and groups which are very small are labelled anomalous. A new Gaussian-Mixture Model-based detection scheme is proposed in [101], which cluster historical data and learn the minimum and maximum values of the clusters to reduce the range of data considered normal.

An improved Constriction Factor Particle Swarm Optimisation (CF-PSO) based hybrid clustering method is used in [102] to group nodes into three groups according to how vulnerable they are to False Data Injection (FDI) attacks. Detection of false data injection attacks is also the focus in [103], where data from trusted nodes (transmitting encrypted data and authenticated identity) are used to detect abnormal activity in other nodes. First, k-means is used to find buildings with similar consumption, and then the consumption of the other nodes is predicted using measurements from trusted meters, and if the actual and predicted values are different, it can indicate an attack.

Demand response

Clustering can also be used for optimising demand response. Smart meter data from households is clustered by sparse coding (a type of neural network) in [29]. To extract characteristics of fluctuating loads, the data was normalised to remove fixed loads, and the result of the clustering is used to achieve valuable demand response. In [38], normalised daily load profiles are clustered to target customers for demand response. k-medoid is used with a dynamic time warping distance measure. To find the optimal number of clusters, the COP index cluster validation technique is used.

Pricing strategies

A couple of articles was found which aims to design pricing strategies. The first one is [104], where clustering of customers in microgrids is done to find optimal real-time pricing strategies. An improved k-means called weighted fuzzy average k-means is used. A fuzzy average calculates the centroid of the clusters not by regular average but places it among more densely situated points. The second one classifies residential electricity customers based on hourly AMI metered values [64] by using k-means, PCA, and extreme learning machine. The resulting typical load profiles are used to design individualised electricity price designs for each group. The work in [105] cluster based on a so-called load index to verify appropriate tariff structures for residential customers. The load index is calculated using the maximum distance between the centroid of a cluster and the elements in the cluster. The electricity consumption for a group of customers metered in Ampere is used for clustering, and the hours of the day are clustered into peak or off peak for the group of customers.

Confirm topology, phase connectivity or voltage sensitivities

In [106] voltage data is clustered using k-means to verify and correct the existing connectivity model of a distribution network. The data is transformed into two datasets in addition to the original: continuous fluctuations and discretised fluctuations. Three different distance metrics are tried: Euclidean, Cosine and correlation. Clustering on discretised data performs best, while the results with different distance metrics are
similar. The results can be used to classify customers under different feeders if they are powered by different substation transformers.

Two papers were found on using clustering on smart meter data to confirm the phase connection of customers. One cluster voltage magnitude time-series by using K-means and Gaussian Mixture Model [107], and another proposes an improved constrained k-means clustering technique, which considers the structure of the LV distribution networks without knowing the topology of the network beforehand [108].

In [109], customers are clustered by using hierarchical clustering and the result is used to estimate bus voltage sensitivities to power changes. The number of unknown parameters is reduced compared to the case without clustering, because only one voltage needs to be selected for each cluster of customers. The voltage closest to the centroid is chosen and used in a regression to estimate bus voltage sensitivities to power changes.

**Data quality**

There were two papers where characteristic load curves obtained from clustering is used to detect bad data. Clustering is done using a modified fuzzy c-means in the first one [110], where the number of clusters, initial clustering centres and initial clusters each customer belongs to are determined based on the data using hill-climbing (assuming all data points are possible cluster centres, calculating a climbing function for each point and choose the clustering centres as the data points with highest value of climbing function). The other one uses k-means to identify and remove abnormal data before performing other statistical analyses, namely identifying patterns of consumption by locality and by strata (social stratification in Bogotá) [111].

### 7.2 Non-intrusive load disaggregation

Load disaggregation involves identifying which electrical devices are active in a household. This can enable better understanding of customers’ electricity demand, ability to enhance the information given to consumers about their consumption, and then improvement of energy efficiency. It can also improve hourly dynamic pricing. Today, the number of appliances used in households having high efficiency increases. These devices draw substantial amounts of power during brief time intervals. An example is the charging of electric vehicles. This can cause strained capacity of the grid in periods of peak demand. Estimating the available flexibility of consumers in peak periods becomes easier if the use of high-power loads is known.

Load disaggregation can either be done intrusively or non-intrusively. Intrusive disaggregation requires measuring each device in the household. The focus of this work lies with non-intrusive (NI) load disaggregation (also called non-intrusive load monitoring, in short NILM), where data analyses are done on the total electricity consumption of the household to divide it into consumption of different devices. Thus, there are no extra metering devices installed in the households.

As an alternative to regular signal processing, [112] deploys graph signal processing (GSP). For pre-processing the data with 10-second and 1-minute time resolution, the base load is detected and removed, and the disaggregation is done in a supervised manner where individual load power data are defined as signals on the graph constructed from the aggregate power data. Finally, a post-processing step refines the results further with respect to inference. The unsupervised method in [113] also deploys GSP for disaggregation of active power time series and consists of three parts: event detection (an event is defined as a change in power above a set threshold), feature extraction/clustering (cluster according to the size of power change in the events, and if it is positive or negative) and feature matching (match the events in a cluster of increasing events to the events in a similar cluster of negative events with respect to the magnitude of the edges and the time between events). The method is tested on data with 1 and 8 second resolution.
Several papers use Hidden Markov Models to model appliances before solving the combination of these HMMs - a Factorial Hidden Markov Model - to find the most probable state of each appliance in a household, and these are described in the three next paragraphs. [114] uses a bootstrap filter for solving and in a given timestep, several trajectories are generated, and each trajectory is weighted by the likelihood of its observation, i.e. the trajectories with higher weights have a higher probability to continue in the next time step. There are two ways to update the weights: parametric (the weight is the likelihood of a sum of series independent Gaussian distributed variables) and resampling (sample the power consumption for each appliance before calculating the observation likelihood). In [115], the solving is done based on an optimisation method trained on measurements of individual appliances, and a particle filtering solver (a type of Monte Carlo algorithm) is used in [116] and [117]. Solving the FHMM is done using a maximum a-posterior particle filter (MAP-PF) in [118]. Different appliances are modelled using HMMs which consider duration modelling and differential observations in [119], while an Explicit-Duration Hidden Markov Model with differential observations (EDHMM-diff) is proposed to disaggregate individual appliances in the total electricity consumption of households.

An adaptive approach which uses Factorial Hidden Markov Model for estimating the power consumptions (power 5 seconds after the device is turned on, average power and power 5 seconds before it is turned off) of appliances and their two-way interactions is described in [120]. First, a database of appliances is created using a portion of the smart meter data, and then disaggregation is performed on the rest of the data. When a change in the aggregate signal occurs, the algorithm performs a search to find out which appliance has been turned on. The estimates of power consumption and two-way interactions of the appliances are updated for every sample of the smart meter data. The same method is used in [121], but without updating appliance models.

Virtual Stochastic Sensors (VSS) which employs Hidden non-Markovian Models (HnMM) (an extension of Hidden Markov Models that explicitly considers the duration of appliance activations), is the disaggregation method of [122]. A method for NILM called Hybrid Signature-based Iterative Disaggregation (HSID) is proposed in [123] which combines Factorial Hidden Markov Models (gives approximation of end-use trajectories) and Iterative Subsequence Dynamic Time Warping (processes the end-use trajectories and match the power consumption of each appliance). One version of the method is supervised and needs measurements of individual appliances, and another is semi-supervised and infers consumption of individual appliances from the aggregated smart meter data.

Some papers compare different methods for disaggregation. One example is [124], where different data features and classification algorithms are evaluated. The data features are either steady state features (active and reactive power variation, current waveform, voltage-current trajectory, or harmonics) or transient state features (nonlinear power transitions when an appliance change operating state, for example over/under shoot amplitude when turned on, rise/fall time or settling time). The classifiers used was k-nearest neighbour, Naïve Bayes, Support Vector Machine, artificial neural network, and decision tree, and they are evaluated based on their recognition error. Another example is [58], which use current data from two sensors installed at low and high-power circuit outlets respectively. It uses 8 odd harmonics as features for disaggregation and PCA for dimensionality reduction. The authors train and test a Bayes classifier, a support vector machine, and an MLP neural network and compared their performances. Also, white noise was added to see how the classifiers handled it.

Two algorithms for NILM on data with lower than 1 second time resolution are introduced in [125]. One is supervised and based on decision trees and one is unsupervised and based on DTW. In both algorithms, pre-processing of data include detecting and amending or removing faulty data, detecting changes in the consumption above the base load, and the events are characterised. Then each algorithm classifies the events to electrical appliances.
The work in [126] use deep neural networks which combines convolutional neural networks (CNN) and variational autoencoders (VAE) which are trained and tested on data with 6 second resolution. In [127], the focus is on disaggregating appliances which are close or overlapping. Use clustering results of measurements of different appliances and propose a method to separate overlapping clusters. In [128] filtering is used to enhance detection of events in active and reactive power data from households. Thereafter they use fuzzy c-means clustering to create signatures for different appliances which also take as input the time of day. Events in the data are matched with appliance signatures in the data base using KNN. Jump models are used in [26] to model different electric appliances, and then the aggregated power consumption by a household is represented by the sum of the jump models and a dynamic programming filtering algorithm is used to reconstruct the power consumption of individual appliances.

In [129], background consumption is detected and events (changes in consumption) are analysed. By comparing the consumption in the event with the average before and after the event, it is decided whether the event is due to an appliance state change or a noise spike. Finally, the appliance state changes are classified using pattern recognition techniques and an appliance database.

A NILM approach for active power data with 1 second resolution or lower is presented in [130]. The first step is to identify appliances which are turned on in a given time period using a spectral signature approach based on the Karhunen Loève transform. The second step is to estimate the active power consumption signal of the individual appliances using a simplified Mean-Shift Algorithm for clustering of sliding windows, an elimination process to reduce the number of cluster averages which can match the consumption in a defined time window and Bayesian classification to find the most likely combination. A method based on uncorrelated spectral components of an active power consumption signal is introduced in [131] and [132]. They use Karhunen Loève expansion to split the active power data into subspace components to construct appliance signatures. To reduce the number of possible appliance combinations, power conditions for the subspace components were introduced. An algorithm for identifying which appliances are turned on in a time window was proposed, and finally an energy estimation algorithm was introduced to disaggregate the individual appliances in the combination. In [132], the method was modified to also consider usage behaviour of different residences adaptively.

Three algorithms for analysis sparse coding to use on 10-minute data with different levels of complexity are presented in [32]. In the algorithms, a dictionary of appliances is learned. The algorithms are in order of increasing complexity: simple sparse coding, distinctive analysis sparse coding (the dictionaries for individual appliances should be distinctive), and disaggregating analysis sparse coding (dictionaries for one appliance should not sparsely represent data signals from other appliances). The study in [133] presents a dictionary learning-based approach which is deep in the way that it learns multiple layers of dictionaries for each appliance. The method is used on 10-minute data. In [134], two deep learning multi-label classification algorithms (different appliances represent different classes) are presented, namely multi label consistent deep dictionary learning (MLCDDL) and multi label consistent deep transform learning (MLCDTL).

A semi-supervised method based on non-negative matrix factorisation (NMF, decomposing a matrix which contains only non-negative elements into the product of two matrices containing only non-negative elements) is presented in [135]. The method uses auxiliary feedback from the customer. The auxiliary feedback is in the form of confirmation if the algorithm has disaggregated the correct appliances. The authors of [136] use qualitative data from interviews with households in addition to smart meter data and measurements of a few appliances in the households. Relationships between activities in households and appliances used are mapped and this is used together with disaggregation results to examine when and how long activities are performed. The disaggregation algorithm is based on decision tree.
The work in [137] use data from households which have submetered appliances to train two deep-learning models. One is Factored Four-Way Conditional Restricted Boltzmann Machines (FFW-CRBMs), and the other is Disjunctive FFW-CRBM. The models consist of four layers of neurons:

1. The history layer, which hold the last time series values
2. The present layer, which encodes the current time step
3. The hidden layer, which assures that the model is capable to model the complexity of the time series
4. The label layer, which classify the different time series

The layers are connected with a factorised fourth order tensor, and there is no conditional dependence between the neurons from different layers. The Disjunctive FFW-CRBM contains two factorised fourth order tensors, one for classification and one for regression. The data used has 1 to 3 second resolution.

Low resolution data (15 minutes to 1-hour)

The data from AMS-meters in Norway will have hourly to 15 minutes resolution. However, most successful attempts at NI load disaggregation have been done on data with higher resolution. In this section papers found which use data with 15 minutes to 1-hour resolution, hence are relevant for the Norwegian case, are presented.

The performance of two NILM methods are compared in [138] when data with different time resolutions (6 sec, 30 sec, 1 min, 2 min, 3 min, 4 min, 5 min, 10 min and 15 min) are used as input. The first method is based on FHMM and the other is built on HMM and can handle complex combinations of states for the appliances to be detected. The result is that the performance decreases nonlinearly as the resolution decreases. In [139], the authors use active power data with 15 minute resolution. The smart meter data is decomposed into a discrete set of pulses where each pulse is associated with the operation of appliances. There are three stages: pulse extraction (creating pulses from power data), pulse clustering and classification (use KNN to find a cluster of the most probable appliance for each pulse), and pulse to appliance association (associate the appliance with highest probability to each pulse). In [140], disaggregation is done on 1 hour real and reactive power data using a database of typical appliances in a household and an optimization algorithm. The study in [141] use hourly smart meter data from Norwegian households, weather data, and responses from a household survey in Norway, together with and multiple regression models. Space heating is disaggregated from the total consumption by breaking the total consumption into a temperature-dependent part and a temperature-independent part. The temperature dependent part is taken as the space heating.

The work in [142] have data where some of the households have sub-metering of individual appliances, and a neural network for load disaggregation is trained using the sub-metered data. Then, the trained neural network is used for disaggregation of the households’ forecasted load. The aim is to find the percentage of households which should have submetering to be able to decide the load composition of the total forecasted consumption of all households. The data from different households have resolution between 1 and 60 minutes.

Commercial and industrial customers

Not all papers focus on residential customers. In [65], NILM is used on commercial buildings. Smart meter data with 1-minute resolution typical for commercial buildings are created in a laboratory. Feature extraction is done using a technique based on signal processing data transformation techniques, and to classify the different load operations, an extreme learning machine with one hidden layer feed-forward neural network is used. The authors of [143] also focus on commercial and industrial customers. Input is electricity demand from smart meters, demographic data and outdoor temperature. The output is energy-saving advice consisting of a graph and text explaining the graph. Heating, Ventilation and Air Conditioning (HVAC) is disaggregated using a simplified difference method where the consumption without HVAC is taken as the
average hourly electricity demand in a month with minimum electricity consumption and the HVAC consumption is taken as the total net hourly electricity demand for consumption without HVAC. The method is used separately on workdays and weekends/holidays. Electricity consumption for lighting is estimated by multiplying the consumption without HVAC with the typical share of lighting in the respective type of building.

Information to customers

NILM is used for a demand side personalised recommendation system in [144]. The NILM algorithm is based on particle filtering (a type of Monte Carlo algorithm), and the appliances are modelled by HMM. NILM is used for a homecare monitoring system which triggers an alarm every time the occupant deviates from their normal routine in [145]. The disaggregation is event-based and use high-resolution measurements. Timestamps when a change occur in the current signal are inferred from the current signal. Then the appliance corresponding to each change is classified by using the active- reactive and distortion power trajectories, which is unique for different appliances.

Smart meters with built-in disaggregation

An improved smart meter which is capable of NILM analysis is presented in [146]. It uses measurements of typical appliances and train a modified Backpropagation neural network to identify appliances. The time series are modified before sent to the neural network. The electricity bill of each appliance is shown in the display of the meter. Another smart meter with NILM is proposed in [147], which also creates an electricity bill showing the contribution from each appliance in the household. They use transient and steady state current signals, where the signal is modified by time series modify (lag-1 method, in which each data point in the time series is replaced by the difference between the current data point and the previous data point in the time series) and an Extreme Learning Machine is designed to perform the disaggregation. A third smart meter with NILM embedded is described in [148]. The meter stores RMS (root mean square) values with 2 Hz resolution from AC signals into a circular buffer. The NILM algorithm first detects changes in the consumption. Then the power density (power content at different frequencies) is calculated and the circular buffer is used to detect periodic components typical for different appliances.

Demand response

Disaggregation is used to improve residential demand response in [149]. An unsupervised method is deployed, using a Multiple Conditional Factorial Hidden Markov Model to detect an appliance and its operation state in real power, reactive power and current harmonics data. In addition, parameters for how many of each appliance a household typically owns and typical correlation between usages of different appliances are used.

Clustering before disaggregating

A few papers deploy clustering before disaggregating. The authors of [150] use k-means clustering and Support Vector Machine on data with 1 minute resolution or higher, where k-means is used to reduce the dataset before training the SVM. A labelled training data set inquired from appliance measurements or time diaries is used. The study in [151] use changes in active and reactive power as features, and events are clustered using dynamic fuzzy c-means. To reveal operating states, the clusters are denoised and processed. Finally, a Finite State Machine (a mathematical model which can be in one state at a time and each state model a state of an appliance) is used to estimate the energy consumption of different appliances. In [37], the data is clustered using k-median, and dynamic time warping is used to identify the operating appliance. Then, the energy consumption from an appliance is retrieved using an optimised support vector regression.
**Disaggregating a specific load**

Some papers focus on disaggregating one specific load from the total consumption, instead of disaggregating the total consumption into all its individual loads. Three papers were found which considers air conditioning (AC). [59] use two kinds of neural networks, namely Multi-layer Perceptron (MLP) and Long Short-Term Memory (LSTM) layer, and then compare their performances. [152] disaggregate the AC load in power data with 1 second resolution. First, events are detected (appliances turned on or off). Then, features which describe the difference between AC and other appliances are extracted, and the extracted features are used to build an SVM model. In [153], HVAC is disaggregated from total power data with 1 minute resolution to discover air leakages in buildings. One recurrent neural network with LSTM layers and one denoising autoencoder is used to detect the cycles of the HVAC. The neural networks are trained on a dataset which contains measurements of the AC unit in the house and measurements of Air Changes per Hour (which is used as a parameter for whether the house has a leakage).

A few papers also consider disaggregation of electric vehicles. In [27], the result when performed on 1 minute smart meter power data is used to define flexibility for the aggregated charging demand. The paper uses an unsupervised method which deploys the signal processing method ICA to extract the charging profiles. The method uses predefined levels of amplitudes of the chargings (in kW). [154] use the same method, but in addition separate chargings into three stages: gradual increase, steady charging and gradual decrease and extract each stage of charging separately from the power data. In [155], total electricity consumed by electric vehicles (EVs) is calculated using data down to 1 second resolution. First, baseline noise is removed from the signal, and since EVs are usually charging with more than 3 kW, a threshold of 2.5 kW is used to filter the signal. Then they find the number of segments in the data, and the start and end point of these. A segment filter removes segments from other appliances than EV depending on the lengths of the segments. The width and height of the remaining segments are determined and compared with a database of EV profiles.

One paper also considers disaggregation of solar generation from net consumption data in households using an unsupervised method. The first step is to distinguish the customers with and without PV using k-means clustering. It is assumed that the consumption behaviour is a mixture of latent representative behaviours, and clustering of customers without PV is performed (using k-medoid clustering with Dynamic Time Warping as distance measure) to find these. The second step is to disaggregate the consumption data of the customers with PV using the centroids of the resulting clusters from the previous step, in addition to solar irradiation.

**Forecasting**

In a few cases, NILM has been used to enhance forecasting of electricity consumption. In [156], appliance usage patterns (AUPs) from a household are learned using a NILM algorithm based on spectral decomposition on measurements of power of individual appliances. The learnt AUPs are then used to bias the probabilities of different appliances in a fuzzy system. Finally, the total power consumption of some households was forecasted a few minutes ahead. In [157], NILM and clustering of appliances with similar behaviour are used as a pre-processing step before performing short-term load forecasting.

**Substation level**

Data from a distribution feeder is disaggregated into data for individual customers in [158], using a database with load profiles from smart meter data from the same geographical area as the feeder. Also in [159], data from substations are used, where a feedforward neural network is used on RMS measurements of active and reactive power and voltage to perform real-time estimation of the share of different loads in the data. Monte Carlo simulations are used to create data for training and validation.
8 Summary

Almost every household in Norway had a smart electricity meter installed by the end of 2018. The advanced functionality of the meters and the large amounts of data transmitted from them have the potential to contribute to more than just a more accurate billing of customers. This report is a result from the ENERGYTICS project, which aims at exploring this potential.

This state-of-the-art included a description of experiences and technical advances regarding deployment of smart meters (AMS) in the Scandinavian countries and Finland. Sweden has deployed smart meters with hourly electricity readings since 2009 and was the first EU country to reach 100% penetration of smart meters. The financial incentive was that customers who subscribed to hourly-based electricity billing got this for free. Finland had a goal of reaching 80% penetration of hourly metering by the end of 2013, and it was the responsibility of the DSOs to reach the goal. In Denmark there was a goal to reach 100% smart meter coverage among households in 2020, and in 2016, more than 50% had smart meters installed.

Possible benefits and advantages of deploying data science on data from the electricity grid were explored. A key takeaway is that a more efficient use of the capacity of the distribution network can be implemented, for example by deploying demand response. In addition, an improved and faster handling and locating of faults and failures can be achieved, power and voltage quality can be monitored, and maintenance schemes and reinvestment decisions can be enhanced and optimised.

Different data sources in the distribution electricity grid and relevant data science techniques were presented. Data sources include AMS data, data about failures which has happened in the grid, grid topology, power flow data, and power quality data. Data science techniques include pre-processing of data before the main analysis is performed. This often means representing the data in another or simpler way which easier can be used in the analysis. The analysis is often done with machine learning, which can be divided into supervised learning and unsupervised learning. In supervised learning, algorithms learn the relation between features and labels from known data such that it can propose the label for unknown data in the future. Unsupervised learning does not rely on labels for the data.

The focus of the state-of-the-art was on two applications of data science: clustering of customers and disaggregation of total electricity consumption into the consumption of individual loads. When it comes to clustering of customers, there are different attempts at pre-processing data before clustering. For the clustering algorithms themselves, there are both attempts at improving existing clustering algorithms and proposing new ones. It is common to use clustering as a first step to be able to improve forecasting of electricity consumption of households. The aim of the clustering can also be to detect electricity theft, cyber-attacks, or bad quality of the metered data. A few papers explore the possibility of using the clustering results to enhance demand response of households, and others use them to optimise pricing strategies. Finally, the clustering results can also be used to confirm the topology of the grid, and that customers are connected in the way which the DSO has registered.

For disaggregation of total electricity, the focus is on disaggregation where there is no extra metering installed in the households, and only data available to the DSO is used. Some papers use the pre-processing techniques of Hidden Markov Models to represent the consumption data as states when appliances are turned on and off, and in many papers noise is removed before the disaggregation is performed. Several papers compare different methods for disaggregation, and others introduce new methods. Of particular relevance to disaggregation of smart meter data in Norway are the analyses done on data with 15 minutes resolution or lower, but the number of such analyses is small. Common goals of the disaggregation is to be able to aggregate a specific load (e.g. air conditioning, ventilation, heating, and electric vehicle), give customers more information about their consumption and enhanced demand response. Like clustering, disaggregation can be used to improve forecasting of electricity demand in households.
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