Phase Transitions and Separation Time Scales of CO$_2$–Crude Oil Fluid Systems: Wheel Flow Loop Experiments and Modeling
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1. INTRODUCTION

1.1. CO$_2$ Rich Oil and Gas Fields. The transport of CO$_2$-rich fluids through pipelines has become increasingly relevant due to increased focus on carbon capture and storage (CCS) technologies and enhanced oil recovery (EOR) by CO$_2$ flooding. In oil and gas fields where CO$_2$-rich gas reinjection (for storage and/or CO$_2$ flooding purposes) takes place, back production of CO$_2$ increases its content in the well stream. Regarding EOR, some examples of CO$_2$ flooding projects include the Permian Basin onshore area in the United States and the Bati Raman field in Turkey. Furthermore, CO$_2$ can be directly available from associated gas during production such as for the pre-salt reservoirs in the Santos Basin in Brazil and in the Neuquen province in central Argentina, which contains as much as 45–75 mol % CO$_2$ in the produced gas. In some Brazilian pre-salt fields, the approximate CO$_2$ molar fractions are 17.5% (associated gas) in the Sapinhoá field, 44 mol % (associated gas) in the Libra field, and 55 mol % (oil) and 79 mol % (gas cap) in the Jupiter field. Re-injection of CO$_2$ for EOR is considered attractive for some Brazilian pre-salt fields but is expected to increase the CO$_2$ concentration and GOR in production fluids in the future.

1.2. Some Challenges Related to CO$_2$ Rich Fluids. CO$_2$–crude oil systems may show complex phase behaviors and can result in systems containing multiple phases depending on the fluid mixture and pressure and temperature conditions. For nonaqueous mixtures, at temperatures much higher than the CO$_2$ critical temperature, CO$_2$ and crude oil forms up to two phases. For lower temperatures, either two or three phases are possible. For high CO$_2$ fractions, typically above 50–60 mol % at higher pressures, a heavier hydrocarbon-rich liquid may coexist with a CO$_2$-rich liquid phase.

If, during a sweep process, a CO$_2$-rich front breaks through and reaches the production well, the CO$_2$ content in the production stream will increase significantly, indicating the importance of predictability of CO$_2$-rich systems. Nonetheless, the validity of mechanistic models may be questioned if CO$_2$-rich dense phases are not treated appropriately. Furthermore, CO$_2$-rich hydrocarbon mixtures raise pipeline integrity and flow assurance concerns due to potential asphaltene precipitation, corrosion challenges, swelling of the polymeric liners, and calcium carbonate scaling. In addition, supercritical CO$_2$ has strong solvent/extraction properties and may damage plasticized polymers. If water is present under low temperatures and high pressures, the possibility of formation of CO$_2$ hydrates is another challenge that needs to be tackled.

1.3. Separation of CO$_2$–Oil Systems. In some Brazilian pre-salt areas, the possibility of separating a dense CO$_2$-rich phase at the seabed is under investigation. An example is the “HiSep” technology, where the aim is to compress the high-density CO$_2$-rich phase back into the reservoir, thus alleviating the processing requirements topside. Some experimental studies have been performed under static conditions, but a more detailed understanding of such systems across a range of compositions and thermodynamic states is needed.
According to Alzobaidi et al., only a few studies have looked at stabilization of CO₂–oil dispersions, as it is not expected that there are surfactants that can stabilize that interface. Under that assumption, the dispersion stability should mainly be a function of droplet size, surface tension, relative density between the two liquid phases, and the oil viscosity.

### 1.4. Aim and Motivation

Herein, we aim to describe phase transitions, phase fraction volumes, and separation time scales of some selected fluid mixtures containing CO₂, mineral oil, crude oil, and small amounts of methane. The mixture of mineral oil and crude oil was selected to make a test case with a model crude oil system. While a light low molecular weight oil only forms a liquid–gas system with CO₂, the more complex mineral oil–crude oil mixture forms a three-phase liquid–liquid–gas with CO₂ at lower pressures and temperatures, and two phases at higher pressures and temperatures. Thus, the motivation for this study was to get experimental data on phase fractions and separation time scales of liquid or dense phase CO₂–oil mixtures for systems containing various amounts of CO₂. By using a wheel shaped flow loop (the wheel), which is a closed system, it was possible to achieve phase transition by adjusting the temperature only. Use of the wheel has previously been reported in the literature by several authors. The results of the current work presented here indicated that, in general, the thermodynamic models were appropriate for the current system. Furthermore, the separation studies indicated that, for the design and operation of CO₂–oil separation units and transport of CO₂ rich fluids, it is important to be able to predict which liquid phase is the continuous one and the separation time scale expected for a given fluid system under operating conditions.

### 2. MATERIALS AND METHODS

#### 2.1. Materials

The fluid systems used were comprised of mixtures containing carbon dioxide (CO₂) from VWR with a purity of 99.7%; Exxon D80 (mineral oil) from ExxonMobile Petroleum and Chemical BVBA/Esso Norge, which is a deamortized (<2% aromatics) hydrocarbon liquid consisting of C11–C14 n-alkanes, iso-alkanes, and cyclic components (Exxon Mobil Materials Safety Data Sheet 3.10); an anonymized crude oil; and Chemical Methane 2.5 (CH₄) from VWR. Key data on the mineral oil and crude oil are given in Table 1 below.

The crude oil sample was chosen from available samples located at the SINTEF lab and mixed with the mineral oil in order to not represent any specific crude oil, but rather an exemplified crude oil system which be considered as a model system for a crude oil. The crude oil used was a relatively light oil (838 kg/m³), with negligible asphaltene content. The wax content was 6.6 wt %, and the total acid number (TAN) was less than 0.1 mg KOH/g. The chemical composition of the crude oil is more complex containing larger molecules enabling the formation of three-phase systems at appropriate pressure–temperature conditions. Thus, the mineral oil–crude oil mixture would behave thermodynamically like a typical relatively light crude oil.

#### 2.2. Methods

##### 2.2.1. Experimental Setup: The Wheel Flow Loop

The experimental set up used for the current tests consisted of the wheel located at SINTEF’s Multiphase Flow Facility at Tiller, Trondheim in Norway. It is a closed system, consisting of two 2’′ (inner diameter of 52.5 mm and wall thickness of 3.91 mm) duplex steel pipes bent into semicircular shapes and mounted together to form a circle (“wheel shaped”) with a diameter of 2 m and circumference of 6.28 m, giving a total volume inside of 13.4 L. The two semicircles were connected with a short steel pipe spacer at one side and a sapphire pipe section for visual observations on the other side. A picture of the actual wheel is given in Figure 1a and in addition two illustrations, one indicating the main features of the wheel (Figure 1b) and the other (Figure 1c) an illustration for the explanation of how phase fractions were determined as described below. When partially filled with liquid, the heaviest phase would be located in the lower section as indicated by the oil–gas interface in Figure 1b. If three phases were present, the lowest density fluid (typically the gas phase) would be located in the upper part of the wheel, while the intermediate density (liquid) phase would occupy the volumes between the upper and lower parts of the wheel and the heaviest liquid phase would be located at the bottom as indicated in Figure 1c. The wheel was positioned vertically and attached to a shaft and a motor to enable rotation at velocities (stagnant liquid relative to the pipe wall) up to 5 m/s. The motor had a position indicator outputting the angle, 0–360°, which was used to determine the position of interfaces by placing the optical window at their location. Furthermore, when rotating the wheel, the fluids inside experience a shear force, enabling the formation of both gas–liquid and liquid–liquid dispersions. A torque sensor on the shaft was used to measure changes in the overall shear force while rotating and was used to determine phase transition points as described in more detail below.

One of the main advantages of the wheel is the possibility to keep the pipe flow conditions for a long duration of time without the need for pumps, compressors, or separators. Furthermore, the wheel was placed in a temperature-controlled chamber allowing the fluids to be heated or cooled at defined rates. The application of a wheel shaped flow loop concept was reported as early as 1971. The wheel apparatus has been used for measuring emulsion viscosity under flowing conditions through torque measurements and for hydrate slurry transport studies. For each fluid system, temperature was varied to identify possible phase transitions and determine the nature and relative amounts of each phase at the relevant conditions. For selected fluid systems, separation times for dispersions were determined experimentally. The phase transitions were determined by rotating the wheel at a constant velocity while changing the temperature until the phase boundary was crossed. Under constant velocity the friction between the fluids inside the

### Table 1. Key Available Data on the Crude and Mineral Oils

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Crude Oil</th>
<th>Exxon D80</th>
</tr>
</thead>
<tbody>
<tr>
<td>Molar mass</td>
<td>183.26 g/mol</td>
<td>11–14</td>
</tr>
<tr>
<td>Density @ 15.6 °C, 1 atm</td>
<td>838 kg/m³</td>
<td>0.2–0.3 wt %</td>
</tr>
<tr>
<td>Dynamic viscosity @ 15.6 °C, 1 atm</td>
<td>5.0 mPa·s</td>
<td>10.0–13.3 Pa</td>
</tr>
<tr>
<td>Saturates</td>
<td>74.6 wt %</td>
<td>794–796 kg/m²</td>
</tr>
<tr>
<td>Aromatics</td>
<td>21.1 wt %</td>
<td>1.7 mPa·s</td>
</tr>
<tr>
<td>Polar (resins)</td>
<td>4.3 wt %</td>
<td></td>
</tr>
<tr>
<td>Asphaltenes</td>
<td>0.0 wt %</td>
<td></td>
</tr>
<tr>
<td>Wax (purified)</td>
<td>6.6 wt %</td>
<td></td>
</tr>
<tr>
<td>TAN</td>
<td>&lt;0.1 mg KOH/g</td>
<td></td>
</tr>
</tbody>
</table>
wheel and the pipe wall will vary depending on the nature and relative volume fractions of phases inside the wheel. Thus, by keeping a constant velocity while changing the temperature, the measured torque values would change significantly, and this was used as an indirect method to determine the pressure and temperature of the phase transitions. Moreover, the volumes of each phase were determined by visual inspection. This was done by identifying the position (angle) of each interface while the wheel was stagnant. Then the ratio of the measured coverage in terms of angular degrees to the total angular degrees (360°) was multiplied with the total length, L (circumference), of the wheel. This length was then used to calculate the volume of the respective phase fractions. The determination of the phase fraction in the wheel is illustrated by Figure 1c, indicating a three-phase gas–liquid–liquid system (GLL). The gas–liquid interface is positioned in the upper part of the wheel (as indicated). The GL interface is spanning the length indicated by the two measured angles, a1 and a2, from which the length and thus the volume of the gas phase can be determined as described above. Furthermore, the measured angles a3 and a4 were used to determine the volume of the liquid phase at the bottom of the wheel, here called liquid 2. Thus, the other liquid phase (liquid 1) occupies the remaining volume of the wheel.

An evaluation on the possible error of the above method for determining the volumes was done by comparing with volumes calculated using an expression for a toroid. It was found that for the majority of cases, direct calculation of the volumes by the method described above was adequate. However, for cases where the volume of the lowest or highest density phase was very low (top or bottom of the wheel), as exemplified with the gas phase in Figure 1c, the toroid approach resulted in values of up to 8% higher phase fraction and significantly, and this was used as an indirect method to determine the pressure and temperature of the phase transitions. Moreover, the volumes of each phase were determined by visual inspection. This was done by identifying the position (angle) of each interface while the wheel was stagnant. Then the ratio of the measured coverage in terms of angular degrees to the total angular degrees (360°) was multiplied with the total length, L (circumference), of the wheel. This length was then used to calculate the volume of the respective phase fractions. The determination of the phase fraction in the wheel is illustrated by Figure 1c, indicating a three-phase gas–liquid–liquid system (GLL). The gas–liquid interface is positioned in the upper part of the wheel (as indicated). The GL interface is spanning the length indicated by the two measured angles, a1 and a2, from which the length and thus the volume of the gas phase can be determined as described above. Furthermore, the measured angles a3 and a4 were used to determine the volume of the liquid phase at the bottom of the wheel, here called liquid 2. Thus, the other liquid phase (liquid 1) occupies the remaining volume of the wheel.

An evaluation on the possible error of the above method for determining the volumes was done by comparing with volumes calculated using an expression for a toroid. It was found that for the majority of cases, direct calculation of the volumes by the method described above was adequate. However, for cases where the volume of the lowest or highest density phase was very low (top or bottom of the wheel), as exemplified with the gas phase in Figure 1c, the toroid approach resulted in values of up to 8% higher phase fraction and would be more correct, as it captures the effect of the curvature of the pipe. Furthermore, the total angle covered by the window sections was 7°. If allowing an uncertainty of 1° (equivalent to 1.5 cm) at each side of a given measured interface (perpendicular to the pipe wall), the maximum uncertainty in terms of volumes would be 74 mL.

2.2.4. Thermodynamic Modeling. KBC/Infochem Multiflash v7.0.4 (January/2019; Multiflash) with the Cubic Plus Associating (CPA) Equation of State (EOS) was used to predict the phase diagrams and fluid properties. For CO2-rich oil mixtures, this EOS should perform better than standard cubic EOSs, such as Peng–Robinson and Soave–Redlich–Kwong with Peneloux-like volume corrections. Despite that it does not explicitly account for the strong quadrupolar moment of the CO2, which could enhance the performance of associating EOSs, the CPA EOS version implemented in the thermodynamic software was deemed accurate enough for comparison with the experimental data. The fluid systems 1 to 5 (only CO2) were satisfactorily modeled. The mineral oil composition was created using hydrocarbon pseudocomponents with carbon numbers of 11, 12, 13, and 14 at equal mass fractions. The properties (such as critical temperature, pressure, and acentric factor) of these pseudocomponents were estimated with Multiflash internal correlations. Moreover, the thermodynamic model was complemented by the Petersen viscosity model and density and viscosity estimates were created (Table 2) and compared with the datasheet reference data from Table 1. Furthermore, the comparison indicated that the model was valid for this fluid.

The characterized crude oil composition, based on gas chromatography data, was available (Figure 2). Moreover, the unknown properties of the pseudocomponents of the crude oil were evaluated by the Multiflash internal correlations. Once again, density and viscosity calculations were performed (Table 2) and compared against the reference data from Table 1. Without calibration, the model predicted satisfactorily the density and dynamic viscosity of the crude oil and was deemed appropriate for the current study.

From compositional data in Figure 3 and with the temperature and pressure data from the experiments, it was possible to compare the experimentally determined phases with the phase diagrams of each fluid system. Thus, by mixing the mass fractions of the respective fluid systems given in Figure 3, the phase diagrams were predicted and compared with the experimental observations. Such phase diagrams were built with a combination of the Multiflash Excel add-in and in-house VBA and Python scripts.

2.2.5. Estimation of Settling and Coalescence Time Scales. The CO2–oil dispersions were formed by shear forces due to friction between pipe wall and fluids upon rotation. When stopping the rotation and positioning the CO2(oil–oil or CO2(l)oil–interface (I being liquid phase and dp being the CO2 dense phase) to be observed through the sapphire window, the separation was monitored and

<p>| Table 2. Evaluation on the Thermodynamic Numerical Predictions against the Reference Data |</p>
<table>
<thead>
<tr>
<th>oil</th>
<th>parameter</th>
<th>numerical</th>
<th>error (vs reference data)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exxsol</td>
<td>density @ 15.6 °C, 1 atm</td>
<td>810 kg/m³</td>
<td>1.8%</td>
</tr>
<tr>
<td>D80</td>
<td>kinematic Viscosity @ 25 °C, 1 atm</td>
<td>2.23 mm²/s</td>
<td>1.9%</td>
</tr>
<tr>
<td>crude oil</td>
<td>density @ 15.6 °C, 1 atm</td>
<td>835 kg/m³</td>
<td>-0.4%</td>
</tr>
<tr>
<td>crude oil</td>
<td>dynamic viscosity @ 15.6 °C, 1 atm</td>
<td>5.0 mPa·s</td>
<td>0%</td>
</tr>
</tbody>
</table>

The characterization of the interfaces was used to determine the relative volume fractions of the phases present in the wheel.
recorded for post-determination of separation times. The measured time duration data were then compared to both a simple correlation (τcorr) and to separate expressions for settling (τs) and coalescence (τc) times, which, when summed, result in the separation time.

The simplified correlation for the separation time scale that was developed is given by eq 1:

$$\tau_{\text{corr}} = \kappa_0 \left( \frac{\mu_c}{\mu_d} \right)^{\kappa_1} (E_{\text{op}})^{\kappa_2}$$

where $E_{\text{op}}$ is the Eötvös number, $\mu_c$ and $\mu_d$ are the dynamic viscosities of the continuous and dispersed phases, respectively, and the constants $\kappa_0$, $\kappa_1$, and $\kappa_2$ were obtained by tuning with the available experimental data. In the above equation, $E_{\text{op}} = \left| \Delta \rho \right| g d_{\text{pipe}} / \sigma$ is a function of the pipe internal diameter $d_{\text{pipe}}$, the density difference $\Delta \rho$ of the two liquids, the gravitational constant $g$, and the interfacial tension $\sigma$ between the two liquids. A high value of $E_{\text{op}}$ suggests a large driving force for separation (due to high density difference between the phases), in relation to surface tension forces. Furthermore, according to Calabrese et al., the dispersed phase viscosity may also have a relevant effect because the internal stresses influence the drop deformability.

For more detailed analysis of the separation process, the separation was divided into a settling ($\tau_s$) and a coalescence ($\tau_c$) part, each with its own expression. The settling (or rise) time scale $\tau_s$ of the droplets in a swarm of droplets may be directly calculated by eq 2:

$$\tau_s = \frac{L_c}{60V_T}$$

where $L_c$ is a characteristic distance traveled by the droplets. Due to the curved geometry of the wheel and the dynamic nature of the process (the interface moves as the separation progresses), the expression in eq 3 was used to describe $L_c$ as a power law depending on the continuous liquid volume fraction $\alpha_c$ and the total emulsion volume fraction $\alpha_{\text{em}} = \alpha_d + \alpha_c$ ($\alpha_d$ is the dispersed liquid volume fraction) in the wheel:

$$L_c = C_0 (\alpha_c)^{C_1} (\alpha_{\text{em}})^{C_2}$$

where the values of the constants $C_1$ and $C_2$ were fitted to experimental data (as shown below). The velocity $V_T$ can, for dense dispersions, be described with the expression of Kumar and Hartland, provided in eq 4:

$$V_T = \frac{\mu_c}{\rho d_{32}} \left[ -\frac{12}{\varphi_1} \left( \frac{1}{\varphi_1} \right)^2 + \frac{4}{3 \varphi_1} \left( \frac{1 - \alpha_d^g}{1 + \varphi_1 (\alpha_d^g)^{\alpha_c\alpha_{\text{em}}}} \right) \right]$$

where $\rho_c$ is the density of the continuous liquid phase, $d_{32}$ is the Sauter mean diameter of the dispersed liquid phase; $\alpha_d^g = \alpha_d / \alpha_{\text{em}}$ is the dispersed liquid phase volume fraction in relation to the emulsion volume; $Ar = \varphi_1 \left( \Delta \rho (d_{32})^3 / \mu_c^2 \right)$ is the Archimedes number; and $\varphi_1 = \alpha_d / \alpha_{\text{em}}$. 

---

**Figure 2.** Carbon number distribution (molar fractions) of the crude oil.

**Figure 3.** Graphical representation of the amounts (kg) of each phase (CO2, mineral oil, crude oil, and methane) in the wheel for each fluid system (FS1−10). Information on the mixture densities (total mass divided by total wheel volume) are found along the x-axis, and the amounts in kilograms filled are represented in the bar plots. Text boxes above each bar plot provide the mole fraction of CO2, and phases observed are shortened as G (gas CO2), GLCO2 (gas CO2−liquid CO2), GLd (gas CO2−liquid oil), SC (supercritical CO2), SCL (supercritical CO2 + liquid oil), GLL (gas CO2−liquid CO2−liquid oil), and LL (liquid CO2−liquid oil).
0.53, \( q_0 = 4.56 \), and \( q_1 = 0.73 \) are empirical coefficients determined by Kumar and Hartland.\(^{56}\)

For the determination of \( d_{32} \), an expression, eq 5, that takes into account the dispersed phase volume fractions was used: \(^{59}\)

\[
d_{32} = 0.083(1 + 4q_1)0.12W^0.6
\]

where \( D_w \) is the wheel total diameter (2 m, for the present experimental setup) and \( We = \rho_s U^2 d_{32}/\sigma \) is a Weber number, expressed as a function of the wheel velocity \( U_w \), among other parameters.

During the separation of the oil and CO\(_2\) phase (liquid or dense phase), drops coalesce with themselves and with the interface of their homophase.\(^ {50}\) Coalescence phenomena are complex and difficult to characterize experimentally and a general modeling framework for droplet lifetimes incorporating droplet diameter, fluid properties, and surfactants does not appear to be well established. Nevertheless, the possibility of representing the resting (or coalescence) time \( \tau \) of the equation is similar to the simplification of droplet lifetimes incorporating droplet diameter, fluid properties, and surfactants does not appear to be well established.

Based on earlier studies, a number of different coalescence time scales have been developed. Basheva et al.\(^ {52}\) observed that the dependency of drop size on the coalescence time scale correlation, \( \tau \), for a given physical system, is found by controlling the initial drop sizes and measuring the drop coalescence time. According to Kamp et al.,\(^ {53}\) the values of \( \chi \) may vary significantly depending on the fluid system and the range of drop sizes investigated. Furthermore, Basheva et al.\(^ {53}\) observed that the dependency of drop size on the coalescence time is strong and that a transition from small rigid droplets (<20 \( \mu \)m) to bigger deformable drops can be observed in the same physical system, giving significant variations in the coalescence time scale correlation.

According to the conceptual models of Hartland and Jeelani\(^ {54}\) for a batch sedimentation setup with concentrated dispersions, droplets first settle to form a dense packed layer. This layer tends to increase up to a point where droplets coalesce with their homophase followed by a decrease in the dense packed layer until complete phase separation. For the drop–drop coalescence process at a dense packed layer, Jeffreys et al.\(^ {55}\) and, according to Jaradat et al.\(^ {56}\) Henschke in his Ph.D. dissertation,\(^ {57}\) determined that the time scale for coalescence may also be determined by a power law of the form \( \tau = (d_{32})^\chi \), as for the drop rest time at a flat interface, as discussed above.

Therefore, in order to perform a time scale analysis for comparisons with the sedimentation time \( \tau \), an overall coalescence time scale \( \tau \) was developed here, in eq 6:

\[
\tau_{\text{min}} = \left( \frac{\mu_0}{\rho_0} \right)^{\chi_1} (Ec)_{\chi_2} \gamma_{\chi_3} \frac{d_{32}}{D_w}^{\chi_4}
\]

where \( \mu_0, \rho_0, Ec, \gamma, \) and \( \chi \) are fitting parameters. Note that the first terms of the equation are similar to the simplified time scale correlation, \( \tau_{\text{corr}} \), eq 1, while the last term incorporates the dependency with the Sauter mean diameter.

3. RESULTS AND DISCUSSION

3.1. Measured Phase Fractions at Specific Pressure–Temperature Points. The accumulated masses of each component for the two fluid systems, as well as the mixture densities, the mol % of CO\(_2\), and the phases observed (for relevant temperature range tested) are provided in Figure 3.

The measured relative phase fraction volumes for specific temperature–pressure conditions are given in Figure 4 for the fluid systems 4 and 5 and 7–10. The FS6 consisted of CO\(_2\) and mineral oil and formed a two-phase GL system below the critical point for CO\(_2\) and a single phase and SCL (supercritical CO\(_2\) + liquid oil) system above such a critical point. However, the relative phase fractions were not measured for this system, which is why it is not included in Figure 4. For FS8, the oil phase volume increased at the expense of the liquid CO\(_2\) phase up to 44 °C and 83 bar, while at 44 °C and 87 bar the FS8 system had undergone phase transition into a two phase supercritical (dense phase) CO\(_2\) and the oil phase. A similar observation was made for FS9, also seen in Figure 4. Thus, the results indicate the solubility of CO\(_2\) in the oil phase and the effect of changing the temperature under the test conditions.

Furthermore, the experimentally determined phases were compared with the phase diagrams predicted by the thermodynamic model (Figures 6 and 7).

Figure 4. A graphical representation of the measured phase volume fractions at selected pressure–temperature points for FS4 and 5 and 7–10.

Figure 5. Comparison between experimental and numerical \( T–P \) isopleths for fluid systems 7–10 (the dashed lines correspond to fitting of the experimental data).

3.2. Evaluation of the Thermodynamic Model. The numerical and experimental temperature–pressure \( (T–P) \) isopleths of constant mixture densities for fluid systems 7–10 are compared in Figure 5, revealing good agreement of the thermodynamic model for FS7 and FS8 with the experimental data. For systems FS9 (which had a much higher oil content) and FS10 (addition of a small amount of methane) the deviations were larger, consistent with results reported previously for similar systems.\(^ {17}\) Furthermore, the predictions showed that FS9 obtained a much more complex phase behavior than for the lower mixture densities (FS7 and FS8) and further that a small amount (92 g) of methane changed the
its gas-like and liquid-like regions, which are divided according to the critical properties-based phase identification criteria of Multiflash. The phase diagrams for fluid systems 7–10 are provided in Figure 7, with indication of the experimentally observed phases and how they compare with the predicted phases for respective $T$–$p$ combinations. Furthermore, in the plots indicating phase transitions determined from wheel tests (Figures 8–12), the $T$–$p$ locations in the phase diagrams are indicated together with the pressure, temperature, and torque profiles.

3.4. Experimental Determination of Phase Transition Conditions. As explained above, the phase transitions were determined by distinct changes in the torque values when simultaneously rotating the wheel at a constant velocity while changing the temperature. For fluid system FS7 the wheel was rotated at 1.5 m/s while being heated from 35 to 54 °C at 0.13 °C/min. The torque data indicated (by a sudden drop) phase transition at 42.7 °C and 84.5 bar with the three-phase system below and the two-phase (supercritical CO$_2$ and oil) above this $T$–$p$ point as indicated in Figure 8. In comparison, the predicted phase transitions occurred at 38.9 °C and 82.0 bar as indicated by the phase diagram for FS7 in the same figure. The location of the experimental values (in terms of the temperature) is indicated in the phase diagrams (Figure 7), while Table 3 provides a summary of the phase transition points ($P$ and $T$) given in the plots for the fluid systems FS7–FS10 below (Figures 8–12).

Fluid system FS8 experienced the phase transition from three-phase GLL to two-phase LL at 44.1 °C and 87 bar (Figure 9), while the predicted phase transition point was 39.3 °C and 82.8 bar. The rotational velocity used in this test was 1 m/s, and the temperature increased at a rate of $\sim$0.1 °C around the point of the phase transition.

Fluid system FS9, after the addition of 2300 g of mineral oil, experienced two phase transitions (and three different regions of the phase diagram) as indicated from the torque data in Figure 10 (decreasing from 0.1 N m to 1.5 N m). Upon heating the system at a rate of 0.26 °C, while rotating at a constant velocity of 1 m/s, the results showed that below 18.7 °C and 50.6 bar, a three-phase GLL and, above 32.7 °C and 68.2 bar, a single liquid (L) phase existed (the phases were determined by visual observations as explained elsewhere). Between these two regions, a two-phase GL system existed. The observed transitions corresponded with the phases predicted by the EOS, also seen in Figure 10. By moving in the opposite direction (temperature wise) through the phase diagram, by cooling at 0.2 °C/min, phase transition from the single liquid phase started at 30.5 °C and 66.1 bar and ended at 17.3 °C and 49.8 bar (Figure 11). The reason for the apparent deviation in phase transition points when heating versus cooling the system was not studied further but should be in future studies by attempting lower heating and cooling rates. The continuous change in torque observed between $\sim$32 °C and $\sim$17 °C for both cooling and heating of the system at constant rotational velocity was most probably due to continuous changes in the gas–liquid ratio and thus the shear force of the system.

The presence of the observed transition region of the two-phase GL conditions may be of importance for understanding and predicting pressure drop along transport pipelines where the conditions (pressure, temperature and density) can change considerably. Furthermore, the knowledge and ability to predict the pressure drops based on the phase conditions
will be important for optimizing transport and flow assurance when producing rich CO₂−oil systems and for CCS applications.

For FS10, an additional amount of 92 g of methane was filled to FS9. The phase transition was studied by cooling the system from 32 to 5 °C, at a rate of 0.2 °C/min while rotating the wheel at 0.5 m/s. Only one phase transition was observed from LL (liquid oil and liquid CO₂) to GLL (gas CO₂, liquid CO₂ and liquid oil), starting at 19.5 °C and 61.9 bar ending at 18.9 °C and 61 bar. Furthermore, for FS10, the density of the CO₂ phase became heavier than the density of the oil phase, below 12 °C and 51.2 bar. This was visually observed. Thus, close to this point the densities will be very similar, enabling very easy dispersion of the fluids, which may be beneficial for transport but not for separation. However, separation can easily be improved by altering the conditions according to the phase diagrams. Also, for this composition, there was a mismatch between the observed phases and the predicted ones at a higher temperature. Two liquid phases were observed, while predictions indicate a single liquid phase. The spikes observed in the torque plots (Figures 11 and 12) originate from stopping and starting wheel rotation for observation of the phases. As seen, upon restarting rotation to the same velocity, the torque value reverts to the values before stopping the wheel.

In the plot for FS10, the pressure, temperature, and torque vs time (0.5 m/s wheel velocity), upon cooling from the L (predicted) or LL (experimental) regions to the three-phase GLL region, are given. To the left, the phase diagram for the fluid is provided with the location of experimental T−ρ values. The GLL and L (LL) phases are indicated.

3.5. Dispersion Stability of CO₂-Rich Crude Oil Systems. Studies on dispersion formation and separation were performed on fluid systems FS8, FS9, and FS10 under various T−P conditions and velocities (shear-forces), giving separation times for a range of phase combinations. As this study was an introductory study to investigate the possibility of utilizing the wheel flow loop to study CO₂−crude oil
dispersions, the number of different fluid system combinations and shear forces (rotational speed) were limited and not targeted to any particular field condition.

Table 4 provides tabulated results from the dispersion and separation studies on the various systems. The mixing velocity, given in meters per second, is an indication of the energy going into the formation of the dispersions. The rotational velocity was kept for around 2 min before stopping rotation and observing the CO₂−oil interface and extract separation times from video recordings. For some systems, longer rotational times were tested without significant changes in the separation times. The average separation times were determined from several parallels giving a standard deviation for each separation time. Furthermore, the IFT values in Table 4 were evaluated from the previously described thermodynamic model combined with the linear gradient theory.\(^\text{16,59}\)

Figure 10 shows pictures from the separation of oil in liquid CO₂ (CO₂ continuous) for FS8, illustrating the section of the wheel where the separation takes place for a given liquid fraction. Separation times for FS8 were on average 2.3 min when mixing with a velocity of 1.0 m/s. When increasing the energy input by increasing the rotational velocity to 2 m/s, the separation time increased to 3.1 min, indicating a strong effect of increased shear force. For FS8 under LL conditions, where the CO₂ was in a dense phase, the separation time was also 3.1 min after rotating at 2 m/s.

After adding more mineral oil to the system, achieving a CO₂/oil weight ratio of 1.1 compared to 2.1 for FS8, the system, when dispersed, became oil continuous for both FS9 and FS10. This may indicate the existence of an inversion point for liquid CO₂−crude oil dispersions, similarly to water−oil based dispersed systems where the relative amount of water (water cut) determines which phase is the continuous one. The effect of a lower CO₂/oil ratio was an increase in the separation time from 2.3 to 6.3 min under comparable conditions (row 1 vs row 4 in Table 4). The main reason for this increase is expected to be the difference in viscosity, as liquid CO₂ is considerably less viscous (approximately 0.06 mPa·s at around 27 °C and 80 bar\(^\text{60}\)) than the liquid oil phases which were 1.7 and 5.0 mPa·s for the mineral oil and the crude
oil, respectively, under ambient conditions (Table 1). The viscosities for the oil system will probably be lower than the tabulated values for ambient conditions, due to CO₂ being dissolved in the oil phase but still considerably higher than the liquid CO₂ viscosity. For FS10, the separation time increased by 1.5 and 1.9 min for rotational speeds of 1 and 2 m/s, respectively, compared to FS9. Furthermore, the separation times for FS10 were not reduced considerably when reducing the mixing intensities from 2 to 1 m/s and to 0.5 m/s. Moreover, for both FS9 and FS10, the test temperature for the separation studies was 5 °C, while the pressures were 37 and 44 bar, respectively; thus both systems are in the GLL region of the phase diagrams (Figure 7).

3.6. Comparison of Experimental and Predicted Separation Times. With eq 1 above the separation time scales, \( \tau_{corr} \) values were calculated for the cases in Table 4, taking into account the continuous phase viscosity, density difference, and the interfacial tension between the phases. The FS8 system had one condition (where the CO₂ was in the dense phase) with much higher density than the two other FS8

Table 3. Summary of Experimentally Determined Phase Transition Temperatures and Pressures for FS7 to FS10

<table>
<thead>
<tr>
<th>fluid system</th>
<th>transition type</th>
<th>temperature at phase transition [°C]</th>
<th>pressure at phase transition [bar]</th>
</tr>
</thead>
<tbody>
<tr>
<td>FS7</td>
<td>GLL to LL</td>
<td>42.7 °C</td>
<td>84.5</td>
</tr>
<tr>
<td>FS8</td>
<td>GLL to LL</td>
<td>44.1 °C</td>
<td>87.0</td>
</tr>
<tr>
<td>FS9</td>
<td>GLL to GL</td>
<td>18.7 °C</td>
<td>50.6</td>
</tr>
<tr>
<td>FS9</td>
<td>GL to L (L)</td>
<td>32.7 °C</td>
<td>68.2</td>
</tr>
<tr>
<td>FS10</td>
<td>GLL to LL</td>
<td>19.5 °C</td>
<td>61.9</td>
</tr>
</tbody>
</table>

Table 4. Rotational Mixing Velocity of the Wheel, the Average Separation Times and the Standard Deviation for the Number of Parallel Separation Studies Included

<table>
<thead>
<tr>
<th>fluid system</th>
<th>mixing velocity [m/s]</th>
<th>average separation time [min]</th>
<th>standard deviation [min] (parallels)</th>
<th>density differences liquid CO₂ and oil [kg/m³]</th>
<th>IFT [mN/m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>FS8/GLL - oil/CO₂(l)</td>
<td>1.0</td>
<td>2.3</td>
<td>0.3 (4)</td>
<td>79.6</td>
<td>0.59</td>
</tr>
<tr>
<td>FS8/GLL - oil/CO₂(dp)</td>
<td>2.0</td>
<td>3.1</td>
<td>0.1 (2)</td>
<td>237.5</td>
<td>2.22</td>
</tr>
<tr>
<td>FS9/GLL - CO₂(l)/oil</td>
<td>2.0</td>
<td>3.1</td>
<td>0.1 (4)</td>
<td>79.6</td>
<td>0.59</td>
</tr>
<tr>
<td>FS9/GLL - CO₂(l)/oil</td>
<td>1.0</td>
<td>6.3</td>
<td>0.3 (5)</td>
<td>17.2</td>
<td>0.46</td>
</tr>
<tr>
<td>FS9/GLL - CO₂(l)/oil</td>
<td>0.5</td>
<td>5.6</td>
<td>0.2 (3)</td>
<td>17.2</td>
<td>0.46</td>
</tr>
<tr>
<td>FS9/GLL - CO₂(l)/oil</td>
<td>0.25</td>
<td>4.7</td>
<td>– (1)</td>
<td>17.2</td>
<td>0.46</td>
</tr>
<tr>
<td>FS10/GLL - CO₂(l)/oil</td>
<td>0.5</td>
<td>7.5</td>
<td>– (1)</td>
<td>30.2</td>
<td>0.36</td>
</tr>
<tr>
<td>FS10/GLL - CO₂(l)/oil</td>
<td>1.0</td>
<td>7.8</td>
<td>0.3 (2)</td>
<td>30.2</td>
<td>0.36</td>
</tr>
<tr>
<td>FS10/GLL - CO₂(l)/oil</td>
<td>2.0</td>
<td>7.9</td>
<td>0.1 (2)</td>
<td>30.2</td>
<td>0.36</td>
</tr>
</tbody>
</table>

aOil/CO₂ is a CO₂ continuous system and CO₂/oil is an oil continuous fluid system. For systems with only one test, a – is given instead of the standard deviation.

Figure 12. Results from phase transition data for FS10. Torque values (green line) increased as temperature (red line) was reduced, indicating phase transition. To the left is the phase diagram predicted for FS10. The wheel was rotated at 1.0 m/s while heating across the LL/GLL phase boundary. Indicated on the plot are the L/LL (observed was LL, predicted was L) and GLL phases.
systems (237.5 vs 79.6 kg/m³), while for FS9 and FS10, the $T$–$P$ conditions, and thus density and viscosities, were the same. Furthermore, the IFT values were very low for all cases although slightly higher for the dense CO$_2$ phase condition of FS8, as expected. $^{59}$ Each fluid system had a nearly constant Eötvös number (Eo$_p$, FS8 ($\sim$3000), FS9 ($\sim$900), and FS10 ($\sim$2000)), calculated by using the inner diameter of the pipe ($d_{pipe}$) as the characteristic length scale, since the large scale interfaces at which drops can coalesce can be assumed to be approximately equal to the pipe diameter. The increase of Eop from FS9 to FS10 correlated with the increased separation times, and the Eo$_p$ for the FS8 conditions varied by less than 10%, thus other factors such as viscosity and stabilization mechanisms or film drainage may explain the increased separation times when moving from FS8 to FS9 and FS10 (oil continuous systems).

To account for the viscosity, eq 1 as described above was developed for estimation of separation times ($\tau_{corr}$). The tuning parameters obtained with the present data set were fitted such that $\kappa_0 = 0.1$ [min], $\kappa_1 = 0.65$, and $\kappa_2 = 0.5$. The experimental data were reasonably represented (within $\pm$20%) of the predicted separation times, taking into account only the viscosity ratio and the Eötvös number (Figure 14). The higher viscosity of FS9 and 10 explains the increased separation times. Furthermore, as explained by Basheva et al. $^{55}$ analyzing the coalescence of drops at a flat interface, a larger pushing force due to buoyancy also creates larger drop deformations which may slow down the film drainage process, inducing a larger rest time at the interface.

As observed from the measured data in Table 4, changes in separation times were also observed due to different rotational velocities giving different shear rates, which will produce different droplet size distributions.

The predicted $d_{12}$ drop sizes fell in the range of $\sim$0.2–2.3 mm for the experimental conditions. By utilizing the above-mentioned $d_{12}$ values, Eötvös numbers $Eo_d = |\Delta \rho| g d_{12} / \sigma$ in the range of 0.1–2 were obtained.

In the expression above for $\tau_d$, eq 2, by use of $L_d$, eq 3, and the expression for $\tau_d$, eq 6, the constants $\{C_0$, $C_1$, $C_2\}$ and $\{\chi_0$, $\chi_1$, $\chi_2\}$ were jointly determined from the experimental data by minimizing the error on the overall separation time scale ($\tau_d + \tau_s$).

A Particle Swarm Algorithm, described in Kennedy and Eberhart $^{61}$ was used to aid the optimization procedure. The algorithm seeks to minimize a given function, here an RMS (root-mean-square) error measure between the experimental data and the correlation estimations for the separation time) in a chosen parametric space. The best fit for the length scale $L_d$ (to determine $\tau_d$), resulted in the following constants; $C_0 = 0.29$ [m], $C_1 = 1.5$, and $C_2 = 1.5$. For $\tau_s$, the optimized constants were $\chi_0 = 0.407$ [min], $\chi_1 = 0.64$, $\chi_2 = 0.54$, and $\chi_3 = 0.25$.

Figure 15 depicts the ratio of the sedimentation time scale to the total measured separation time, as a function of the Eötvös number (defined with the drop diameter as length scale) showing how the data points collapse with a quite remarkable fit, indicating that the expressions for the time scales allow some representation of the experimental data. Furthermore, for the oil-in-CO$_2$ dispersion (FS8), the sedimentation time scale represented only less than 10% of the overall separation time, while for FS9 and FS10 the sedimentation time scale was on the same order as the separation time for very small Eo$_d$. 

Figure 13. Pictures taken during separation of the CO$_2$–oil dispersion. (a) Dispersion before separation, (b) 15 s after shut-in, (c) 60 s after shut-in, (d) 105 s after shut-in, (e) 135 s after shut-in, and (f) 150 s after shut-in. The pictures are tilted so that they indicate the actual orientation of the window, showing the horizontal interface between the CO$_2$ and the oil, indicated in part f.

Figure 14. Comparison of predicted values by the simplified correlation.

\[ \chi_0, \chi_1, \chi_2 \] respectively, were jointly determined from the experimental data by minimizing the error on the overall separation time scale ($\tau_d + \tau_s$). A Particle Swarm Algorithm, described in Kennedy and Eberhart $^{61}$ was used to aid the optimization procedure. The algorithm seeks to minimize a given function, here an RMS (root-mean-square) error measure between the experimental data and the correlation estimations for the separation time) in a chosen parametric space. The best fit for the length scale $L_d$ (to determine $\tau_d$), resulted in the following constants; $C_0 = 0.29$ [m], $C_1 = 1.5$, and $C_2 = 1.5$. For $\tau_s$, the optimized constants were $\chi_0 = 0.407$ [min], $\chi_1 = 0.64$, $\chi_2 = 0.54$, and $\chi_3 = 0.25$.

Figure 15. Ratio of the sedimentation time scale to the total measured separation time $\tau_d/\tau_{corr}$ as a function of the Eötvös number $Eo_d$. 

https://dx.doi.org/10.1021/acs.energyfuels.0c00818
A similar representation was done by plotting the ratio of the settling to measured time scales ($\tau_s/\tau_{exp}$) and coalescence to measured time scales ($\tau_c/\tau_{exp}$) respectively with the Weber number, where smaller droplets give a higher We and slower settling. The plots are shown below for FS8 (Figure 16) and

![Figure 16. Ratio of the sedimentation and coalescence time scales to the total measured separation time $\tau_{exp}$ as a function of the Weber number We for FS8.](image)

For FS9 and FS10 (Figure 17). For FS8, the coalescence time scale appeared to dominate the overall separation time despite the fast settling of the droplets due to the lower viscosity of CO2. However, for FS9 and 10, upon increasing We numbers (giving smaller droplets due to higher wheel rotational velocities and thus shear rates), a decrease in the coalescence time scale was estimated on the same order of magnitude as the sedimentation time scale (the $\tau_s/\tau_{exp}$ and $\tau_c/\tau_{exp}$ curves approach each other). As a conclusion, the present interpretation suggests that at a low We (i.e., low rotational velocities/large droplet sizes), fast sedimentation occurred, and the separation process was limited by coalescence. For a high We (high rotational velocities/small droplet sizes), the results indicated that both sedimentation and coalescence processes were equally important.

![Figure 17. Ratio of the sedimentation and coalescence time scales to the total measured separation time $\tau_{exp}$ as a function of the Weber number We for FS9 and FS10.](image)

4. CONCLUSIONS

SINTEF’s wheel flow loop was used to obtain experimental data on phase properties such as volume fractions of phases present under given conditions and the temperature and pressure at which phase transitions occurred for the relevant fluid systems. The experimental values were compared with predicted phase diagrams from a Cubic Plus Associating (CPA) equation of state with Multiflash for the relevant compositions. The fluid systems tested ranged from pure CO2 to CO2 mixed with mineral oil, mineral oil/crude oil mixture, and a small amount (1 wt %) of methane. For the fluid systems containing only CO2 and mineral oil, only two phases were obtained, namely, gas—liquid below and liquid—liquid above the critical point of the CO2. When mixing in crude oil, three phases (GLL) were observed below the critical point and two phases above (LL) for FS7 and FS8. Increasing the oil/CO2 ratio further led to the observation of three different phase regions, namely, GLL, GL, and LL. The addition of methane (FS10) had a large effect on the phase diagram and the phase transition points.

Experimental data on separation time scales were obtained and compared with models describing the separation. To model the separation, time scales were divided into a sedimentation and a coalescence part, which were calculated with the aid of a particle swarm algorithm using the experimental data to optimize the determination of the unknown constants in the equations. The predicted separation times of the model were comparable to the experimental data. Furthermore, the present interpretation of the separation studies suggested the following:

- For low Weber numbers, sedimentation was fast and the separation process was limited by coalescence.
- For high Weber numbers, both sedimentation and coalescence processes were indicated to be equally important.
- For the relevant fluid systems and similar fluid systems, the continuous phase will to a large degree govern the kinetics of separation meaning that CO2 dispersed in oil will normally have a lower settling (or rising) rate than oil dispersed in a liquid CO2 phase.

An additional observation, which should be pursued in further research, was the indication of possible inversion points for liquid CO2–crude oil dispersions. Thus, the results obtained show that for separation and transport of CO2 rich oil systems, knowledge of the dispersion and phase fraction properties is important in order to predict possible flow assurance and separation issues and opportunities. Furthermore, with the increasing focus on EOR with CO2 such studies should be performed for the expected conditions for a given field over its lifetime, for both new and mature fields. Moreover, the possibility to monitor the torque when rotating the wheel at a constant velocity was shown to be useful to determine the point of phase transition. In such a context, the wheel flow loop approach is a highly relevant method for combined understanding of the thermodynamics and the dispersion properties of a given fluid system. For example, for a long pipeline where the pressure and temperature changes considerably, the wheel can be used to mimic both the temperature and pressure profiles as well as the duration of the transport of such fluid systems. This is not possible with a typical flow loop running with recirculation of the fluids by a separator.
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