A graph-based modelling framework for vulnerability analysis of critical sequences of events in power systems
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ABSTRACT

Major blackouts may have critical societal consequences and are very challenging to analyse and mitigate. Part of the challenge lies in the complex sequences of events that characterize such blackouts and that involve a diverse set of mechanisms propagating the events. The analysis is also challenged by the great uncertainties associated with individual mechanisms and thus with the overall likelihood of sequences of event. This article proposes a general framework which uses a graph to describe the causal relationship between consequences, system states, initiating events and barriers. A concrete implementation of the framework is presented by implementing exemplary models for three transition mechanisms, namely i) protection system failures, ii) failure of corrective actions, and iii) failure of islanding. In the implementation, a graph is automatically generated where edges are associated with these transition mechanisms. A vulnerability analysis methodology based on the modelling framework is proposed that allows for identifying how critical consequences might occur as well as estimating their likelihoods of occurring. The vulnerability analysis methodology moreover incorporates a possibilistic uncertainty analysis to explicitly capture uncertainties associated with the likelihood of events. Finally, a case study considering a small but realistic test system is used to illustrate the approach and demonstrate its main advantages: i) The vulnerability analysis can identify critical sequences of events and barriers to mitigate them, ii) the graph-based representation allows for exploring the sequences of events and understanding the vulnerabilities, iii) the modelling framework is general and can incorporate multiple transition mechanisms, and iv) the analysis accounts for the large uncertainty associated with the critical sequences of events.

1. Introduction

Major blackouts occur relatively infrequently but may have critical societal consequences when they do [1–4]. These blackout events can be broadly classified by whether they primarily are due to natural hazards (e.g. extreme weather) or whether they are attributed to more diverse and complex causes [2,3]. The first group is characterized by multiple near-simultaneous weather-related failure events and extensive physical damage to the infrastructure and consequently long restoration times and interruption durations [3]. The second group is characterized by often having a single initiating failure event, followed by complex sequences of causally related events, eventually leading to wide-area power interruptions and large societal consequences [1,5,6]. These sequences of events are sometimes referred to as cascading events, cascading outages or cascading blackouts. Such blackout events can involve a multitude of mechanisms that make the blackout event propagate by transitioning from one system state to another. Examples include such diverse mechanisms as protection and control system failures, failure of corrective actions (including system protection schemes), tripping of overloaded transmission lines, generators losing synchronism and tripping, etc. [6–8].

This article focuses on this second group of major blackouts and emphasizes the view of such a blackout as a sequence of causally related events. To describe such sequences of events, we propose a modelling framework based on concepts from graph theory, and we use this framework to analyse power system vulnerability. Vulnerability is a term that has been defined and understood in a variety of ways in the context of power systems [2]. In this article, we broadly understand vulnerability as an expression for the problems the system faces to maintain its function if a threat leads to power system failures [4,9,10], potentially leading to interruption of electricity supply and associated societal consequences. A power system failure can here be the initiating event of a sequence of events in the power system. A barrier is understood as something that either can prevent a sequence of events from taking place or protect against its consequences, and a vulnerability can be associated with a barrier that is either missing, weak or malfunctioning [4,9,10].

In analysing vulnerability we are most concerned with sequences of events leading to societal consequences that in some sense are critical. What consequences are regarded as critical depends on the system and in general has to be determined by or together with the relevant stakeholders, e.g. the system operator, regulators or other authorities [11]. The main objectives of a vulnerability analysis within the proposed framework is to identify critical sequences of events, and thus to identify vulnerabilities and in turn effective barriers against such events.
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1.1. Related work

Modelling of major blackouts is a complex task, and it is infeasible for one single method to encompass all aspects [2,12]. We will focus on blackouts due to so-called cascading outages, on which extensive research has been conducted. The interested reader may refer to [6,8] for reviews of existing methods. Recent developments on the benchmarking and validation of simulation tools for cascading outages are described in [7,13]. Inspired by classifications e.g. in [2,6,8], we can broadly divide the diverse set of existing methods by the level of detail used for modelling the electrical grid: i) statistical approaches, where the grid is not explicitly represented, ii) topological approaches, where the grid is represented as a graph, and iii) electrical engineering approaches, where the grid is represented and simulated as an electric circuit.

Statistical approaches use statistical methods to predict the blackout size or the number of components in an outage state at each stage of the propagation of the blackout event. Typical examples of the former approach are [14,15], and the latter approach is demonstrated in [16,17], which uses a branching process for estimating the number of outaged components in each stage of the cascade. More recently, [18] uses historical data to help evaluate the credibility of statistical approaches. A recent review of the use of influence or interaction graphs in such approaches is found in [19].

Topological approaches are the type of approaches where graph theory is most commonly used in the analysis of blackouts. However, unlike our work these models represent the power system as a graph, whereas we represent possible sequences of events in a blackout as a graph. An overview of the literature on topological models for vulnerability analysis can be found in [20]. Another review on topological models more generally is provided by [21]. The review in [2] of methods for power system vulnerability analysis in general also includes discussion of methods based on graph theory.

Our work falls within the electrical engineering approach to modelling blackout events. These approaches typically also include some type of stochastic modelling of outage occurrences. However, unlike the purely statistical approaches, electrical engineering approaches simulate how electrical quantities in the power system change as the blackout event propagates. In our work this is combined with a graph-based approach to analysing sequences of events leading to critical consequences. A directed graph is constructed that describes a set of discrete-time Markov chains: Each vertex of the graph represents a contingency state and the edges of the graph are labelled with state transition probabilities.

The graph-based approach proposed in this article has some similarities with the electrical engineering approach in [22], which proposes a Markov model for state transitions in the propagation of a blackout event. The states of the Markov chain represent the contingency state of the transmission lines in the system, but the Markov chains are not explicitly recast to a graph formulation as in our case. An advantage of our approach is that the graph that is generated is stored and utilized in a vulnerability analysis methodology. It is emphasized by [22] that their model allows for finding “critical paths” of the blackout, however without further elaborating on how. In our approach, on the other hand, critical paths are explicitly defined and identified in the vulnerability analysis. Another article using Markov models is [23], where each state represents the number of failed lines and the total capacity of the outaged lines. The approach is extended upon in [24], where an additional parameter representing whether or not the state is stable is introduced. However, unlike our approach, the information on the transition between the states is not stored. A framework based on modelling system trajectories (sequences of events) is proposed in [25], but is applied in a security assessment context rather than a vulnerability analysis context. In [26] graph theory is used in a reliability analysis context to find propagation paths for outages of transmission lines due to protection system failures.

Several methods aim to identify the transmission lines occurring in most critical initiating events and the lines occurring in most subsequent cascading outages [19]. For instance, in [27] a Monte Carlo-like approach is used to show that these two sets of transmission lines do not overlap. This insight inspired works such as [28,29], whose aim was to speed up the Monte Carlo sampling of sequences of events. They did so using Markovian tree search to avoid sampling duplicated states and searching for the states with a major contribution to risk. In [30] a Markovian influence graph is used to count the number of outages at each stage in the same way as [16,17]. In addition to this, [30] suggests a method for calculating the importance of each component in the cascade. In [31], the approach for building influence graphs are generalized by including multiple line outages in the states of the Markov chain.

Other lines of research have used a graph-theoretical approach to the power network inhibition or interdiction problem, i.e. the problem of finding a small set of transmission lines whose outage occurrence could cause major blackouts. For instance, [32] used graph partitioning methods to find subgraphs of the grid with large imbalances, and [33] used graph theory to consider the feasibility boundary of the power flow equations for the system. The latter work was later extended in [34], and more details on this and related work can be found in [35]. However, most work along this line of research analyse multiple contingencies without considering the sequences of events that give rise to them. A more recent review of the power network interdiction problem and intentional attacks can be found in [36].

Previous works as those mentioned above has considered models for various relevant transition mechanisms and barrier failures, such as protection system failure [25,26,37–42] and corrective action failure [25,43–47]. The possible failure to operate in island mode after system separation has also been considered [43,45,48], although most work on that topic seem to consider the optimization of controlled or intentional islanding (see e.g. [49]). Furthermore, most previous work has neglected interactions between different mechanisms and has been limited to consider mechanisms in isolation.

Another challenge that has been addressed only to a limited extent in previous research is accounting for the uncertainties that are inherent in the sequences of events of major blackouts [12]. Several of the works mentioned above include probabilistic models for the transition from one state to another [16,17,22–24]. These capture uncertainty in the sense of variability in the processes governing the transitions (i.e., aleatoric uncertainties [50]). Some works also account for the variability e.g. in the load of the system under study. Recent work has also started accounting for uncertainty due to lack of knowledge (epistemic uncertainty [50]) in vulnerability analysis [51]. However, transition probabilities are associated with deep uncertainties that are typically not reflected in the results from such analyses.

A broader and more general methodology, that is not limited to individual mechanisms, has previously been proposed in [4,9,10]. The underlying idea is to start with identifying possible critical consequences in the power system under study. Using this as a starting point, the next step is to move “backwards” in possible sequences of events to identify critical contingencies and operating states that could lead to such consequences and finally to identify barriers that could mitigate them. An advantage of this approach that we utilize in our work is that it helps one to understand by which sequences of events critical consequences could occur and how they could be mitigated. The methodology incorporates different qualitative and quantitative methods at the various steps of the analysis. Although such an approach can capture a broad set of transition mechanisms on a qualitative level, no quantitative modelling framework has yet been developed on the basis of this methodology.

1.2. Contributions and outline

This article seeks to put the general methodology proposed in
in a more mathematical framework that allows for quantitative vulnerability analysis. More specifically, the main contributions of the article with respect to related work reviewed in the preceding section can be stated as follows:

1. It proposes a general framework for modelling possible sequences of events leading to power supply interruptions. It is based on constructing a graph that describes the causal relationship between different system states and consequences. Information about transition mechanisms, multiple operating states and prior outages is also encoded in the graph. This sets it apart from previous graph-based contributions reviewed above where only the properties of the power grid is encoded in a graph. Compared to other methods based on Markov models, the graph that is constructed subsequently used to visualize sequences of events and analyse vulnerabilities.

2. Based on this graph-based modelling framework, a vulnerability analysis methodology is proposed. The main novelty of the methodology lies in how it utilizes the graph that is constructed to identify critical sequences of events (associated with paths in the graph) and describe how critical consequences might occur. The methodology furthermore allows identifying vulnerabilities associated with barrier failures (transitions), which distinguishes it from previous work based on Markov models or influence or interaction graphs reviewed above.

3. The framework furthermore allows estimating the expected frequency of occurrence (i.e. the likelihood) of the critical sequences of events and the associated uncertainty. These estimates account for time-dependent failure rates of initiating events and conditional probabilities for event propagation, which are encoded in a single graph. The uncertainty analysis thus only requires the graph to be constructed once.

4. The modelling framework is formulated in a general manner that allows implementing several mechanisms for propagating the sequence of events and assessing their interactions and contributions to the vulnerability of the system. A concrete implementation of the framework and its application to vulnerability analysis is demonstrated by implementing exemplary models for three types of mechanisms, namely i) protection and control system failures, ii) failure of corrective actions (generation rescheduling and controlled load shedding), and iii) failure of islanding. This is to our knowledge the first publication where these three barrier failures are taken into account in the same vulnerability analysis.

The rest of the article is structured as follows. Section 2 describes the general graph-based modelling framework and vulnerability analysis methodology. A concrete exemplary implementation of the framework is presented in Section 3. The application of the proposed approach is subsequently illustrated through a case study considering a small but realistic test system in Section 4. The article is concluded in Section 5 with a summary of the advantages that are demonstrated and some suggestions for how the framework could be extended and applied.

2. General modelling framework and vulnerability analysis methodology

The basic idea of the modelling framework is to use concepts from graph theory to model sequences of events in power systems. A graph is constructed to describe how initiating events lead to sequences of transitions between different system states (vertices in the graph) propagated through different transition mechanisms (edges between vertices). These sequences of events can result in different consequences for the power system (also described by vertices in the graph). The overall approach for applying this framework in a vulnerability analysis can be described schematically as shown in Fig. 1.

The following subsections lay the theoretical foundation for the general graph-based modelling framework. Concrete examples of how the graph is constructed according to this framework are given in Section 3.

2.1. Graph-based framework for sequences of events

The proposed modelling framework is based on representing sequences of events as paths in a directed acyclic graph [52]. A graph \( G \) is in general defined as the ordered pair \( G = (V, E) \) of sets of vertices \( V \) and edges \( E \). A vertex \( v \in V \) in this framework is in a general sense used to represent a state in the power system (to be elaborated below). An edge \( e = (v, v') \in E \subseteq V \times V \) in the directed graph describes the transition from the state associated with vertex \( v \) to the state associated with vertex \( v' \). A simple example of a graph according to our framework is illustrated in Fig. 2.

A sequence of events is then associated with a path \( P \) in the graph \( G \). A path is a subgraph that can be described by a sequence of non-repeating adjacent vertices, \( P = (v_0, v_1, ..., v_k) \), or equivalently by the sequence of edges joining these vertices. We will denote the set of all possible paths in the graph \( G \) by \( S_P \). We will furthermore introduce mappings \( \alpha : S_P \to V \) and \( \omega : S_P \to V \) that identify the source vertex \( \alpha(P) = v_0 \) and target vertex \( \omega(P) = v_k \) of a path in a directed graph.

The following subsections lay the theoretical foundation for the general graph-based modelling framework. Concrete examples of how the graph is constructed according to this framework are given in Section 3.

Fig. 1. Schematic illustration of the proposed approach combining a graph-based modelling framework and a vulnerability analysis methodology.

Fig. 2. Example of a graph \( G \) and a path \( P \in G \) (highlighted in blue) associated with a sequence of events from an initiating event, through contingency states, and leading to consequences. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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2.1.1. Multiple operating states

In the framework, information about the operating state of the
power system will be incorporated in the graph. The same graph \( G \) is
thus used to describe all operating states under consideration. A path
may describe a sequence of events that is possible when the system
initially is in one operating state but not possible in another. We let
the index \( i \in I \) identify the initial operating state of the system. This is il-
nustrated in Fig. 3, where \( P \) describes a sequence of events that is pos-
sible for \( i = 1 \) but not possible for \( i = 2 \). A sequence of events is thus not
unambiguously identified by the path \( P \) alone, but is described in the framework
by the pair \((P, i) \in S_P \times I\).

An operating state is generally defined as "a system state valid for a
period of time, characterized by load and generation composition in-
cluding the electrical topological state (breaker positions etc.) and
import/export to neighbouring areas" [40]. For our purposes we will
define and distinguish between two components of this operating state: 1) The
contingency state \( C \) describes the electrical topological state in terms of e.g. component outages with respect to a base case topology;
2) the initial operating state \( O \) describes the load, generation and import/ export for the base case network topology.

We will assume a set of \( |I| = n_{OS} \) discrete initial operating states
\((O_1, O_2, ..., O_{n_{OS}})\). Each operating state \( i \) represents a certain number of
hours during a year and has a duration denoted by \( \Delta t_i \).

2.1.2. State vertices

A subset of the vertices of the graph \( V_{cont} \subseteq V \) represents con-
tingency states for the physical network (power grid), so that the vertex
\( v \in V_{cont} \) represents the contingency state \( C_v \). We here understand a
contingency as a failure or unplanned outage of one or multiple system
components [40,53].

A sequence of events in the power system starts with an initiating
event such as a primary failure [54] leading to a component being in
a fault state. An initiating event is represented in the graph \( G \) by an
initiating event vertex \( v \in V_{init} \), where we have introduced
\( V_{init} \subseteq V_{cont} \) as the set of all vertices representing initiating events. Operating states with prior outages can be represented in the graph by separate
initiating event vertices, and a simple implementation is described in
more detail in 3.1.

Each initiating event vertex \( v \in V_{init} \) is assigned a vector
\( \lambda_v = (\lambda_{v,1}, \lambda_{v,2}, ..., \lambda_{v, n_{OS}}) \) representing the frequency of occurrence for
that type of initiating event. Here, \( \lambda_{v,i} \) is the expected annual frequency of occurrence (i.e. failure rate) in initial operating state \( i \), given that it
lasted for the entire year. This representation can capture failure rates
that vary in time (e.g. seasonally). To account for the fact that the
operating state only lasts for a certain part of the year, we introduce a
time-weighted failure rate
\[
\lambda^{*}_{v,i} = \frac{\Delta t_i}{\sum_{i \in I} \Delta t_i} \lambda_{v,i}.
\] (1)
In other words, \( \lambda^{*}_{v,i} \) is the expected number of that type of initiating
event occurring per year while in initial operating state \( i \).

2.1.3. Transition probabilities and transition mechanisms

Each edge \( e = (v, v') \in E \) is assigned a weight for each initial operating state that is given by a vector of probabilities
\( p_i = (p_{i,1}, p_{i,2}, ..., p_{i,n_{OS}}) \). Here, \( p_{i,j} \in [0, 1] \) is the conditional probability of a sequence of events traversing edge \( e \) for initial operating state \( i \):
\[
p_{i,j} = P(A_{v,i} \mid (C_{v}, O_i)).
\] (2)
Here we let \( A_{v,i} \) denote the transition from the state represented
by vertex \( v \) to the state represented by vertex \( v' \). Eq. (2) implies that we
model the event propagation as being Markovian, in conformity with
most of related modelling approaches, cf. Section 1.1.

The framework has the flexibility to encode distinct probability
values for each edge \( e \in E \) and each initial operating state \( i \in I \).
However, transitions can typically be grouped to belong to a certain
transition mechanism. Such mechanisms could be classified on the basis of
e.g. [6–8]. We do not aim to propose a complete classification here,
but mechanisms include: various protection and control system failures,
failure of corrective actions (e.g. generation rescheduling, load shed-
ding, grid reconfiguration), overload relays tripping (correctly or in-
correctly), unintended system protection scheme interactions, gen-
erators losing synchronism and tripping, failure of islanding (e.g. due to
frequency instability), etc. To exemplify the modelling of transition
mechanisms in the framework, we consider the implementation of a
selection of mechanisms in Section 3: Protection and control system
failures (here: missing operation and unwanted unselective tripping),
failure of generation rescheduling and load shedding (as examples of
corrective actions), and failure of islanding.

In general, each transition mechanism is denoted by the index \( r \).
In the lack of data justifying more detailed assumptions, we assume the
same value \( p = p_r \) for all edges representing the same mechanism \( r \).
The method for analysing the uncertainty in these estimates \( p_r \) will be
described in Section 2.3.

2.1.4. Consequence vertices

For book-keeping reasons and to allow for a vulnerability analysis
focusing on critical consequences, we introduce consequences as se-
parate vertices \( v^* \in V_{cont} \subseteq V \) in the graph \( G \). The term consequence
will in this article always refer to the consequence to the end-users of
the power system, but the modelling framework is flexible with respect
to how these consequences are defined and quantified.

A consequence vertex \( v^* \) represents the end point of some sequence
of events, i.e. \( g(P) = v^* \) for some \((P, r)\). All consequence vertices \( v^* \) are
joined to a contingency state vertex \( v \in V_{cont} \) by an edge \((v, v^*)\). This
means that \( v^* \) represents the consequence of a sequence of events that
reaches the contingency state \( C_v \) but does not propagate further.

All consequence vertices are associated with a numerical con-
sequence value denoted by the general symbol \( Y \). The consequence
depends on the initial operating state, e.g. the amount of load at the
delivery points that potentially can be lost. Therefore, a vector
\( Y_{v^*} = (Y_{v^*,1}, Y_{v^*,2}, ..., Y_{v^*, n_{OS}}) \) is assigned to each contingency vertex \( v^* \).

Depending on the implementation of the general methodology
described here, the symbol \( Y \) could for instance represent the amount of
interrupted power, the energy not supplied or the cost of energy not
supplied. For the implementation presented in this article (cf. also
Section 4.1), the term consequence will refer to the consequence of end-
users in terms of the amount of interrupted power measured in MW.

2.2. Vulnerability analysis methodology

This section describes how the graph-based modelling framework
can be used as a part of a quantitative vulnerability analysis. The
purpose of the analysis is to identify critical sequences of events, vul-
nerialities, and associated barriers to mitigate them. Given that a
graph \( G \) describing possible sequences of events and their consequences
has been constructed, the following subsections describe how it can be
used to 1) identify sequences of events (i.e. paths in the graph) that

Fig. 3. Example of a graph \( G \) describing two operating states and possible se-
quences of events in each of the operating states.
result in consequences, 2) estimate the likelihood of these events, 3) analyse critical sequences of events (for a given definition of “critical”), and 4) identify vulnerabilities and barriers.

2.2.1. Identify sequences of events

In the analysis that follows, we consider the sequences of events starting with some initiating event and ending in some power system consequence. For the sake of brevity, these sequences of events are in the following referred to simply as events when there is no ambiguity. To identify the sequences of events leading to a given consequence vertex \( v^* \) in \( V_{\text{cons}} \) we first identify the set of paths

\[
S^*_p = \{ P \in S_p \mid \alpha_P \in V_{\text{init}} \land \omega(P) = v^* \} \subseteq S_p.
\]

Each of these events \((P, i)\) are associated with a measure of the consequence, given by

\[
Y_{P,i} = Y_{\text{Cat}(P,i)}.
\]

2.2.2. Estimate likelihood of events

The information encoded in \( G \) can be used to estimate the expected annual frequency of occurrence \( \lambda_{P,i} \) of an event \((P, i)\). For brevity, \( \lambda_{P,i} \) will be referred to as a measure of the likelihood of the event (following the usage of the term in [50]). Using information about the failure rate for initiating events \( \lambda_{P,i} \) and the conditional transition probabilities \( P_{i,j} \), the likelihood of \((P, i)\) can be estimated as

\[
\lambda_{P,i} = \lambda_{P,i} \prod_{k \in P} P_{i,j}.
\]

Here, Eq. (1) has been used to calculate the time-weighted failure rate \( \lambda_{P,i} \).

The risk of each event \((P, i)\) is quantified by the combination of its estimated consequence and likelihood, i.e. the pair \((Y_{P,i}, \lambda_{P,i})\). By plotting the identified events along these two risk dimensions one can visualize the risk in the form of a risk diagram.

2.2.3. Identify critical sequences of events

We follow an approach to vulnerability analysis that focuses on the consequence dimension of risk and in particular on events with critical consequences [4,10]. The modelling framework is flexible with respect to how the threshold for criticality is defined. Here, for the general consequence measure \( Y \), we simply let \( Y \geq Y_{\text{crit}} \) define a critical consequence. For vulnerability analysis of real systems, the value of \( Y_{\text{crit}} \) should be defined prior to the analysis together with relevant stakeholders and decision makers [10,11].

Given the graph \( G \) and the threshold \( Y_{\text{crit}} \), the set of critical consequence vertices \( V^*_{\text{crit}} \subseteq V_{\text{cons}} \) can formally be defined as follows:

\[
V^*_{\text{crit}} = \{ v^* \in V_{\text{cons}} \mid Y_{P,i} \geq Y_{\text{crit}} \text{ for some } i \in I \}.
\]

We define a critical path as a path that leads to a critical consequence for at least one initial operating state. Mathematically, the set of critical paths \( S^*_{\text{crit}} \) can be expressed as

\[
S^*_{\text{crit}} = \{ P \in S^*_{\text{events}} \mid \omega(P) \in V^*_{\text{crit}} \} \subseteq S_p.
\]

A critical sequence of events is defined by a pair \((P, i) \in S^*_{\text{crit}} \times I\) for which \( \lambda_{P,i} > 0 \). The critical events are identified by first using Eq. (6) to find the critical consequence vertices \( V^*_{\text{crit}} \) and then using Eq. (7) to find the critical paths \( S^*_{\text{crit}} \) leading to these vertices. (See also the illustration for step 3 in Fig. 1.)

2.2.4. Identify vulnerabilities and barriers

One can gain understanding into critical sequences of events and insight into associated vulnerabilities by analysing the critical paths \( S^*_{\text{crit}} \). This can be done by extracting subgraphs of \( S^*_{\text{crit}} \) for selected consequence vertices using Eq. (3) and visually inspecting the paths leading to this consequence vertex.

From considering the edges \( e \in \mathcal{E} \) for \( P \in S^*_{\text{crit}} \) one can find which transition mechanisms are involved in critical sequences of events and thus which barriers need to fail for it to occur. This can be quantified by identifying the set of paths \( S^*_{\text{crit}, \ell} \subseteq S^*_{\text{crit}} \) that contain edges for transition mechanism \( \ell \) and calculate the number of possible sequences of events corresponding to these paths:

\[
\sum_{P \in S^*_{\text{crit}, \ell}} \sum_{i \in I} \{i \in I \mid \lambda_{P,i} > 0\}.
\]

Similar calculations can also be carried out for the number of critical sequences of events where the initiating event involves a certain power system component \( k \), i.e. for which \( k \in G \), for \( \nu = \alpha(P) \).

The quantitative results and insights obtained by this methodology can then be used to inform decisions about which vulnerability-mitigating measures to prioritize and which barriers to strengthen. These considerations can be complemented by uncertainty analysis results described in Section 2.3 and by more qualitative vulnerability assessment as described in [9,10]. Application of the methodology is exemplified and demonstrated in Section 4.3.

2.3. Uncertainty analysis

This section describes the method adopted for quantifying the uncertainties in the results of the vulnerability analysis presented in Section 2.2. More specifically, we consider the estimate of the likelihood measure \( \lambda_{P,i} \) for event \((P, i)\) as calculated by Eq. (5). In the following we suppress the subscripts of \( \lambda_{P,i} \) to simplify notation and express it as a general function \( \lambda = f(x) \) of uncertain input parameters \( x = \{x_1, x_2, ..., x_N\} \in \mathbb{R}^N \).

The aim of the uncertainty analysis is to quantify the implications of uncertainties in \( x \) on uncertainties in \( \lambda = f(x) \). In our case, the uncertain input parameters could be the set of conditional probabilities for the transition mechanisms, i.e. \( x_i = p_i \) for transition mechanism \( i \). (Concrete examples are given in Section 3.) The advantage of the proposed approach is that the graph \( G \) does not need to be re-constructed for each realization of uncertain input parameters \( x \) that is considered. Instead, for each iteration it is sufficient to re-assign the weights \( p_i \) of an appropriate subset of the edges \( e \) in \( G \) before re-calculating \( \lambda_{P,i} \).

In our case the input parameters in \( x \) are associated with so-called epistemic uncertainty, i.e. uncertainty due to a lack of knowledge [50]. There are little data available to describe the uncertainty in these conditional probabilities, and one may not justify specifying a probability density function that describes the probability of different values of the uncertain parameters. However, we can still specify our assumptions about which values of the uncertain parameters are possible and then analyse the implications of these assumptions. In the following, we therefore propose using possibilistic uncertainty analysis techniques. For more details on related methods for handling epistemic uncertainties we can refer e.g. to [50,51]. We also note that some elements of aleatory uncertainty, associated with natural variability rather than a lack of knowledge, are already captured in the proposed framework: The conditional probabilities \( p_i \) represent the uncertainty in which sequence of events follows after a given realization of an initiating event, and variability in e.g. load and failure rates is captured by considering multiple initial operating states.

A possibilistic uncertainty representation for a quantity is based on a possibility distribution \( \pi(x) \) representing the degree of possibility (not probability) of the parameter \( x \). The function \( \pi(x) \) by definition fulfills \( 0 \leq \pi(x) \leq 1 \); if \( \pi(x) = 0 \) for a value of \( x \), this means that this value is impossible. We adopt the \( \alpha \)-cuts technique [50], where a so-called \( \alpha \)-cut for a general uncertain variable \( x \) is defined as

\[
A_\alpha = [\inf x, \sup x] = \{x \in \mathbb{R} \mid \pi(x) \geq \alpha\}.
\]

For each input parameter \( x_i \) in \( x \) we construct \( M \) \( \alpha \)-cuts from the possibility distributions \( \pi(x) \) for the parameter. These \( \alpha \)-cuts will be denoted \( A_{\alpha_0} \) and calculated for the set of \( \alpha \) values \( \{\alpha_0, ..., \alpha_M\} \) using Eq. (9). We then let \( A_{\alpha_0} \in \mathbb{R}^M \) denote the hyper-rectangle formed by the \( \alpha \)-cuts.
\( \pi \)-cut for the \( N \) individual variables in \( \mathbf{x} \) [51]:
\[
A_{\pi} = A_{x_1,\pi} \times \cdots \times A_{x_N,\pi} = \{ x \mid x_i \in A_{x_i,\pi} \}.
\]

To propagate the uncertainties in the input parameters \( x_0, \ldots, x_N \) through the function \( f \) to the resulting uncertainty in \( \lambda \), we calculate \( M \) \( \pi \)-cuts \( A_{\pi,\lambda} = [\lambda_{\pi}^-, \lambda_{\pi}^+] \) for \( \lambda \) for each \( x_i \in [x_0, \ldots, x_N] \) as follows:
\[
[\lambda_{\pi}^-, \lambda_{\pi}^+] = [\min f(x), \max f(x)].
\]

The possibility distribution \( \pi(\lambda) \) is then constructed from this set of \( \pi \)-cuts for the output parameter \( \lambda \). When the function \( f(\mathbf{x}) \) depends monotonically on its input parameters \( x_i \), it is sufficient to evaluate the vertices of the hyper-rectangles \( A_{\pi,\lambda} \) when searching for the function extrema in Eq. (11). This will be the case for the path frequencies defined in Eq. (5) for the implementation considered in this article.

### 3. Exemplary implementation of the modelling framework

This section describes a concrete implementation that exemplifies the graph-based modelling framework by introducing basic models for three selected examples of transition mechanisms: i) protection and control system failures (Section 3.2), ii) failure of corrective actions (generation rescheduling and controlled load shedding, Section 3.3), and iii) failure of islanding (Section 3.4). The implementation also includes modelling of prior outages that can lead to contingency states due to independent multiple-outage occurrences [55] (overlapping outages). This does not represent a transition mechanism per se, but a prior outage can nevertheless be seen as a vulnerability of the system and can thus be important to consider on an equal footing with the transition mechanisms. We therefore begin by briefly stating the modelling assumptions for prior outages in Section 3.1.

#### 3.1. Prior outages

For illustration we consider the case of a prior unplanned outage of component \( k_i \). (Prior planned outages could also be considered in the general framework.) The state with a fault on component \( k_i \) while component \( k_i \) is in the outage state is denoted \( C_i = [k_i, k_i^+] \). (See Figs. 7 and 10 below for examples.) A simplified expression for the frequency of occurrence of this initiating event while in initial operating state \( i \) is [40]
\[
\lambda_i = \mathbb{P}(\{k_i\} \mid O) = \frac{\lambda_{k_i} \lambda_{k_i^+}}{\lambda_{k_i} + \mu_{k_i}}.
\]

Here \( \mathbb{P}(\{k_i\} \mid O) \) is the probability of component \( k_i \) being in an outage state given initial operating state \( i \), and \( \mu_{k_i} \) is the repair rate of component \( k_i \). In anticipation of the case described in Section 4, with seasonal time dependence of failure rates, we have made the simplifying assumption that each prior outage event is contained within a single operating state. In the model we furthermore make the assumption that the sequence of events propagates so rapidly that one can neglect the possibility of an independent primary failure occurring during the sequence.

#### 3.2. Protection and control system failures

The purpose of power system protection is to clear faults and minimize the damage they cause. However, unintended actions of protection systems may sometimes aggravate the damage and lead to multiple outages and severe consequences. In fact, missing, unsuccessful or unintended actions of protection and control systems is an important contributor to power interruptions in general [56] and major blackouts in particular [1,37]. The successful operation of protection systems can thus be considered as a barrier that prevents a failure event from propagating.

In this implementation, we consider models for two types of failures of such a barrier: 1) Missing operation: Primary failure of primary equipment combined with fault in circuit breaker or secondary equipment, leading to missing operation of circuit breaker. 2) Unwanted unselective tripping: Primary failure of primary equipment combined with fault in circuit breaker protection system, leading to unwanted unselective tripping of circuit breaker. The definition and modelling of these protection system failure scenarios builds upon previous work done in the context of analytical power system reliability analysis [40,41,57].

The model for missing operation as a transition mechanism associates a conditional probability \( p_{\text{m}} \) to a transition from a fault state to a branch to the contingency state where this and a neighbouring branch are in an outage state. The right-hand side of Fig. 4 illustrates how the construction of the graph proceeds when considering this transition mechanism for a simple 4-bus test system. In this example, branch 2 is initially in a fault state, indicated by a red colour for the branch in the single-line diagram. This contingency state is denoted \( 2^* \) and associated with vertex \( v_1 \). (The left-hand side of Fig. 4 illustrates the sequence of events without considering protection and control system failures.) From the state \( C_{v_1} = [2^*] \) two things can happen: i) The system can either transition to the outage state \( C_{v_2} = [2] \) if the protection system clears the fault correctly (here with probability \( p = 1 - p_{\text{m}} \)), or ii) it can transition to the contingency state \( C_{v_4} = [2, 4] \) if the fault at branch 2 has to be cleared by back-up protection systems due to missing protection system operation \((p = p_{\text{m}})\) which causes the additional outage occurrence of branch 4. Both these cases are presented in one graph on the right-hand side of Fig. 4.

The model for unwanted unselective tripping as a transition mechanism associates a conditional probability \( p_{\text{u}} \) to the transition from an outage state for a branch to the contingency state where an additional, neighbouring branch are in an outage state. Fig. 5 illustrates how the construction of the graph proceeds when considering this transition mechanism. After the system has transitioned from \( C_{v_2} = [2^*] \) to \( C_{v_4} = [2] \), where the protection system has cleared the primary fault as intended, the system may transition further to \( C_{v_4} = [2, 4] \) with probability \( p = p_{\text{u}} \) due to the unintended action of the protection system for the neighbouring branch 4.

#### 3.3. Failure of corrective actions (generation rescheduling and controlled load shedding)

When estimating the consequence \( Y \) associated with a contingency state \( C_i \) one needs to make some assumptions about the system response and corrective actions taken by the system operator [45]. These actions may include e.g. generation rescheduling, grid reconfiguration, generation rejection and load shedding [44,45,58]. Typically, corrective action models will assume that the corrective actions are successfully operated and that afterwards, any operational security limit violations following from the contingency will have been alleviated. However,
Corrective actions may fail to operate successfully. This failure of corrective actions can cause the system to transition from the state $C_i$ to another state $C_{i'}$ (e.g. where additional branches are in the outage state) for which consequences may be more severe. There is currently a lack of data on corrective action failures [44], and only a few research works [46,47] are published that explicitly models the possibility of failure of corrective actions.

Adopting some of the formalism of [44], we can denote the event that corrective actions fail to operate (i.e. missing operation) by $X_i$. The conditional probability that the corrective actions fail to operate given that a contingency $C_i$ has occurred during initial operating state $i$ is then given by $P(X_i \mid (C_i, O_i))$. Here we will assume that $X_i$ and $C_i$ are independent events so that the probability of corrective action failure is

$$P(X_i \mid (C_i, O_i)) = P(X_i) = P_i \quad (13)$$

For this implementation, we focus on generation rescheduling and controlled load shedding as corrective actions for alleviating an overloaded branch. We consider a simple model where the failure of these corrective actions leading to tripping of the overloaded branch. The modelled transition mechanism is illustrated in Fig. 6. For each contingency state $C_i$, an AC power flow calculation is carried out to check for branch overloads for each initial operating state $i$. If for any $i$ a branch $k$ is overloaded, and corrective actions thus would be needed to alleviate this overload, an auxiliary contingency state $C_{i'}$ is added to represent a state with the same topology as $C_i$ but with overload on branch $k$. In the example in Fig. 6, $C_i = [2]$, and we have denoted the auxiliary contingency state by $C_{i'} = [2, 3']$, where the overloaded branch $k = 3$ is indicated by an orange colour in the single-line diagram. (Branches are assumed to have 135 MW power transmission capacity in this example, and load and generation is indicated in the topmost single-line diagram in Fig. 6.)

In the model, the edge $e = (v, v')$ is added to join the states. This edge is assigned a conditional probability $P_{i,v} = 1$ for those operating states $i$ where overloading occurred and $P_{i,v} = 0$ for those where it did not.

Another edge $e' = (v', v'')$ assigned the conditional probability $P_{i,v'} = P_i$ is added to join the overload state $C_i$ and the contingency state where the branch $k$ has been tripped due to the failure of corrective actions. In the example in Fig. 6, $C_i = [2, 3]$, and the failure of corrective actions leads to the loss of all load in the system ($Y = 175$ MW). If on the other hand corrective actions are successful, controlled shedding of some of the load will alleviate the branch overload ($Y = 40$ MW). Consequence vertices $v' \in V_{con}$ are shown in red.

In this exemplary implementation, $e'$ generically represents a mechanism that leads to the tripping of the overloaded branch after failure of generation rescheduling and/or controlled load shedding. In practice such tripping could occur due to delays to the corrective actions being effectuated, e.g. due to lack of situational awareness, or due to human (operator) error (e.g. for manual generation rescheduling) or computer or communication error (for automatic generation rescheduling) [6–8].

According to this model, the possibility of corrective action failures is not relevant for those operating states $(C_i, O_i)$ where the power flow calculation do not result in branch overloads. For these operating states, the consequence is therefore assumed to be zero. For book-keeping purposes, a consequence vertex with $Y = 0$ MW is thus added if this is the case for any $i$. This consequence vertex with zero consequence is joined to the contingency state vertex $C_i$ by an edge $e''$ with $P_{i,v''} = 1$ for those $i$ where no overloads occur. (Not shown for the initial operating state considered in Fig. 6).

### 3.4. Failure of islanding

An island is defined as a portion of a power system that is disconnected from the remainder of the system but remains energized [59]. Failure of islanding is here used to describe a general mechanism whereby generators are tripped in a (potential) island after (unintentional) system separation. To avoid the consequences of such an event, system operation must remain stable for each island and the islands have to be able to operate separately (in island mode). In a real power system, the success or failure of islanding depends on a number of factors, such as the load/generation imbalance (i.e. the operating state) in the island prior to the contingency and the dynamic characteristics of the island [1,3,49].

In the spirit of the general approach presented in the preceding sections, we will in the current implementation forego detailed dynamic simulations for the following simplifying and transparent model: A probability $P_i$ is assigned to the failure of the island that does not contain the swing bus. The island with the swing bus is on the other hand assumed to always survive islanding [45]. This assumption is justified when the concept of a swing bus makes physical sense [60], that is, when the swing bus represents a bus with large generation units capable of controlling the system frequency and supporting island mode. One should however be aware that this assumption does not hold true generally.

The model for this transition mechanism represents the network topology as a graph $G_{network}$. When evaluating each contingency state vertex $v$ for possible transition mechanisms and consequences, one identifies whether $G_{network}$ is disconnected and contains several graph components [52] (i.e. potential islands) each having generators and delivery points. Fig. 7 shows an example where a failure occurs at
branch 1 during a prior outage of branch 4. In the resulting contingency state \( C_0 = \{1, 4\} \), the network separates into two islands: one including the swing bus to which generator 1 is connected, and the other including generator 2. As illustrated in Fig. 7, there is a probability \( p_i \) that islanding will fail for the island with generator 2 and that the system thus transitions to state \( C_i = \{1, 4, G2\} \) in which generator G2 is tripped. In this state, there is no generation to supply the load in the island (75 MW), and the load is lost (consequence vertex \( v^l \)). On the other hand, there is a probability \( 1 - p_i \) that islanding succeeds for both islands and that there is no load lost (consequence vertex \( v^s \)).

4. Case study

In this section we illustrate the application of the vulnerability analysis framework considering the exemplary implementation described in Section 3. Details on the software implementation of the modelling framework are given in Section 4.1, and the test system considered is described in Section 4.2. Results of the case study are presented and discussed in Section 4.3.

4.1. Software implementation

The modelling framework is implemented using the Python library graph-tool [61] for constructing and analysing the graph \( G \). To estimate consequences of contingency states and represent the possibility of corrective action failures, the implementation is interfaced with the consequence analysis models described in [45,57]. These models offer a set of options for quasi-static simulations of the system response to contingencies and use MATPOWER [62] for AC power flow calculations. Lost load \( Y \) for consequence vertices are evaluated by an AC optimal power flow model for generation rescheduling and load shedding [45], representing successful operation of corrective actions. Failure of corrective actions to alleviate branch overloads is represented by running an AC power flow calculation and tripping of the most overloaded branch [45].

4.2. Test system and case set-up

The network model considered for the case study is a 25-bus test system that represents a power system with four distinct areas. The single-line diagram for the model is shown in Fig. 8. This test system represents small regions of the Nordic power system, and it has been developed and used for integrated power market and reliability analyses [45,57,63]. In this case study we use a variant of the network that has additional branches and thus is relatively reliable; this is the same variant as used in [45]. Branch impedances and other data for static power flow analysis are available online [64]. Failure rates and outage times for the branches are also included with the data set. The branch numbers are given in red labels in Fig. 8. The swing bus is bus 30019.

The case study includes 12 operating states, where each operating state represents 10 a.m. on a Monday for all months in a year. (Operating state data are also available online [64].) These operating states are based on representative time dependence of load demand in the Norwegian power system. Data for the time-dependence of failure rates are based on the Norwegian standardised system FASIT for collection, calculation and reporting of disturbance and reliability data [65] and implemented according to the methodology described in [40,57,66].

We include the transition mechanisms \( \tau \) described in Section 3, and these are listed in Table 1 together with their conditional probabilities \( p_i \). The probabilities for protection system failure (\( p_{PC} \)) and islanding (\( p_{Is} \)) are based on the assumptions used in [41]. The values for the probabilities for failure of corrective actions and islanding (\( p_i \) and \( p_{Is} \)) are simply chosen to be somewhat smaller than those for protection system failure. This choice is made for the purpose of illustration in the absence of data [44]. However, the lack of data is represented in the uncertainties assigned to the probabilities, which are also specified in Table 1. For simplicity we choose a triangular possibility distribution \( \pi(p_{Is}) \), where \([\pi_{l},\pi_{r},\pi_{m}]\) is the interval of values that are considered possible (\( \pi(p_{Is}) > 0 \)), and \( \pi(p_{Is}) = 1 \) for the value \( p_{Is} \) that is our "best guess" for the value of \( p_{Is} \). In practical applications of the methodology, the values of these parameters can be assigned through an expert elicitation process with power system operator or other stakeholders.

4.3. Results

The software implementation described in Section 4.1 is used to construct the graph \( G \) for the case described in Section 4.2. The full graph \( G \) is not shown here since it is too large to visualize in a way that provides any insight. It is however formed by state transitions as illustrated in Section 3, including failures of power system components, clearing of faults, protection system failures, overloading, failure of corrective actions, and failure of islanding. Results in the form of subgraphs of \( G \) that serve to visualize critical sequences of events and provide insights into the vulnerability of the system are shown in Section 4.3.2.

Results obtained from \( G \) are first presented in the form of risk diagrams, first considering a single operating state in Section 4.3.1 and then multiple operating states in Section 4.3.3. The methodology also allows for visualizing the uncertainties associated with the likelihood.

![Fig. 7. Illustration of graph construction representing the failure of islanding.](image1)

![Fig. 8. Test network considered in the case study (based on [63]).](image2)
Fig. 9. Risk diagram with sequences of events with and without considering barrier failures, including only results for a single operating state (i = 1).

4.3.1. Identifying sequences of events (one operating state)

To illustrate the benefits of the proposed approach, we first compare the results of our methodology with results from a more conventional contingency analysis. In the risk diagram in Fig. 9, the green data points are obtained using our methodology but neglecting the possibility of barrier failures, i.e. setting $p_c = p_i = p_r = p_b = 0$. Each data point in the risk diagram corresponds to an event $(P, i)$. For clarity, only results for a single operating state (i = 1, which is in January) have been included here.

The results without barrier failures in Fig. 9 (green) can be compared with the blue data points. These results are obtained assuming the conditional probabilities of barrier failures given in Table 1. The possibility of prior outages is included for both sets of results.

Comparing the two sets of results in Fig. 9 one observes that accounting for barrier failures introduces new events in the risk diagram with higher consequences and higher likelihoods. Because there are many events with similar consequence and likelihood estimates, the blue data points are drawn partly transparent to better see the density of events in the risk diagram. The criticality threshold chosen for this case study ($Y_{crit} = 500$MW) is shown as a dashed line in the figure. This figure illustrates the advantage of implementing several transition mechanisms in the modelling framework: it can be seen how including the possibility of barrier failure in this case is essential to be able to identify events with critical consequences.

The results accounting for barrier failures also reveal the possibility of events with very severe consequences (1811 MW lost load) at the far right-hand side of Fig. 9. These groups of events are labeled in the figure for later reference. Although the events are associated with low likelihoods of occurring, the estimated likelihoods are higher than for many of the events with lower consequences.

4.3.2. Understanding critical sequences of events

We next inspect the results underlying in Fig. 9 more closely to gain insight into sequences of events that may lead to critical consequences. We focus on the events (a), (b), (c1) and (c2) in Fig. 9 ($Y = 1811$ MW), and Fig. 10 depicts the critical paths corresponding to these events. These paths were obtained by first searching for the critical consequence vertices $v^*$ and then searching for the set of paths $S_P$ using Eq. (3). In this case, $S_P$ comprises three disconnected subgraphs of $G$ and three such critical consequence vertices $v^*$. Each of these subgraphs can be regarded as a fault tree describing different sequences of events through which a given critical consequence might come about. One can note that all the sequences of events in Fig. 10 involve the failure of islanding, i.e. the paths include an edge with weight $p_i$.

In subgraph (a) in Fig. 10, the overlapping outage of branches 22 and 27 leads to branch 19 (which is parallel to 22) being overloaded. Tripping of branch 19 would then lead to generators at bus 30015 and 30019 (which amount to over 20% of the generation capacity in the system) to be separated from the rest of the system. Failure of the rest of the system to survive the system separating into an upper and a lower part would could then cause a loss of 1811 MW of load. This can be regarded as an extreme scenario, but then the estimated likelihoods associated with these events are also extremely low: around $\lambda_{P,i} = 4.6 \times 10^{-11}$ year$^{-1}$ for $i = 1$. The reason is that these events require a prior outage, corrective action failure and the failure of islanding to occur.

As mentioned in Section 3.4, the likelihood of failure of islanding in practice depends on several factors, including the generation/load imbalance and the capabilities of the individual power plants involved. Considering such factors in more detailed simulations could therefore be a natural next step after identifying potentially critical events. A subsequent and more detailed analysis of the event could then be carried out to improve the preliminary estimate of the likelihood. It might for instance uncover that for this particular event, with the upper part of the system (areas 1 and 2 and most of area 3) containing many large

<table>
<thead>
<tr>
<th>Transition mechanism</th>
<th>Best-guess probability $P_{e,B}$</th>
<th>Lower probability $P_{e,L}$</th>
<th>Upper probability $P_{e,U}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Missing protection system operation ($p_m$)</td>
<td>0.0205</td>
<td>0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>Unwanted unselective tripping ($p_a$)</td>
<td>0.007</td>
<td>0.004</td>
<td>0.02</td>
</tr>
<tr>
<td>Failure of corrective actions ($p_c$)</td>
<td>0.02</td>
<td>0.005</td>
<td>0.04</td>
</tr>
<tr>
<td>Failure of islanding ($p_i$)</td>
<td>0.01</td>
<td>0.002</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Table 1 Conditional probabilities $p_e$ with uncertainty representation assumed for the case study for transition mechanisms $e$. All data points in the risk diagram in Fig. 9 are obtained using our methodology but neglecting the possibility of barrier failures. In the risk diagram, the green data points are obtained assuming the conditional probabilities of barrier failures given in Table 1. The possibility of prior outages is included for both sets of results. Comparing the two sets of results in Fig. 9 one observes that accounting for barrier failures introduces new events in the risk diagram with higher consequences and higher likelihoods. Because there are many events with similar consequence and likelihood estimates, the blue data points are drawn partly transparent to better see the density of events in the risk diagram. The criticality threshold chosen for this case study ($Y_{crit} = 500$MW) is shown as a dashed line in the figure. This figure illustrates the advantage of implementing several transition mechanisms in the modelling framework: it can be seen how including the possibility of barrier failure in this case is essential to be able to identify events with critical consequences.

The results accounting for barrier failures also reveal the possibility of events with very severe consequences (1811 MW lost load) at the far right-hand side of Fig. 9. These groups of events are labeled in the figure for later reference. Although the events are associated with low likelihoods of occurring, the estimated likelihoods are higher than for many of the events with lower consequences.
generation units, the failure probability \( p_i \) would be even lower than the general assumption in Table 1.

We next consider the subgraphs (b) and (c) in Fig. 10, where only the generator at bus 30019 is isolated from the rest of the system. In comparison with the situation in the leftmost subgraph, this situation can occur through a larger number of paths, and the estimated likelihoods are higher. For instance, the sequence \((P, l)\) initiated by a failure of branch 27 and followed by missing protection system operation \((p_u)\) and subsequent tripping of branch 26 has \( \lambda_{P_i} = 4.1 \times 10^{-7} \text{ year}^{-1} \) for \( i = 1 \). The four paths \((c_2)\) in Fig. 10 that have edges with weights \( p_u \) or \( p_c \) correspond to the four events labelled \((c_2)\) in Fig. 9. These four events have much higher likelihood than the events in Fig. 9 corresponding to paths in \((a)\) or \((b)\). The reason is that in contrast to the other paths in Fig. 10, \((c_2)\) involve protection system failures. In other words, because branches 26 and 27 are adjacent, the consequence vertex corresponding to this critical consequence in Fig. 10 is not dependent upon prior outages to be reached. The system therefore has a vulnerability with respect to these sequences of events involving protection system failures. A possible barrier that could be put in place to mitigate this vulnerability could be to pay extra attention to protection system settings for branches 26 and 27.

4.3.3. Identifying sequences of events (multiple operating states)

The results above were only considered for a single operating state \((i = 1)\), and we now consider results for all \( n_{\text{op}} = 12 \) operating states. The resulting risk diagram is shown in Fig. 11. There are in total 2187 events with non-zero consequences shown in the risk diagram in Fig. 11, and these events are described by 534 distinct paths in the graph \(G\).

It can be observed from Fig. 11 that events represented by \((c_2)\) in Fig. 10 can be found for all operating states \(i\). The consequences of these events are lower for \(i > 1\) than for \(i = 1\) (shown in Fig. 9) because the load demand are lower for \(i > 1\) than for \(i = 1\). Events corresponding to the paths \((a)\), \((b)\) and \((c_2)\) are also possible for other operating states than \(i = 1\). These are found in Fig. 11, below \((c_2)\) in the risk diagram. However, in contrast to \((c_2)\), not all of these events are found for all operating states \(i > 1\). The reason is that branch 19 cannot be overloaded in operating states with significantly lower system load, and the edge \(e\) corresponding to overloading in the paths \((a)\) therefore has \(p_e = 0\) for these operating states. Or simply put, the paths are not possible sequences of events for all operating states.

4.3.4. Identifying vulnerabilities

Using the methods in Section 2.2.3, we find that 412 of the 2187 events in Fig. 11 lead to consequences regarded as critical. The identified events include all the events that are critical for this particular case and given the transition mechanism models that are implemented. Eq. (8) tells us that almost all \((404\) out of the \(412)\) critical events involve failure of islanding. Branch tripping due to overload and failure of corrective actions is on the other hand involved in a much smaller proportion of the critical events \((64\) out of \(412)\). The same proportion of the critical events involve protection system failure.

As mentioned in Section 1.1, previous work [27] has found that the set of power system components typically outaged in the initiating events is not necessarily similar to the set of components outaged during the subsequent sequences of events. We can confirm this for our case by comparing the edges \(e\) and initiating event vertices \(v\) as described in Section 2.2.4. For instance, we find that branches 26 and 27 are among the components most commonly involved in initiating events \((80\) and \(48\) events, respectively). On the other hand, branches that are involved in critical events in the sense of being tripped due to corrective action failures include \(11\) and \(30\) \((26\) and \(18\) events, respectively). These are branches which connect area 1 with area 3. A relevant barrier to mitigate this vulnerability could therefore be to increase the power transfer capacity between area 1 and 3. However, vulnerability-mitigating measures aiming to reduce branch failure rates should rather prioritize branches 26 and 27.

The results above allow us to make the following conclusions, given the assumptions in the case, about the vulnerabilities of the system: 1) Protection system failures are important to take into account. 2) The system is not particularly vulnerable to failure to alleviate branch overloads due to corrective actions failure, and the main reason is that the system is relatively strongly meshed. 3) Still, failure of islanding remains as a potential vulnerability in the system. The system is made up by several large areas that both contain generation and load, and generation and load is evenly distributed throughout the system. Thus there are few sequences of events through which load and generation buses can be separated or large generation deficits can be formed in parts of the system. Large-scale load shedding is therefore dependent on generators to trip for other reasons. Thus, ensuring that the areas in the system are able to operate as islands is important to mitigate critical consequences. Whether one estimates such consequences to be likely will however depend on the model implemented for failure of islanding. Therefore, for real applications, such potential vulnerabilities should be subsequently scrutinized using more detailed models.

Note that the conclusions above are specific to the power system model considered in the case study and follow from the characteristics of that system. The methodology is general, however, and applied to other power system models it could reveal other conclusions about the vulnerabilities of those systems.

4.3.5. Uncertainty of sequences of events

In Fig. 12 we focus on the critical sequences of events \((Y > Y_{\text{crit}} = 500\text{MW})\) and also include error bars representing the uncertainty in the estimated \(\lambda_{P_i}\). More specifically, the error bars cover the range of values considered possible \((\alpha = 0)\) according to the possibilistic uncertainty analysis of Eq. (11). One can observe that the uncertainty associated with the events is very large (of the same order of magnitude as \(\lambda_{P_i}\), itself), as they all are dependent upon one or more barrier failures that each have substantial uncertainty. One can nevertheless conclude with certainty, given the assumptions in Table 1, that the likelihoods of the four paths \((c_2)\) involving protection system failure in Fig. 10 are higher than the likelihood of the paths in \((a)\), \((b)\) and \((c_2)\). Such findings can be helpful in decision making: For a set of identified events with the same critical consequence, one can prioritize to strengthen barriers against those events one knows are certainly more likely. In this case, that could mean that one should prioritize testing protection system settings for branches 26 and 27.

Fig. 11. Risk diagram with all sequences of events for all operating states.
5. Conclusions and further work

In this article we have presented a vulnerability analysis methodology based on a general modelling framework for describing sequences of events leading to power supply interruptions. In summary, the advantages of this approach that have been demonstrated in this article are that i) the vulnerability analysis can be used to identify critical sequences of events and barriers, ii) the graph-based representation allows for exploring sequences of events and understanding vulnerabilities, iii) the modelling framework is general and can incorporate multiple transition mechanisms, and iv) the analysis accounts for the large uncertainty associated with critical sequences of events. In concluding the article we will elaborate on each of these contributions and suggest some directions for further work.

i) Vulnerability analysis: The uniqueness of the framework lies in how it structures information about the relationship between events, barriers and consequences in a graph representation that allows it to be used for vulnerability analysis. We showed how this can be used to identify potential critical sequences of events, vulnerabilities in the system, and barriers to mitigate them. The case study findings (summarized in Section 4.3.4) illustrated the insights that the methodology could provide into the significance of different vulnerabilities. The vulnerability analysis methodology is general, but such findings and insights are likely to be specific to each power system that is analysed. Our approach to vulnerability analysis considers both the consequence and likelihood dimension of risk: It focuses on the potential critical consequences but also provides estimates of their likelihood.

ii) Exploring sequences of events: We showed how using a graph-based description makes it easier to explore and understand the sequences of events. After the graph has been constructed, fault trees or individual critical paths can be extracted and visualized as sub-graphs (as demonstrated in Section 4.3.2) to better understand vulnerabilities and how critical consequence might come about. This approach can be contrasted with conventional contingency analyses, which often take a given contingency (combination of overlapping component outages) as a starting point without considering how that contingency might arise.

iii) Generality: This article also presented a concrete implementation of the modelling framework including exemplary models for protection system failures, failure of corrective actions (generation rescheduling and controlled load shedding), and failure of islanding. The modelling framework presented in Section 2 is however general and not restricted to these mechanisms. The exemplary models in Section 3 and the case study in Section 4 demonstrate that the modelling framework allows multiple mechanisms to be implemented. This means that the vulnerability analysis to a greater extent than existing methods can reveal the relative significance of different mechanisms.

One natural extension of this work could be to implement models for additional transition mechanisms in the modelling framework. Considering for instance unintended interactions between specific system protection schemes could allow the analysis to reveal other critical events than those identified with the implementation demonstrated here. In this article, the framework was moreover combined with quasi-static contingency analysis, and the graph was used to structure results from (static) power flow simulations incorporated as part of the transition mechanism models. However, the general framework could also incorporate dynamic power flow simulations or be used to structure the results from existing simulation tools for cascading outages [6,13]. It could be used to structure historic outage and power interruption data if these include information about the transition mechanisms involved in the events.

iv) Accounting for uncertainties: Another key aspect of the methodology is that it explicitly acknowledges the uncertainty associated with critical sequences of events by assigning uncertainty estimates to their likelihoods. An advantage of the proposed uncertainty analysis methodology is that it only requires the graph to be constructed once. We illustrated that although the resulting uncertainties may be very large, this information allows for prioritization of vulnerability-reducing measures. A possible direction for further work could thus be to investigate the effectiveness of different measures (e.g. grid reinforcement). Another direction could be to reduce the underlying uncertainties in barrier failure probabilities by incorporating more detailed simulation models for specific mechanisms (e.g. failure of islanding).

The present article focused on epistemic uncertainties associated with barrier failures, but in future work, the methodology could also be extended to account for additional aleatory as well as epistemic uncertainties. In particular, a promising extension would be to consider uncertainties associated with initiating events. One could for instance combine the modelling framework with models for the spatio-temporal variation of weather-related failure rates [26]. This could allow for capturing vulnerabilities to simultaneous failures and correlations due to the spatial location of transmission lines.

This article has demonstrated the methodology on a small but realistic test system to illustrate its advantages in a transparent manner. For further research it is proposed to investigate how the methodology scales for larger power system models. For large-scale applications of the modelling framework it may be necessary to implement fast search methods, e.g. based on [28,29], to guide the construction of the graph in a more intelligent manner. An interesting extension could be to combine the framework with optimization methods for identifying the most critical contingencies [35,36]: Considering critical consequences due to failure of islanding, one could first apply e.g. graph partitioning techniques [32] to identify contingency states with islands with large generation deficits, and then one could construct paths “backwards” towards possible initiating events. This suggestion for further work is in accordance with the underlying principle of the proposed modelling framework for vulnerability analysis, namely to focus on the sequences of events with potentially critical consequences.
Data resource

Data available in data repository Dryad at https://zenodo.org/record/3491916.
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