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Abstract
This paper describes several updates to SINTEF’s Oil Spill Contingency and Re-

sponse (OSCAR) model, which have significantly improved the modelling of oil spills in cold
and ice-covered waters. In addition to transport of surface oil with ice velocity from an ex-
ternal ice model, OSCAR can now calculate vertical mixing from a combination of velocity
shear and stratification, or read diffusivity data from netCDF files. Calculation of the wave
field in the vicinity of ice is more realistic, and OSCAR can also predict the ignitability of sur-
face oil. All of these improvements are of particular importance in the cold regions.

Taking the effect of stratification on vertical mixing into account is particularly im-
portant in the Arctic, as brine rejection during freeze-up can give a very deep mixed layer,
while freshwater from melting ice can give a strong, shallow pycnocline. The wave contribu-
tion to vertical mixing is reduced in the presence of ice, and dynamic ice cover is also taken
into account in the fetch length for calculating the wave field in open water close to the ice.

Finally, the calculation of ignitability for surface oil will give a prediction of the win-
dow of opportunity for in-situ burning as a response option. The ignitability calculation builds
on earlier experimental work done at SINTEF, and uses a calibrated statistical model to pre-
dict (for each location with surface oil) whether the surface oil is ignitable, based on weather-
ing state, water content, viscosity, asphaltene content and wax content. The window of oppor-
tunity for in-situ burning will, in many cases, be longer in cold and ice-covered regions, due
to reduced evaporation and emulsification. Hence, the ability to calculate ignitability is highly
relevant for contingency planning and environmental risk assessment in the Arctic.

1 Introduction
Oil spill modelling is the go-to approach when it comes to planning of contingency

and response options in the case of accidental discharges during exploration drilling or the
production phase of an oil field. Oil spill models need to account for oil transport in the near-
and far-field of the release, as well as different processes affecting the properties of the oil,
such as oil weathering or chemical treatment, in order to calculate fate. These processes are
often implemented as sub-models to the main trajectory model and several sub-models are
usually combined for a given scenario.

Applying oil spill modelling in ice-covered waters makes it necessary to include the
effects of ice into these sub-models. Ice will affect transport by damping waves and changing
vertical mixing, and it will modify the effect of wind on the currents near the ice-water inter-
face. The presence of ice will also directly and indirectly affect oil weathering due to lower
temperatures, less wave energy and reduced evaporation due to smaller area of open water.

This paper describes recent work that was done to adapt processes in SINTEF’s Oil
Spill Contingency And Response (OSCAR) model to make the model more fit for the pur-
pose of environmental risk assessment and contingency planning in areas with ice-covered
waters. In this introduction, a background on the modelling of oil spills in ice is given, as well
as some background on the OSCAR model, and SINMOD, which was the coupled ice-ocean
model used to produce ice and ocean data for the case studies. In Section 2, the improvements
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made to OSCAR are described in detail, and in Section 3, we demonstrate the new features by
presenting the results of some selected case studies. Finally, in Section 4, we summarise the
results of this work.

1.1 Oil Spill Modelling in Ice-Covered Waters
For the movement of surface oil in ice covered waters, there exists a general rule of

thumb initiated in the 1970s, describing a transition between how ice moves in lower ice con-
centrations as compared to heavy ice conditions. The concept is that the oil moves with the
winds and currents, as in open water, at less than 30% ice cover, and that ice controls the oil
movement completely above 70% - 80% ice cover. El-Tahan et al. (1988) first published this
rule of thumb. Later, Venkatesh et al. (1990) discussed and analysed these limits, and pre-
sented a theoretical argument for the upper limit based on the fact that at 80% coverage, circu-
lar ice floes would be packed so close that they would almost all be touching their neighbours,
leaving little or no space for the oil to move past. The behaviour at intermediate ice covers be-
tween 30% and 70% - 80% has been assumed to be a linear transition from one regime to the
other, as no field calibration has been done.

In addition to modifying transport, the presence of ice will leave less open water sur-
face, which will increase the thickness of the oil, and give a smaller area available for evap-
oration of light oil components. As well as affecting the oil through direct contact, the pres-
ence of ice will also influence the water column. Ice freezing leads to brine rejection, which
destabilises the upper water column, leading to overturning, increased vertical mixing and fur-
ther heat loss to the atmosphere. During the melting season, the increased stratification due
to freshwater overlaying oceanic water gives a stable upper water column, reducing vertical
mixing.

As a part of the recent JIP on Arctic Response Technology (for further details, see
www.arcticresponsetechnology.org) the OSCAR model was advanced to read ice data, in-
cluding ice coverage and velocity, from the standard netCDF format, and transport of surface
oil with the externally calculated ice velocity was implemented (Nordam et al., 2018). In the
work presented here, we build on this foundation to further improve modelling of oil in ice-
covered waters with OSCAR.

1.2 The OSCAR Oil Spill Model
OSCAR is a state-of-the-art oil spill trajectory, fate, effects and response model that

has been continuously developed and applied to oil spill contingency planning and environ-
mental risk assessment for several decades (Reed et al., 2000). OSCAR is fully 3D, and ac-
counts for processes in the four compartments sea surface, water column, shoreline and sea
floor. OSCAR includes oil weathering, the physical and chemical processes that affect and
change oil at sea, such as biodegradation, emulsification, and evaporation. The development
of sub-models for these processes has been strongly coupled with laboratory and field activ-
ities at SINTEF, including small-scale testing of weathering properties, meso-scale experi-
ments studying blowouts and sub-sea dispersant injection in the SINTEF tower basin, as well
as full-scale field tests (Brandvik et al., 2013; Johansen et al., 2013; 2015; 2003).

At the sea surface, OSCAR computes surface oil spreading, slick transport, entrain-
ment into the water column, shore interactions, and weathering processes (e.g. evaporation,
biodegradation, and emulsification). In the water column the model will account for hor-
izontal and vertical transport by currents, dissolution, adsorption, settling and biodegrada-
tion. Changes in composition due to evaporation, dissolution and biodegradation will alter the
physical properties of the oil, including density, viscosity, solubility, volatility, and the aquatic
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toxicity of the dissolved oil fraction. In order to accurately model these effects, OSCAR rep-
resents oil in terms of 25 pseudo-components (Reed et al., 2000). These components repre-
sent hydrocarbon groups with similar physical and chemical properties. Biodegradation is
computed per pseudo-component with respective rates for each component for the dissolved
phase, the droplet phase, surface oil and oil in the sediments.

OSCAR uses a Lagrangian particle transport model, where the release is represented
by numerical particles (also known as Lagrangian elements, or “spillets”) for the dissolved,
droplet and gas fractions of the release. Each numerical particle is tracked through a flow
field, calculated from currents, wind, and ice (if present). Mixing due to unresolved turbulent
motion is implemented as a random component in the horizontal and vertical displacement
of the particles, where the step length of the random walk is calculated from the diffusivity.
Vertical mixing is discussed in more detail in Section 2.2.

Each numerical particle holds information about its position (longitude, latitude,
depth), size (radius of a disk if surfaced, radius and height of a cylinder if submerged) and
the mass of each of the 25 pseudo-components (Reed et al., 2000). When aggregate quantities
such as surface oil thickness, or concentration of dissolved components, are calculated, the
particles are projected onto a grid in two or three dimensions. Some further details on the grid
projection are given in Section 2.3

1.3 The SINMOD Hydrodynamic Model
Oil spill models need environmental data to describe the ambient conditions sur-

rounding the released oil. In OSCAR these data include time-varying 3D fields for currents,
and time-varying 2D fields for wind, ice coverage and ice velocity. Optionally, one can also
use time-varying 3D fields for temperature, salinity and dissolved oxygen. Temperature and
salinity are used to calculate the density of seawater, which is required to take stratification
into account in the vertical mixing. In the case studies presented in Section 3, the oceano-
graphic data used as input to OSCAR were created by the SINMOD hydrodynamic and bio-
logical model (Slagstad and McClimans, 2005).

SINMOD has been developed at SINTEF for the modelling of ocean circulation and
marine resources, and contains a module for marine ecosystems at the lower trophic levels, in
addition to a coupled ice-ocean model. The hydrodynamic module used in SINMOD is based
on the primitive Navier-Stokes equations and is established on a z-grid (constant-depth dis-
cretisation). A vertical turbulent mixing coefficient is calculated as a function of the Richard-
son number, Ri, in the water column (Sundfjord et al., 2008), and from the wave state near the
surface (Ichiye, 1967). Waves are calculated from wind speed and fetch length. Horizontal
mixing is calculated according to Smagorinsky (1963).

The ice model in SINMOD is a Hibler-type formulation (Hibler III, 1979), and has
two state variables: the average ice thickness in a grid cell, h, and the fraction of a grid cell
covered by ice, A. The remaining fraction, 1 − A, is open water. The equation solver uses the
elastic-viscous-plastic mechanism as described by Hunke and Dukowicz (1997).

The SINMOD model area used to generate the hydrodynamic data for this study cov-
ers the area around Greenland, and is shown in blue outline in Fig. 1. The model area has a
spatial resolution of 4 km × 4 km, and the dataset produced has a temporal resolution of 1
hour. Boundary conditions were taken from a larger model domain, at 12 km × 12 km resolu-
tion. A total of 8 tidal components were imposed by specifying the various components at the
open boundaries of the large-scale model. Tidal data were taken from the TPXO 6.2 model
of global ocean tides (Egbert et al., 1994). Atmospheric data from the ERA-Interim Reanaly-
sis (Dee et al., 2011) have been used to force the ocean model.

959

Nordam, T., E. Litzler, P. Ronningen, J. Aune, T.F. Hagelien, A. Luktu, C.J. Beegle-Krause, and U. Bronner, Oil Spill Contingency 
and Response Modelling in Ice-covered Waters, Proceedings of the Forty-first AMOP Technical Seminar, Environment and  
Climate Change Canada, Ottawa, ON, Canada, pp. 957-973, 2018. 



Figure 1 Map showing the outline of the SINMOD model domain used to produce data
for the case studies in this paper.

2 Updated Sub-Models in OSCAR
When ice is present, the modelling of surface and near-surface oil is modified in sev-

eral ways as compared to open water. Surface oil in partial ice cover resides between the ice
floes, which means there is less surface available for evaporation, and that the oil becomes
thicker. Lower temperatures will also contribute to less evaporation, and within a given area,
biodegradation is generally slower in cold temperatures during winter, as compared to warm
temperatures in summer (Bagi et al., 2013; Lofthus et al., 2018). This will have the effect of
slowing weathering processes. Additionally, waves are damped, which will reduce the rate of
entrainment and water uptake into the emulsion. The damping of waves also means there is
less vertical mixing in the water column near the surface.

In this section, we describe the modification and implementation in OSCAR of sub-
models that are relevant in cold or ice-covered waters, either because they directly include ice,
or because they involve phenomena expected to be particularly relevant in cold regions.

2.1 Oil Transport with Ice
Windage is the effect that wind has on the movement of surface oil. This is generally

considered to be somewhere in the range of 0% to 6% (see e.g. ASCE (1996); Beegle-Krause
(2018)), with a common value being 3% (Simecek-Beatty, 2011), which means that oil at the
surface is assumed to move with the velocity of the water, plus 3% of the velocity of the wind:

voil = v(z = 0) + 0.03 · u10, (1)

where v(z = 0) is the velocity of the water at the surface, and u10 is the wind velocity. The
wind velocity is assumed to be given at 10 meters above the ocean surface, which is a stan-
dard convention. When ice is present, it will modify the transport of oil at or near the sea sur-
face. Ice affects the windage of the oil, and in addition, the ice itself will move with the winds
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and currents. A coupled ice-ocean hydrodynamic model will typically predict not only ice
coverage and thickness, but also the velocity of the ice. When this information is available, it
can be used to calculate the movement of oil at or near the surface in full or partial ice cover.

The transport of surface oil takes the ice velocity into account when relevant. If ice
coverage is less than 30%, the transport is as in open water, i.e. given by Eq. (1). If the ice
coverage is above 80%, surface oil moves with the ice velocity. If ice coverage is between
30% and 80%, a linear transition between the two extremes is used. Note that the term “sur-
face oil” here refers to both oil at the sea surface, and oil trapped at the ice-water interface
(i.e. oil at a depth of 0 m). For further details on the implementation in OSCAR, see Nordam
et al. (2018).

If ice coverage is available in the input data, but not ice velocity, OSCAR will esti-
mate the ice velocity by

vice = v(z = 0) + 0.015 · u10, (2)

where v(z = 0) is the velocity of the water at the surface, and u10 is the wind velocity (Reed
and Aamo, 1994). This simple rule of thumb does not take into account the rheology of the
ice, i.e., the fact that the ice in a grid cell is subjected to forces from ice in the neighbouring
grid cells. The rheology of the ice will be taken into account by a coupled ice-ocean model.
Hence, ice velocity from such an ice-ocean model should be used whenever available, as it is
expected to be more accurate than that predicted from a simple heuristic, such as Eq. (2).

2.2 Vertical Mixing
Vertical mixing is caused by turbulence, which has several origins: waves, friction

against sea ice and sea bed, current shear in the free water masses, etc. However, vertical mix-
ing is also inhibited by stable density gradients. A sharp increase in density with depth will
strongly inhibit vertical mixing, as energy is required to lift dense water up, and push light
water down. For this reason, density gradients should be taken into account in calculating the
vertical mixing. State-of-the-art ocean models include simulation of temperature and salinity,
and making these fields available to the trajectory model allows the density of the water to be
calculated.

Vertical mixing is implemented as a random walk process in OSCAR, where the step
length in the random walk is calculated from a diffusivity profile, Kv(z), which gives the dif-
fusivity as a function of depth at a given location. The vertical diffusivity profile, Kv(z), is
the sum of a contribution from waves, Kw(z), and a contribution from the current shear and
stratification, Kvm(z), and is given by

Kv(z) = Kw(z) + Kvm(z), (3)

where Kw(z) is given by Eq. (4), and Kvm(z) is given by Eq. (6).
In addition to calculating diffusivity, OSCAR has the option to read time-resolved 3D

horizontal and/or vertical diffusivity fields from an external source, via netCDF files. These
can for example be provided from an ocean model, or a special purpose turbulence model, or
even from measured profiles if available.

2.2.1 Vertical Mixing from Waves
Vertical mixing due to waves is calculated in OSCAR from wave height and wave

period according to Ichiye (1967):

Kw(z) = 0.028
H2

s

Tp
e−2kz . (4)
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Here, z is the depth at which the mixing is calculated (depth positive downwards). The wave
parameters Hs and Tp are the significant wave height and the peak wave period, and k is the
wave number, which is found from the peak period by the dispersion relation for deep wa-
ter waves, ω2 = gk, where the angular frequency is given by ω = 2π/Tp (see e.g. Stewart
(2008)). Hs and Tp are derived from the JONSWAP spectrum and associated empirical rela-
tions (Carter, 1982). The sea state is assumed to be either fully developed, or fetch-limited.
Fully developed here refers to the steady-state wave conditions which are reached very far
away from land or sea ice, when the wind remains constant for a long time. Fetch-limited
refers to the steady-state that is reached when the fetch is too short to allow the sea to reach
the fully developed state. In both cases, the wind is assumed to have been constant for suffi-
cient time that the wave spectrum is not time-limited (i.e., a steady state is assumed to have
been reached).

Hs and Tp are given by

Hs =
u2

10
g

Hc

√
gL f

u2
10

(5a)

Tp =
u10
g

Tc
3

√
gL f

u2
10

(5b)

in the fetch-limited case, and

Hs =
u2

10
g

H0 (5c)

Tp =
u10
g

T0 (5d)

in the fully developed case. Here, H0 = 0.243, Hc = 0.0016, T0 = 8.134, and Tc = 0.286 are
dimensionless parameters, g is the gravitational acceleration, L f is the fetch length, and u10 is
the wind speed at 10 m above sea level. Additionally, the peak period has a depth-dependent
upper limit of

Tp = Tmax

√
d
g
, (5e)

which acts as a limit in shallow waters (Rye et al., 2006; US Army Corps Of Engineers, 1984).
Here, d is the water depth, and Tmax = 9.78 s−1.

The fetch length is the distance over which the wind acts to create waves before reach-
ing a given position. For each location in the model area, the fetch is calculated as the dis-
tance to the closest land or high ice cover in the upwind direction, as shown in Fig. 2. In pre-
vious versions of OSCAR, only the upwind distance to nearest land was used, but as waves
will not form in areas of high ice cover, the upwind distance to the ice edge should be used
when ice is present. A limit of 80% ice cover has been chosen to define the ice edge for this
purpose.

As the ice cover is changing with time throughout a simulation, this necessitates the
recalculation of the fetch at each location each time the ice cover changes. Whenever the ice
coverage changes, a fetch grid is calculated for each of the four cardinal directions North,
East, South and West. For each direction, the fetch on the border of the grid is set to 100 km
for open sea and 0 km for cells over land or areas with high ice cover. The rest of the grid is
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Land

Ice

Water

Wind

Lf 

Lf 

Figure 2 When high ice cover is present, fetch should be calculated as the upwind dis-
tance to the nearest ice edge or land, whichever is closer. Here we use an ice cover of
80% to define the ice edge.

then deduced moving downwind. In calculating the wave field, the waves at each location are
calculated from the wind speed and direction at that point, using the fetch calculated for the
closest cardinal direction.

2.2.2 Vertical Mixing from Velocity Shear and Stratification
OSCAR now has the option of dynamically calculating a contribution to the vertical

diffusivity from the hydrodynamic input data, if time- and depth-resolved temperature and
salinity fields are available (in addition to ocean current data). The scheme used is the same
as that in the SINMOD ocean model (Sundfjord et al., 2008), although it can be used with
data from any ocean model as long as the required variables are available. The contribution to
the vertical diffusivity calculated from current shear and stratification is given by:

Kvm = Kvm0

(
arctan (G (Ri0 − Ri))

π
+

1
2

)
(6)

where Kvm0 = 3 × 10−2 m2/s, G = 30, and Ri0 = 0.65. The Richardson number, Ri, is a
dimensionless number describing the relative importance of velocity shear and density gradi-
ents, given by:

Ri =
g

ρ

∂ρ/∂z

(∂v/∂z)2
. (7)

Here, ρ is the density of seawater (in OSCAR, this is calculated from temperature and salinity
according to Millero and Poisson (1981)), and(

∂v
∂z

)2
=

(
∂u
∂z

)2
+

(
∂v

∂z

)2
, (8)

where u and v are respectively the east and north components of the current vector v. Large
values of Ri indicate that turbulent mixing by current shear is suppressed by stable density
gradients.

In Fig. 3, an example of a calculation of diffusivity from hydrodynamic data is shown.
Density is calculated from temperature and salinity, which are provided by the hydrodynamic
model. The derivatives with respect to z in Eqs. (7) and (8) are calculated with central finite
differences at the interior grid points, and one-sided finite differences at the endpoints. Inter-
polation is used to evaluate the diffusivity between gridpoints.
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Figure 3 To the left, density (calculated from modelled temperature and salinity), in
the middle, modelled horizontal current velocity components, and to the right diffusivity
calculated from Eq. (6) (thus not taking waves into account). The diffusivity is calcu-
lated for each grid point in the depth profile, and interpolation is used to evaluate the
diffusivity between grid points.

2.3 Window of Opportunity for in-situ Burning
In order for in-situ burning to be available as a response option, several conditions

must be met. In addition to operational constraints related to the weather, the oil must have
enough light components to be ignitable, the water content must not be too high, and the oil
slick must be sufficiently thick. If the oil is too thin, the heat loss to the water will be too large
to sustain a burn. For this reason (as well as reasons of safety), a fire boom or other mechani-
cal barrier is usually used to contain the oil in a smaller area during a burn.

OSCAR now includes the ability to calculate the ignitability of surface oil. It should
be noted that this calculation does not take the thickness of the oil into account, but rather cal-
culates if the oil is in an ignitable state. If the oil is in an ignitable state, then in-situ burning
should be possible, provided the oil can be concentrated to sufficient thickness by fire booms
or similar.

The calculation of ignitability is based on earlier experimental work at SINTEF. A
large number of samples were prepared from five different oils, at different weathering de-
grees and with different water content (see Table 1). These samples were then characterised
by measuring a range of different properties, and tested to see if they could be ignited. Finally,
statistical analysis was used to identify the most important parameters for predicting ignitabil-
ity, and to create an empirical model. This model takes the form of an equation (Eq. (11a))
and a set of coefficients (Eq. (11b)) that predict ignitability as a function of

• water content,
• asphaltene content,
• wax content,
• flash point of water-free oil,
• shear viscosity.

A more complete description of this work is found in Brandvik et al. (2010). The required pa-
rameters for calculating ignitability are calculated by OSCAR for each individual numerical
particle, and will depend on the age and history of that particle. Emulsification is calculated
based on the properties of the oil and the sea state, and water content will increase as the oil
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Oil type Residue Density (Kg/L) Evap loss (Vol.%) Pour point (◦C) Wax (wt.%) Asphaltenes (wt.%)

Troll B Fresh 0.900 0 -36 0.9 0.04
250◦C 0.930 25.5 -27

Norne Fresh 0.860 0 21 10.8 0.3
250◦C 0.888 28.4 30

Kobbe Fresh 0.797 0 -39 3.4 0.03
250◦C 0.875 53.6 21

Statfjord Fresh 0.835 0 -6 4.3 0.1
250◦C 0.896 42.4 21

Grane Fresh 0.941 0 -24 3.2 1.4
250◦C 0.968 13 -6

Table 1 Physical and chemical properties of the oils used in the experiments. Note that
wax and asphaltene content is here given in percent.

forms a water-in-oil emulsion on the sea surface. Asphaltene and wax content are both calcu-
lated from the initial composition of the oil and the degree of evaporation, and will increase
with time as lighter oil components are lost to evaporation. In this calculation, we assume that
wax and asphaltenes do not evaporate, and scale the asphaltene and wax contents by the evap-
orated fraction:

fw =
fw0

1 − fe
, (9)

where fw is the calculated wax fraction, fw0 is the initial wax fraction of the oil, and fe is the
fraction of the oil mass that has evaporated. The calculation for asphaltenes is identical, but
using fa0, the initial asphaltene fraction of the oil.

Flash point of the water-free oil is calculated by curve-fit of experimental data. As
part of the weathering study of an oil, the flash point is measured at different weathering de-
grees (i.e., different evaporated fractions). The logarithm of the flash point has been observed
to be reasonably well approximated by a linear function of evaporated fraction (Johansen,
1991). This is used to calculate flash point as a function of degree of evaporation.

Shear viscosity is also calculated by scaling of experimentally measured values. This
is done in a two-step process, where first a viscosity is calculated for the water free oil, based
on the evaporated fraction, and then that value is used as a starting point to calculate the vis-
cosity of the emulsion, based on the water content (Daling et al., 1990).

Prior to calculation of ignitability, a projection from spillets to a surface grid is done.
As surface spillets are modelled as disks (cylinders if submerged), a spillet can contribute to
one or more cells in the surface grid. For a spillet i, its mass, mi, is distributed over the cells
overlapping with that spillet. For each cell in the surface grid, the mass of the emulsion in that
cell, M , is given by:

M =
∑

i

mi

Ni
, (10)

where Ni is the number of cells with which spillet i overlaps. The values of the different pa-
rameters in the calculation of the ignitability are then calculated for each cell as mass-weighted
averages of the contribution from each spillet overlapping that cell.

The empirically derived equation for ignitability (Brandvik et al., 2010) is

I = A1 + A2 fH2O + A3 fa + A4T f +
(
A5 + A6 fH2O

)
log10(µ) +

(
A7 fH2O + A8 fa

)
fw (11a)
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Figure 4 Map showing the two locations selected for the case study. The two squares
are 120 km × 120 km, and the simulated release points were placed in the middle of each
square. Data for January 1, 2007, was used.

where fH2O, fa and fw is the water content, asphaltene content and wax content (mass frac-
tion), T f is the flash point of the water free oil (◦C), and µ is the shear viscosity of the oil (cP).
The coefficients Ai are:

A1 = 0.8003, A2 = 1.185,
A3 = 27.6719, A4 = −0.0035,
A5 = 0.14691, A6 = −0.6087,
A7 = −0.0699, A8 = −9.6274.

(11b)

A4, A5 and A6 have the appropriate units such that I is dimensionless. This formula
gives a binary prediction: if I ≤ 0.5, the oil is not ignitable, and if I > 0.5, it is.

In the experimental work on which Eqs. (11) are based, the five different oil types
described in Table 1 where used. These were chosen to span a wide range of properties. The
properties of different oils are taken into account mainly through the parameters asphaltene
content, wax content and flash point. It is expected that the calculation of ignitability should
be applicable to any oil, as long as its properties are not too far outside the range spanned by
the five oils on which the equation is based.

3 Results and Case Studies
In this section, we present the results of some case studies that have been selected to

demonstrate the effect of the new improvements to OSCAR.

3.1 Vertical Mixing
The effect of including stratification in the calculation of the vertical mixing is ex-

pected to be important in many cases. As an example, we have here considered a fictional
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Figure 5 Density profiles based on modelled temperature and salinity from the two
different locations shown on the map in Fig. 4. 100 profiles at evenly spaced points are
shown for each of the two regions, with values for each vertical layer positioned at the
midpoint of the layer. The northern of the two regions is shown to the left.

Figure 6 Distribution of oil droplets in the water column, for an idealised case where
small droplets are released into the water column at a depth of 5 m. The northern of the
two locations outlined in Fig. 4 is shown to the left.

case where small oil droplets (between 20 and 200 micrometers) are released into the water
column from a depth of 5 meters. This idealised scenario has been selected in order to high-
light the effect of vertical mixing, and is intended to mimic a situation where surface oil has
been treated with dispersants and mixed down by applied energy (such as propwash from a re-
sponse vessel). This has been modelled at two different locations, with different stratification,
which in turn leads to different mixing. The two locations are shown on the map in Fig. 4. In
one case, the pycnocline is at a depth of about 40-50 meters, while in the other case it is at
about 70-90 meters depth. Density profiles for the two cases are shown in Fig. 5 (the value in
each layer is shown at the midpoint of that layer). In both cases, the density is constant in the
upper part of the water column, indicating the presence of a well mixed layer.

In Fig. 6, a vertical cross section showing the distribution of oil droplets after 24
hours is shown. In both cases, the smaller oil droplets are distributed throughout the mixed
layer. The differences in vertical distribution in turn lead to differences in the time for the oil
to surface. In the northern location, the oil is mixed down to about 40 meters, and about 59%
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of the oil has surfaced (i.e., reached the ice-ocean interface) after 24 hours. In the southern
location, the mixed layer has a depth of about 80 meters, and only 53% of the oil has surfaced.

In both of these cases there is high ice cover, which removes any mixing due to waves.
The difference in mixing depth in the two cases is thus mainly due to the different density pro-
files in the water column, as well as any differences in current shear (see Eq. (6)).

3.2 Fetch
To demonstrate the effect of taking ice cover into account in the calculation of fetch,

we have considered a fictional case where we simulate a well blowout near the Marginal Ice
Zone (MIZ) in the Barents Sea (see Fig. 7). The oil is surfacing in open water, just to the
south of the ice. At the start of the simulation, the wind direction is from the south and to-
wards the ice, moving the oil into the MIZ. At this time, the wave state is fully developed. Af-
ter about 6 days, the wind picks up, and changes to the off-ice direction.

When simulating this without taking the ice cover into account in the fetch length, a
large fraction of the surface oil is rapidly mixed down into the water column when the wind
picks up towards the south on day 6. When the ice cover is taken into account, on the other
hand, the wave state becomes fetch-limited, due to the short distance to the ice in the upwind
direction. As a consequence, the amount of oil that gets submerged is substantially lower. In
Fig. 8, the amount of oil at the surface is shown as a fraction of the total amount of oil at the
surface and in the water column, along with the direction and magnitude of the wind veloc-
ity. In Fig. 9, the full mass balance for the same case is shown, again with (left) and without
(right) taking ice cover into account in the fetch calculation. In both Figs. 8 and 9, the largest
difference between the two cases is seen between 6 and 8 days, when there is significantly
more surface oil in the case where the fetch is calculated from the ice edge. This demonstrates
the importance of taking the dynamically changing ice cover into account in calculating the
wave field.

Figure 7 Overview of the case considered. Surface oil is shown in purple colours, sub-
merged oil in brown-ish colours, and the ice cover is shown from full ice cover (white) to
open water (blue). The release point is indicated by the white square. To the left, ice is
taken into account in the fetch calculation, and to the right it is not. The time shown in
the lower right corner corresponds to the time-axis in Fig. 8.
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Figure 9 Mass balance with (left panel) or without (right panel) accounting for ice in
the fetch calculation.

3.3 Ignitability
A hypothetical oil spill scenario is considered, where the oil is released in a blowout

from a depth of about 200 meters, and surfaces almost directly above the release point. In
Fig. 10, an example of a map showing the ignitability of surface oil is shown. In this case,
the oil remains ignitable for about 8 hours. As previously mentioned, this prediction does not
take thickness into account, as oil drifting in open water will usually be too thin to be ignited
without increasing the thickness by some means (e.g. fire booms). Instead, the oil in the red
area in Fig. 10 should be interpreted as being ignitable if it can be concentrated to sufficient
thickness, thus indicating where one should focus the efforts of response vessels for in-situ
burning.

If the oil is released in full or partial ice cover, or if it drifts into the ice shortly af-
ter being released, the oil can remain ignitable for much longer than in open water, due to re-
duced evaporation and water uptake (Brandvik and Faksness, 2009).

969

Nordam, T., E. Litzler, P. Ronningen, J. Aune, T.F. Hagelien, A. Luktu, C.J. Beegle-Krause, and U. Bronner, Oil Spill Contingency 
and Response Modelling in Ice-covered Waters, Proceedings of the Forty-first AMOP Technical Seminar, Environment and  
Climate Change Canada, Ottawa, ON, Canada, pp. 957-973, 2018. 



Figure 10 Ignitability of oil shown for an oil spill scenario. The red area contains
ignitable oil.

4 Discussion and Conclusion
In this work, we have made several important improvements to OSCAR, to make it

more suited for modelling of oil spills in cold and ice-covered waters. Additionally, the new
scheme for vertical mixing and the calculation of ignitability of surface oil are both relevant
improvements for oil spills at any location. With these new changes, OSCAR will give more
realistic predictions for the transport and fate of oil, in particular when ice is present.

The use of ice velocity from external sources such as a coupled ice-ocean model is
highly relevant for oil spills in ice, or in cases where oil is spilled in open water, and later
reaches the ice edge. The impact of this particular change will vary with scenario, location,
and the details of the ice-ocean model (for further details, see Nordam et al. (2018)). The ef-
fect will be particularly pronounced where the motion of the ice is strongly affected by other
factors than the current and wind, which will be the case for fast ice, or in cases where the
rheology in the ice model allows the transmission of long-range forces within the ice sheet.
Being able to read ice data on the standard netCDF format, OSCAR is well posed to take ad-
vantage of any advances in sea ice modelling.

The new vertical mixing scheme, which is available as an option, takes stratification
of the water column into account. It can be used with data from any ocean model that pro-
duces temperature and salinity as output. Changes in vertical mixing can have a large impact
on the transport and fate of an oil spill, as oil at different depths will experience different cur-
rents, and can end up in very different locations. Another recent improvement to OSCAR is
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the option to read vertical and horizontal diffusivity from netCDF files, in the same way as
currents and ice data. This makes it straightforward to use diffusivities from hydrodynamic
models, specialised turbulence models such as GOTM (Umlauf et al., 2005), or even mea-
surements. With access to more accurate data on vertical mixing, OSCAR will provide more
accurate predictions of rise times for submerged oil droplets in the water column.

It should be noted, however, that accurate modelling of vertical mixing (both for oil
spills and other applications) is a difficult problem, on which more research is needed. Some
care should be taken in using the eddy diffusivity output from an Eulerian ocean model in
a Lagrangian particle simulation, as diffusivity in an Eulerian model may be artificially in-
creased to improve the numerical stability. Nevertheless, it remains true that a good scheme
for vertical mixing should take the effect of stratification into account. A strong, stable gra-
dient can cause the diffusivity to drop by several orders of magnitude over a short distance
(Gräwe et al., 2012), severely reducing the mixing of small droplets and dissolved compo-
nents into deeper layers.

In conclusion, we continue to upgrade OSCAR to remain a state-of-the-art tool for
contingency planning and environmental risk assessment for oil spills in cold and ice-covered
waters.
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