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#### Abstract

A new version of least square support vector machine (LS-SVM), the truncated LS-SVM, is proposed to estimate the nondimensionalized hydrodynamic coefficients. Truncated LSSVM is shown to be an efficient and robust method that avoids the costly matrix inversion operation in classical LS-SVM using the singular values decomposition. Meanwhile, the smaller singular values are neglected considering their negligible contribution to the solutions. In order to get a robust parameter estimation, the model simplification of the nonlinear manoeuvring model is carried out using a leave-one-out method, considering the trade-off between the parameter uncertainty and accuracy of the numerical model. The simplified manoeuvring model and the values of nondimensionalized hydrodynamic coefficients are presented. The coefficients are estimated using Planar motion mechanism (PMM) tests, which were carried out in a towing tank. The validation process is carried to validate the generalization performance of the obtained numerical model using the PMM test data.
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## NOMENCLATURE

| $u, v, w$ | Velocity in surge, sway and heave |
| :--- | :--- |
| $U$ | Ground speed |
| $\beta$ | Drift angle |
| $\boldsymbol{S}$ | Training set |
| $\boldsymbol{w}$ | Weight matrix |
| $\boldsymbol{\varphi}(x)$ | Kernel function |
| b | Bias term |
| $C$ | Regularization factor |
| $\boldsymbol{L}\left(\boldsymbol{w}, b, e_{i}, \alpha_{i}\right)$ | Lagrange function |
| $\sum_{i=1}^{N} e_{i}^{2}$ | Empirical error |
| $\boldsymbol{A}$ | Kernel matrix |
| $\boldsymbol{Y}$ | Output matrix |
| $\boldsymbol{\theta}$ | Parameter matrix |
| $\boldsymbol{U}$ | Left-singular vectors |
| $\boldsymbol{V}$ | Right-singular vectors |
| $\boldsymbol{\Sigma}$ | Singular values matrix |
| $\boldsymbol{\boldsymbol { U } _ { r }}$ | Truncated left-singular vectors |
| $\boldsymbol{V}$ |  |


| $\Sigma_{r}$ | Truncated singular values matrix |
| :--- | :--- |
| $\boldsymbol{\eta}$ | Generalized position defined in the North-East-Down frame |
| $\boldsymbol{v}$ | Velocity and yaw rate of rigid body, expressed in Body-fixed frame |
| $\boldsymbol{M}_{R B}$ | Rigid-body mass matrix |
| $\boldsymbol{C}_{R B}$ | Rigid-body Coriolis-centripetal matrix |
| $\boldsymbol{M}_{A}$ | Added-mass matrix |
| $\boldsymbol{C}_{A}$ | Added Coriolis-centripetal matrix |
| $D_{1}$ | Nonlinear damping matrix |
| $\boldsymbol{\tau}$ | Forces and moment |
| $\rho$ | Water density |
| $L$ | Ship length |
| $X_{u u}^{\prime}, X_{u u u}^{\prime} \ldots$ | Surge nondimensionalized hydrodynamic coefficients |
| $Y_{u v}^{\prime}, Y_{u r}^{\prime}, \cdots$ | Sway nondimensionalized hydrodynamic coefficients |
| $N_{u v}^{\prime}, N_{u r}^{\prime}, \cdots$ | Yaw nondimensionalized hydrodynamic coefficients |
| $R^{2}$ | The goodness of fit criterion |
| $y_{i}$ | Measurement data |
| $\hat{y}\left(x, \theta^{*}\right)$ | Estimate values |
| $\bar{y}$ | Mean value of measurement data |

## 1. Introduction

With the development of numerical computation, the simulations of manoeuvring ships are drawing more attention due to the requirements of ship operation and autopilot design. Vessel simulators [1,2], can be used to train the ship handler and test the autopilot in a
virtual environment (also well-known as Hardware-in-the-loop Testing [3,4]). It plays an important role for the complex marine control systems [5], where the controller can be tested and is tuned in the virtual environment or Hardware-in-the-loop testing system. Hardware-in-the-loop testing system or vessel simulator can significantly reduce costs of the controller design for complex systems. A mathematical manoeuvring model is important for the vessel simulator, because it describes the response of a ship moving at sea.

Many manoeuvring mathematical models have been proposed considering the specific application requirements. These models have different features and are proposed for different application purposes considering the trade-off between the complexity and fidelity. For example, Abkowitz model [6] is one of the most popular models. The hydrodynamic forces and moments are approximated using a 3-order truncated Taylor expansion techniques. Nomoto model [7], was proposed for autopilot design only considering the yaw motion. The MMG model was proposed considering the physical meaning of the forces and moment of the hull, propeller, and rudder, and the interaction effect between them [8,9]. The vectorial model is describing the motion of ships in a vectorial setting [10]. It benefits the designing of controllers and observers for ships and the stability analysis. The model of Sutulo and Guedes Soares, [11,12], allows the description of arbitrary 3DOF ship manoeuvring motions. A manoeuvring model considering the effect of shallow water and confined waterway can be found in [13-16].

Parameter estimation for manoeuvring models is an interesting and challenging topic [17]. The most reliable and effective method is to estimate the parameters based on Planar Motion Mechanism (PMM) tests of a scaled ship model. The PMM test usually can provide
rich information for parameter estimation [18]. It can isolate the effect due to the coupled motions, such as surge, sway and yaw. The tests need to be carried out in a towing tank, which usually indicate high cost and are time-consuming.

System identification is one of the promising methods to obtain the parameters from measured data [19]. Now it has been widely used for estimating the hydrodynamics coefficients for marine vehicles [19-26]. Many methods have been employed for parameter estimation, and the Least Squares (LS) is one of the most popular methods. Nonlinear viscous damping forces of a surface vessel were identified using the least squares method [19]. In [25], PMM tests, such as pure yaw, pure sway, mixed sway and yaw, were carried in a towing tank using scaled ship model. The hydrodynamic coefficients were identified using the collected data, such as forces, moments, velocity and acceleration of surge, sway and yaw motions. The obtained mathematical model was then validated by reproducing the zigzag manoeuvring test conducted in the full-scaled ship [27]. Sutulo and Guedes Soares, [20,28], proposed an optimal offline system identification method combining the least squares with genetic algorithm to estimate the nonlinear manoeuvring coefficients. Xu et al. [23], used an optimal system identification based on least squares method to estimate the hydrodynamic coefficients of a modified Abkowitz model using a free-running model test, and further similar studies can be found in [29].

The least squares method is a simple and popular method but has some disadvantages [17,30]. The least squares method is sensitive to the noise and produces non-consistent estimations [31]. The obtained parameters usually contain a large uncertainty and easily they can drift from the true values. In order to get a robust estimation, truncated singular value decomposition (TSVD) [32] was used to solve the ill-conditioned problem of the
least square method [33]. Truncated singular value decomposition neglects the smallest singular values [34]. Because the data corresponding to smaller singular values usually imposes more uncertainty in the process of estimating uncertain parameters. Söderström [30], used a regularized least-square method to solve the hyper-parameter estimation problem with large data sets and ill-conditioned computations. Tikhonov regularization [35] is a good option for solving the ill-posed problem. It can significantly improve the condition number by modifying the normal equations in the least squares method while leaving the estimated parameter relatively unchanged. The effect of Tikhonov regularization is to estimate the parameters while also keeping them near the reference values $[36,37]$.

There are some other techniques used for the parameter estimation for ship manoeuvring. For example, in [26], the damping matrix of an underwater vehicle was estimated using neural networks. Perera et al. [38,39], used the Extended Kalman filter (EKF) to identify the parameters of a nonlinear vessel steering. The obtained steering model can be used to design the model-based heading controller. EKF was also used for observer design for underwater vehicles [40]. Maximum likelihood identification was used to design an adaptive wave filter for DP system [41]. In the last decade, a robust method, support vector machine (SVM), has been used for regression and parameter estimation [42]. SVM is a supervised machine learning algorithm, which can be used for both classification [43] or regression [44-46]. Xu and Guedes Soares [47,48], identified a nonlinear steering model for ship autopilot design using a least square support vector machine. Further studies can be found in [49-51]. Luo and Zou [21], used the least square support vector machine (LSSVM) to identify the hydrodynamic coefficients of an Abkowitz model. The further
work on this topic can be found in [22], in which, particle swarm optimization was employed to choose the regularization factor. Luo et al. [52] carried out manoeuvring simulation of a catamaran using support vector machines. Hou and Zou [53], identified the roll motion of floating structures in irregular waves using a $\varepsilon$-support vector regression. However, the obtained parameters using support vector machine also suffer the uncertainty problem due to noise. Both the linear and nonlinear hydrodynamic coefficients drift from the true value due to their large uncertainty. Multicollinearity is considered as the main reason for the parameter drift [22,54-56]. Multicollinearity is commonplace in the regression analysis, it is mostly due to the redundancy of the structure of the model [11]. Hwang [55], found the dynamic cancellation and the linear hydrodynamic coefficients drift simultaneously using slender-body theory. Luo and Li [54], used several methods, such as model simplification, parallel processing and additional excitation, to diminish the parameter drift. It needs to be pointed out that the main purpose of these methods is to reconstruct the samples and lighten the multicollinearity. The parameters with large uncertainty are sensitive to the noise and easily drift from the true values. So, it is necessary to analyze the parameter uncertainty induced by the noise. Xu et al. [50,56], used the singular value decomposition to give an explanation of the parameter uncertainty, Truncated singular value decomposition was used to diminish the parameter uncertainty and provide good results.

The main contribution of this paper is to propose a novel version of LS-SVM, i.e. the truncated least square support vector machine (TLS-SVM), and to employ it to estimate the nondimensionalized hydrodynamic coefficients. The proposed truncated LS-SVM is different from the method used by Wei et al. [57] and Zheng et al. [58], where singular
value decomposition (SVD) was employed for signal pre-processing, and the filtered data was then used for training the classical LS-SVM. The proposed truncated LS-SVM is trained by the singular value decomposition (SVD) of the kernel matrix. So, it can avoid the costly matrix inversion operation in classical LS-SVM. Meanwhile, the robust character can be achieved by ignoring the smaller singular values, because of their negligible contribution to the solutions.

The second contribution of this paper is to give a mathematical explanation for the parameter drift using singular value decomposition. Model reduction is carried out based on truncated LS-SVM. The PMM test data is used to identify the values of the hydrodynamic coefficients using truncated LS-SVM. Model reduction or model simplification was carried out based on leave-one-out method. The resulting models were further tested against the test training set. Most of them are not used in the traning process. The $R^{2}$ is used to demonstrate the accuracy of the obtained models. The results show that the simplified model works well and the truncated LS-SVM can provide a stable result and diminish the parameter uncertainty successfully.

The rest of the paper is organized as follows. Section 2 describes the planar motion mechanism (PMM) Tests. In section 3, the Truncated LS-SVM is introduced in detail and the uncertainty analysis of the identified parameters is given using singular value decomposition. A nonlinear manoeuvring model is briefly introduced in Section 4, and the multi-step parameter estimation and model simplification is carried out in Section 5. In section 6, Validation of the simplified nonlinear manoeuvring model is carried out. The final section is the conclusion.

## 2. Planar Motion Mechanism Tests

Scaled ship model tests are always the first choice when studying ship performance, because full-scale ship tests usually cost much money and time, although some information cannot be measured directly, such as forces acting on the rigid hull due to environmental disturbances. Computational fluid dynamics (CFD) is a very efficient tool for the study on manoeuvring of ships. It can provide rich information when ship moving in the sea, but the verification and validation of this method still have some way to go.

This section summarizes the series of PMM tests recommended by ITTC [18], such as pure yaw and pure sway. They were carried out using a scaled ship model in the tank of SINTEF Ocean, as presented in Fig. 1. The PMM test is commonly used for modelling the ship motions as it can provide rich information for system identification and get a reliable estimation of the parameters. Here, different PMM tests are introduced briefly. As presented in Fig. 1, the ship model was fixed on a 6-DOF hexapod motion platform. The ship can move freely in 6 DOF. During the tests, the platform can control the ship moving as required by the tests. The forces and moment acting on the ship hull can be measured directly.


Fig. 1. PMM tests in a towing tank.

In pure surge test, the carriage tows the model forward with oscillations around a fixed surge speed. They are usually sinusoidal oscillations. During the tests, the sway speed and yaw rate are kept as zero ( $v=0$ and $r=0$ ). So, the effect of sway and yaw can be eliminated from the surge motion model. This test aims to achieve the full response of surge motion. The trajectory of the pure surge is presented in Fig. 2(a).

In the pure drift test, the ship model is towed in a tank forward with a fixed drift angle $\beta$, as presented in Fig. 2(b). During the test, the surge and sway velocity is a non-zero constant, while the yaw rate is zero $(u=U \cos (\beta), v=U \sin (\beta), r=0)$. So, the hydrodynamic coefficients related to the yaw motion can be neglected.

In a pure sway test, the carriage tows the model forward with oscillations around a fixed sway speed. This test can isolate the sway dynamics from the yaw motion. The surge speed of the ship is constant, and sway speed is sine wave $\left(u=u_{c}, v=v_{\text {max }} \cos (\omega t)\right.$ and $\left.\psi=0\right)$. As presented in Fig. 2(c). The hydrodynamic coefficients related to the yaw motion can be neglected during the identification process.

In order to get the full response of yaw motion, the pure yaw test is a good choice. It can isolate the sway dynamics from the yaw motion. During the test, the output of the ship's yaw angle is a sine wave, meanwhile the surge speed is constant $\left(u=u_{c}, v=0\right.$ and $\left.\psi=\psi_{\text {max }} \sin (\omega t)\right)$, as presented in Fig. 2(d).

Mixed sway and drift was carried out using a ship model with a sinusoidal oscillation in sway motion and a constant drift angle. The pathline is presented in Fig. 2(e). This test can provide the dynamic information of surge, sway and yaw motion. So, it can be used to estimate the coefficients related to the surge, sway and yaw motion. During the test, the
ground speed and drift angle is kept as constant, and yaw rate is set as a sinusoidal oscillation, $U=U_{c}, \quad \beta=\beta_{c}$ and $\psi=\psi_{\text {max }} \sin (\omega t)$


Figure 2. PMM test of ship model travelling along the pathline: (a) straight line (pure surge or surge acceleration); (b) pure drift; (c) pure sway; (d) pure yaw; (e) pure yaw
+drift

## 3. Truncated least square support vector machine

The support vector machine, which was proposed by Vapnik [44], is a supervised machine learning algorithm widely used for both classification and regression [59]. Least square support vector machine (LS-SVM) proposed by Suykens and Vandewalle [43], is a modified version of SVM. By including the regularized squared error term in the SVM, the
solutions can be obtained by solving a set of linear equations instead of convex quadratic programming $(\mathrm{QP})$ problem for classical SVMs. In this section, the classical LS-SVM will be introduced briefly. Then the truncated LS-SVM is proposed using singular value decomposition technology. Truncated LS-SVM is trained through the singular value decomposition (SVD) of the kernel matrix. So, it can avoid the matrix inversion operation, which is usually computationally expensive. Meanwhile, the truncated LS-SVM also neglect the effect of the small singular values and can provide a robust estimation.

### 3.1 Classical Least square support vector machine

Assume that there are $N$ samples in the training set, $\boldsymbol{S}=\left\{s_{i} \mid s_{i}=\left(x_{i}, y_{i}\right), x_{i} \in \mathfrak{R}^{n}, y_{i} \in \mathfrak{R}\right\}_{i=1}^{N}$, where $x_{i}$ is the input. $y_{i}$ is the output. a general approximation function for regression purposes is:

$$
\begin{equation*}
y(x)=\boldsymbol{w}^{T} \boldsymbol{\varphi}(x)+b \tag{1}
\end{equation*}
$$

where, $x$ represents the training samples. $y(x)$ are the target values. $b$ is the bias term. $\boldsymbol{w}$ is a weight matrix. $\varphi(x)$ is kernel function. Then, an optimization is formulated:

$$
\begin{array}{rlrl}
\min _{w, b, e_{i}} & f(w, e) & =\frac{1}{2} \boldsymbol{w}^{T} \boldsymbol{w}+\frac{1}{2} C \sum_{i=1}^{N} e_{i}^{2}  \tag{2}\\
\text { s.t. } & y_{i} & =\boldsymbol{w}^{T} \boldsymbol{\varphi}\left(x_{i}\right)+b+e_{i}
\end{array}
$$

where $e_{i}, i=1 \cdots N$, is the error. $C$ is the regularization factor. There is a trade-off between the model accuracy and the model complexity (also well-known as structural risk [59]). In order to solve Eq. (2), the Lagrange function is introduced. It is given as:
$L\left(\boldsymbol{w}, b, e_{i}, \alpha_{i}\right)=\frac{1}{2} \boldsymbol{w}^{T} \boldsymbol{w}+\frac{1}{2} C \sum_{i=1}^{N} e_{i}^{2}-\sum_{i=1}^{N} \alpha_{i}\left[\boldsymbol{w}^{T} \boldsymbol{\varphi}\left(x_{i}\right)+b+e_{i}-y_{i}\right]$
where $\alpha_{i}$ are the Lagrange multipliers. The Karush-Kuhn-Tucker conditions (KKT) [59], are defined by computing the derivative of Eq. (3) with respect to $\boldsymbol{w}, b, e_{i}, \alpha_{i}$ :
$\frac{\partial \mathrm{L}}{\partial \boldsymbol{w}}=0 \quad \rightarrow \quad \boldsymbol{w}=\sum_{i=1}^{N} \alpha_{i} \boldsymbol{\varphi}\left(x_{i}\right)$
$\frac{\partial \mathrm{L}}{\partial b}=0 \rightarrow \sum_{i=1}^{N} \alpha_{i}=0$
$\frac{\partial \mathrm{L}}{\partial e_{i}}=0 \quad \rightarrow \quad \alpha_{i}=C e_{i}$
$\frac{\partial \mathrm{L}}{\partial \alpha_{i}}=0 \quad \rightarrow \quad \boldsymbol{w}^{T} \boldsymbol{\varphi}\left(x_{i}\right)+b+e_{i}-y_{i}=0$
where $i=1 \cdots N$. Rewriting Eq. 4 in matrix representation.

$$
\underbrace{\left[\begin{array}{cc}
0 & \overrightarrow{1}  \tag{5}\\
\overrightarrow{1} & K(\cdot)+C^{-1} \boldsymbol{I}
\end{array}\right]}_{A} \underbrace{\left[\begin{array}{c}
b \\
\vec{\alpha}
\end{array}\right]}_{\theta}=\underbrace{\left[\begin{array}{l}
0 \\
\vec{Y}
\end{array}\right]}_{V}
$$

where $\boldsymbol{I}$ is an $N \times N$ identity matrix. $\vec{\alpha}=\left[\alpha_{1}, \cdots \alpha_{N}\right]^{T}, \quad \vec{Y}=\left[y_{1}, \cdots, y_{N}\right]^{T} . \quad K\left(x_{k} \cdot x_{i}\right)=\varphi\left(x_{k}\right)^{T} \varphi\left(x_{i}\right)$, $i=1, \cdots, N$ is the kernel function, which is an inner product between its operands. It is positive definite and satisfies the Mercer condition [43,44]. As presented in Eq. (5), the dimension of the matrix, $\boldsymbol{A}$, is $(N+1) \times(N+1)$. It is proportional to the length of the training set. So, if the training set is large, the classical LS-SVM fails to invert the matrix due to the heavy computation. Substitute $\boldsymbol{w}$ in Eq. (1) with Eq. (4) and the kernel function $\left(K\left(x_{k} \cdot x_{i}\right)=\varphi\left(x_{k}\right)^{T} \varphi\left(x_{i}\right)\right)$, the LS-SVM model for the regression yields:
$y(x)=\sum_{i=1}^{N} \alpha_{i} \varphi\left(x_{k}\right)^{T} \varphi\left(x_{i}\right)+b=\sum_{i=1}^{N} \alpha_{i} K\left(x \cdot x_{i}\right)+b$

### 3.2 Truncated least square support vector machine

As presented in $[21,54,55]$, the parameters drift from the true values when estimating the hydrodynamic coefficients using the least square support vector machine. Several methods for reconstructing the training data were used to diminish the parameter drift. In this section, the reason for the parameter drift is discussed using singular value decomposition. Then, a truncated least square support vector machine is proposed for the parameter estimations. Using singular value decomposition, the matrix, $\boldsymbol{A}$, can be rewritten as
$\boldsymbol{A}=\sum_{i=1}^{n} u_{i} \sigma_{i} v_{i}^{T}=\boldsymbol{U} \boldsymbol{\Sigma} \boldsymbol{V}^{T}$

Then, the Eq. (5) can be rewritten as:
$\boldsymbol{\theta}=\left(\boldsymbol{U} \boldsymbol{\Sigma} \boldsymbol{V}^{T}\right)^{-1} Y=\boldsymbol{V} \boldsymbol{\Sigma}^{-1} \boldsymbol{U}^{T} Y=\sum_{i=1}^{n} \frac{v_{i} u_{i}^{T}}{\sigma_{i}} Y$
where the matrix $\boldsymbol{U}$ and $\boldsymbol{V}$ are orthonormal, $\boldsymbol{U}^{T} \boldsymbol{U}=I$ and $\boldsymbol{V}^{T} \boldsymbol{V}=I . \Sigma$ is the diagonal matrix of the singular values of the matrix $\boldsymbol{A}$.

Assume that there is an additive perturbation, $\delta Y$, it will propagate to a perturbation in the solution,
$\delta \theta=\boldsymbol{V} \boldsymbol{\Sigma}^{-1} \boldsymbol{U}^{T} \delta Y=\sum_{i=1}^{n} \frac{v_{v} u_{i}^{T}}{\sigma_{i}} \delta Y$

As presented in Eq. (9), when the singular value, $\sigma_{i}$, is very small or close to the numerical precision of the computation, then the perturbation in the $y$ is magnified and can potentially dominate the solutions, $\theta_{i}$. The corresponding columns of $\boldsymbol{U}$ and $\boldsymbol{V}$ contribute negligibly to the matrix $\boldsymbol{A}$. Their contribution to the solution can be easily dominated by the noise
and round-off error in $y$. So, the corresponding parameters are easily affected by the noise in the data and drift from the true values with a large probability.

In order to get a physically meaningful solution, smaller singular values should be neglected or damped. Truncated singular value decomposition (TSVD) can be used to obtain a relatively accurate representation of the matrix $\boldsymbol{A}$, by retaining the first $r$ singular values of $\boldsymbol{A}$ and the corresponding columns of $\boldsymbol{U}$ and $\boldsymbol{V}$. The TSVD can be presented as

$$
\begin{equation*}
\boldsymbol{A}_{r}=\boldsymbol{U}_{r} \Sigma_{r} \boldsymbol{V}_{r}^{T} \tag{10}
\end{equation*}
$$

where the matrix $\Sigma_{r}$ is obtained by retaining the first $r$ singular values of $\Sigma$. Similarly, matrices $\boldsymbol{U}_{r}$ and $\boldsymbol{V}_{r}$ are found using the corresponding singular vectors. The resulting $\boldsymbol{A}_{r}$ represents the reduced data set where the data related to the omitted singular values are filtered. The optimal value of $r$ can be estimated using the $L$-curve, which is a $\log -\log$ plot of the norm of a regularized solution versus the norm of the corresponding residual norm [35,36,60]. The flowchart of optimal Truncated LS-SVM is given in Fig. 3.

The covariance matrix of the parameter estimates, $\boldsymbol{V}_{\hat{\theta}}$, was estimated using

$$
\begin{equation*}
\boldsymbol{V}_{\hat{\theta}}=\left[\frac{\partial \hat{\theta}}{\partial y}\right] \boldsymbol{V}_{y}\left[\frac{\partial \hat{\theta}}{\partial y}\right]^{T}=\left[X^{T} \boldsymbol{V}_{y}^{-1} X\right]^{-1} \tag{11}
\end{equation*}
$$

The covariance matrix is sometimes called the error propagation matrix, as it indicates how random measurement errors in the data y , as described by $\boldsymbol{V}_{y}$, propagate to the model coefficients $\hat{\theta}$. The error of the parameters, $\sigma_{\hat{\theta}}$ is the square-root of the diagonal of the parameter covariance matrix.


Figure 3: Flowchart of Optimal Truncated LS-SVM

## 4. Nonlinear manoeuvring mathematical model

In this section, a nonlinear manoeuvring model in 3 degree of freedom (DOFs) is considered. This model was derived using the Kirchhoff-Motion-Equations [10,61,62]. The mathematical model for a marine surface vessel in 3-DOF (surge, sway and yaw) can be expressed as [10]:

$$
\begin{gather*}
\dot{\boldsymbol{\eta}}=\boldsymbol{R}(\psi) \boldsymbol{v}  \tag{12}\\
\boldsymbol{M}_{R B} \dot{\boldsymbol{v}}+\boldsymbol{C}_{R B}(\boldsymbol{v}) \boldsymbol{v}+\boldsymbol{M}_{A} \dot{\boldsymbol{v}}+\boldsymbol{C}_{A}(\boldsymbol{v}) \boldsymbol{v}+\boldsymbol{D}(\boldsymbol{v}) \boldsymbol{v}=\boldsymbol{\tau}_{\text {prop }}+\boldsymbol{\tau}_{\text {rudder }}+\boldsymbol{\tau}_{\text {wind }}+\boldsymbol{\tau}_{\text {wave }}+\boldsymbol{\tau}_{\text {ext. }}
\end{gather*}
$$

where, $\boldsymbol{\eta}=[N, E, \psi]^{T}$ is the generalized position defined in the North-East-Down (NED). $\boldsymbol{v}=[u, v, r]^{T}$ is the velocity and yaw rate in the body-fixed frame. $\boldsymbol{M}_{R B}$ and $\boldsymbol{M}_{A}$ are the mass matrix and added mass matrix. $\boldsymbol{C}_{R B}(\boldsymbol{v})$ and $\boldsymbol{C}_{A}(\boldsymbol{v})$ are the Coriolis-centripetal matrix
of the rigid-body and hydrodynamic Coriolis-centripetal matrix, respectively. $\boldsymbol{D}(\boldsymbol{v})$ is the hydrodynamic damping matrix. $\boldsymbol{R}(\psi)$ is the rotation matrix achieving transformation of linear velocity from BODY to NED. The mass matrix and Coriolis-centripetal matrix of the rigid-body, $\boldsymbol{C}_{R B}(\boldsymbol{v})$, is given:

$$
\begin{gather*}
\boldsymbol{M}=\left[\begin{array}{ccc}
m & 0 & 0 \\
0 & m & 0 \\
0 & 0 & I_{z}
\end{array}\right] \quad(13)  \tag{13}\\
\boldsymbol{C}_{R B}=\left[\begin{array}{ccc}
0 & 0 & -m v \\
0 & 0 & m u \\
m v & -m u & 0
\end{array}\right] \tag{14}
\end{gather*}
$$

Added-mass matrix and hydrodynamic Coriolis-centripetal matrix, $\boldsymbol{C}_{A}(\boldsymbol{v})$, are given as in [10]:

$$
\begin{align*}
\boldsymbol{M}_{A} & =\left[\begin{array}{ccc}
X_{\dot{u}} & 0 & 0 \\
0 & Y_{\dot{v}} & Y_{\dot{r}} \\
0 & N_{\dot{v}} & N_{\dot{r}}
\end{array}\right] \quad(15)  \tag{15}\\
\boldsymbol{C}_{A}(\boldsymbol{v}) & =\left[\begin{array}{ccc}
0 & 0 & Y_{\dot{v}} v+Y_{\dot{r}} r \\
0 & 0 & -X_{\dot{u}} u \\
-Y_{\dot{v}} v-Y_{\dot{r}} r & X_{\dot{u}} u & 0
\end{array}\right]
\end{align*}
$$

Hydrodynamic damping forces are very complex and mainly caused by lift and drag, crossflow drag, and vortex shedding [10]. They are the most awkward and ill-defined forces and moments acting on a ship. Here, the structure of nonlinear damping forces is adopted from [61,63], where the total damping forces are derived into two terms, damping due to lift and drag and crossflow drag. The total damping matrix is given:

$$
D(\boldsymbol{v})=\left[\begin{array}{ccc}
-X_{u u} u-X_{u u} u^{2} & -X_{v v} v-X_{r v} r & -X_{r r} r-X_{u r r} u r  \tag{17}\\
-X_{u v v} v r-X_{u|v|}|v| & -X_{u v v} u v & \\
0 & -Y_{u v} u-Y_{u u v} u^{2}-Y_{v v} v^{2} & -Y_{u r} u-Y_{u u r} u^{2}-Y_{r r} r^{2} \\
0 & -Y_{r v r} v^{2}-Y_{|v| v}|v|-Y_{|r| v}|r| & -Y_{v v r} v^{2}-Y_{|v|}|v|-Y_{|r| r}|r| \\
0 & -N_{u v} u-N_{u u v} u^{2}-N_{v v} v^{2} & -N_{u v} u-N_{u u r} u^{2}-N_{r r r} r^{2} \\
0 & -N_{r v v} r^{2}-N_{| | v v}|v|-N_{|r| v}|r| & -N_{v v} v^{2}-N_{|v|}|v|-N_{|r| r} r|r|
\end{array}\right]
$$

During the captive model tests, the measured forces in the 3DOF nonlinear manoeuvring model described in Eq. (11) can be written as:

$$
\begin{equation*}
\boldsymbol{\tau}_{R B}=\boldsymbol{M}_{A} \dot{\boldsymbol{v}}+\boldsymbol{C}_{A}(\boldsymbol{v}) \boldsymbol{v}+\boldsymbol{D}(\boldsymbol{v}) \boldsymbol{v} \tag{18}
\end{equation*}
$$

The equations of the hydrodynamic forces and moment can be expressed as follow:

$$
\begin{align*}
& X=X_{\dot{u}} \dot{u}+Y_{\dot{v}} v r+Y_{\dot{r}} r r+X_{u u} u u+X_{u u u} u u u \\
& +X_{r v u} r v u+X_{w v} v v+X_{r v} r v+X_{u v v} u v v+X_{r r} r r  \tag{19}\\
& +X_{u r v} u r r+X_{u \mid v} u|v| \\
& Y=Y_{\dot{v}} \dot{v}+Y_{\dot{r}} \dot{r}+X_{i u} u r+Y_{u v} u v+Y_{u v} u r+Y_{u u r} u u r \\
& +Y_{u u v} u u v+Y_{v v} v v v+Y_{r r r} r r r+Y_{r v v} r v+Y_{v v r} v v r  \tag{20}\\
& +Y_{v|l|} v|r|+Y_{v|v|}|v|+Y_{r v v} r|v|+Y_{r v \mid} r|r|
\end{align*}
$$

$$
\begin{align*}
& N=N_{\dot{v}} \dot{v}+N_{\dot{r}} \dot{r}+\left(Y_{\dot{v}}-X_{\dot{u}}\right) v u+Y_{\dot{r}} u r \\
& +N_{u v} u v+N_{u r} u r+N_{u u r} u u r+N_{u u v} u u v+N_{v v} v v v \\
& +N_{r r r} r r r+N_{r v v} r v+N_{v v} v v r+N_{v|v|} v|r|  \tag{21}\\
& +N_{v \mid v} v|v|+N_{r|v|} r|v|+N_{r|r|}|r|
\end{align*}
$$

Obviously, these damping forces are too complex, and there are some redundant terms that produce similar effects, such as $N_{v|r|} \nu|r|$ and $N_{r v v} r r v, N_{v r r} r r r$ and $N_{r|r|} r|r|$. This almost certainly would result in overfitting and multicollinearity [11], which is also confirmed in reference [56]. So, it is necessary to simplify the above models.

## 5. Parameter estimation and simplification of the Nonlinear Manoeuvring model

In this section, the regression analysis will be carried out based on PMM tests, which were introduced in section 2 . The effect of each similar term in the damping matrix will be analysed using a leave-one-out method. The main idea is to neglect the hydrodynamic coefficients with the largest uncertainty, then check if the new model still can reproduce the experimental results with good accuracy. In order to simplify the problem, multi-step system identification method based on truncated LS-SVM will be employed during the regression analysis. The $R^{2}$ is used to measure the goodness of the fitness, as given in Eq. (22). If $R^{2}$ is close to 1 , it indicates that the obtained mathematical model can fully explain the test data.

$$
\begin{equation*}
R^{2}=1-\frac{\sum\left[y_{i}-\hat{y}\left(x ; \theta^{*}\right)\right]^{2}}{\sum\left[y_{i}-\bar{y}\right]^{2}} \tag{22}
\end{equation*}
$$

In order to compare the coefficients of different ships and to estimate the dynamics of a full-size ship, the hydrodynamic parameters need to be converted to dimensionless ones. The prime system of SNAME (1950) will be used to normalize the hydrodynamic coefficients. The water density, $\rho$, the ship length $L$ and the shipping speed $U$ are employed as characteristic dimensional parameters. The list of the non-dimensionalisation factors and corresponding coefficients in Eqs. (19-21) is shown in Table 1.

Table 1. Dimensional factors for nondimensionalising the hydrodynamic coefficients.

| Coef. | Dimensional <br> Factor | Coef. | Dimensional <br> Factor | Coef. | Dimensional <br> Factor |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $X_{u i}$ | $0.5 \rho L^{3}$ | $Y_{\dot{v}}^{\prime}$ | $0.5 \rho L^{3}$ | $N_{v}^{\prime}$ | $0.5 \rho L^{4}$ |
| $X_{u}^{\prime}$ | $0.5 \rho L^{2} U$ | $Y_{\dot{r}}^{\prime}$ | $0.5 \rho L^{4}$ | $N_{r}^{\prime}$ | $0.5 \rho L^{5}$ |
| $X_{u u}^{\prime}$ | $0.5 \rho L^{2}$ | $Y_{u v}^{\prime}$ | $0.5 \rho L^{2}$ | $N_{u v}^{\prime}$ | $0.5 \rho L^{3}$ |
|  |  |  |  |  |  |


| $X_{\text {unu }}^{\prime}$ | $0.5 \rho L^{2} U^{-1}$ | $Y_{u r}^{\prime}$ | $0.5 \rho L^{3}$ | $N_{u r}^{\prime}$ | $0.5 \rho L^{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $X_{\text {ruu }}^{\prime}$ | $0.5 \rho L^{3} U^{-1}$ | $Y_{\text {unir }}^{\prime}$ | $0.5 \rho L^{3} U^{-1}$ | $N_{u u r}^{\prime}$ | $0.5 \rho L^{4} U^{-1}$ |
| $X_{w}^{\prime}$ | $0.5 \rho L^{2}$ | $Y_{\text {uuv }}^{\prime}$ | $0.5 \rho L^{2} U^{-1}$ | $N_{u u v}^{\prime}$ | $0.5 \rho L^{3} U^{-1}$ |
| $X_{r v}^{\prime}$ | $0.5 \rho L^{3}$ | $Y_{v v}^{\prime}$ | $0.5 \rho L^{2} U^{-1}$ | $N_{w v}^{\prime}$ | $0.5 \rho L^{3} U^{-1}$ |
| $X_{u v v}^{\prime}$ | $0.5 \rho L^{2} U^{-1}$ | $Y_{r r}^{\prime}$ | $0.5 \rho L^{5} U^{-1}$ | $N_{r r}^{\prime}$ | $0.5 \rho L^{6} U^{-1}$ |
| $X_{r r}^{\prime}$ | $0.5 \rho L^{4}$ | $Y_{r v}^{\prime}$ | $0.5 \rho L^{4} U^{-1}$ | $N_{r v}^{\prime}$ | $0.5 \rho L^{5} U^{-1}$ |
| $X_{u r r}^{\prime}$ | $0.5 \rho L^{4} U^{-1}$ | $Y_{v r}^{\prime}$ | $0.5 \rho L^{3} U^{-1}$ | $N_{\text {wr }}^{\prime}$ | $0.5 \rho L^{3} U^{-1}$ |
| $X_{u\| \|}^{\prime}$ | $0.5 \rho L^{2}$ | $Y_{v, 1}^{\prime}$ | $0.5 \rho L^{3}$ | $N_{\text {N/ }}^{\prime}$ | $0.5 \rho L^{4}$ |
|  |  | $Y_{\text {v\| }}^{\prime}$ | $0.5 \rho L^{2}$ | $N_{\text {d }}^{\prime}$ | $0.5 \rho L^{3}$ |
|  |  | $Y_{\text {r\|l\| }}^{\prime}$ | $0.5 \rho L^{3}$ | $N_{\text {r\| }}^{\prime}$ | $0.5 \rho L^{4}$ |
|  |  | $Y_{r\|r\|}^{\prime}$ | $0.5 \rho L^{4}$ | $N_{\text {r\|r }}^{\prime}$ | $0.5 \rho L^{5}$ |

The classical LS-SVM have a poor generalization performance when the training set is large scale. As suggested by Suykens [59], the size of the training set should be less than 2000. Before employing the proposed truncated LS-SVN for the parameter estimation, the classical LS-SVM is used to estimate the parameter of yaw motion. The obtained numerical model is then validated with the test set. The yaw model, as illustrated in Eq. (41), was chosen. The length of the training set is 6000 , which is greater than the suggested number [59]. The LS-SVM toolbox [59] is chosen for approaching the yaw model. The training process is carried out and the numerical prediction is compared with the experimental data, as presented in Fig. 4 (a). The obtained model approximates the yaw moment in the training set successfully. The $\mathrm{R}^{2}$ is 0.9938 and the errors are zero as presented in Table 2. It indicates that the obtained model can fully explain the training set. However, the validation process is carried out and the result is presented in Fig. 4 (b), which shows that the obtained numerical yaw model has a poor generalization performance and failed to reproduce the yaw moment in the validation set. The $\mathrm{R}^{2}$ is $9.24 \mathrm{E}+19$, it indicated the obtained model failed to predict the yam moments. Therefore,
in order to obtain a robust parameter estimation, the optimal truncated LS-SVM will be used in the following part. The result shows that the truncated LS-SVM works with a large training set and provide a robust parameter estimation.

Table 2. Values of the hydrodynamic coefficent of yaw motion using classical LS-SVM and Truncated LS-SVM

|  | Truncated LS-SVM |  | LS-SVM |  |
| :---: | :---: | :---: | :---: | :---: |
| Coef. | Value | Error (\%) | Value | Error (\%) |
| $N_{r}^{\prime}$ | $-1.20 \mathrm{E}-03$ | 0.19 | $-3.78 \mathrm{E}+07$ | 0 |
| $N_{\dot{v}}^{\prime}$ | $1.87 \mathrm{E}-03$ | 0.65 | $-3.67 \mathrm{E}+07$ | 0 |
| $N_{\text {uur }}^{\prime}$ | $-8.41 \mathrm{E}-03$ | 0.20 | $-1.91 \mathrm{E}+06$ | 0 |
| $N_{r\|r\|}^{\prime}$ | $-1.00 \mathrm{E}-03$ | 2.50 | $2.14 \mathrm{E}+06$ | 0 |
| $N_{\text {uuv }}^{\prime}$ | $2.14 \mathrm{E}-02$ | 0.10 | $1.28 \mathrm{E}+07$ | 0 |
| $N_{\text {r\|r }}^{\prime}$ | $-1.69 \mathrm{E}-02$ | 0.40 | $-7.35 \mathrm{E}+05$ | 0 |
| $N_{r \mid \boldsymbol{l}}^{\prime}$ | $1.11 \mathrm{E}-02$ | 0.73 | $4.03 \mathrm{E}+05$ | 0 |


(a)

(b)

Figure 4. The modelling the yaw motion using the classical LS-SVM, (a: training process; b: validation process).

### 5.1 Regression analysis of surge motion

First, pure surge and pure sway will be used for training purposes. The surge model can be simplified due to the zero-yaw. It can be rewritten as:

$$
\begin{equation*}
X^{\prime}=X_{u}^{\prime} u^{\prime}+X_{u u}^{\prime} u^{\prime} u^{\prime}+X_{u u u}^{\prime} u^{\prime} u^{\prime} u^{\prime}+X_{v v}^{\prime} v^{\prime} v^{\prime}+X_{u v v}^{\prime} u^{\prime} v^{\prime} v^{\prime}+X_{u \mid v}^{\prime} u^{\prime}\left|v^{\prime}\right| \tag{23}
\end{equation*}
$$

The nondimensionalized parameters and corresponding deviations are presented in table 2. From the table, the term, $X_{v v}^{\prime}$, failed to be estimated due to the large deviation. The terms, $X_{u u u}^{\prime}$ and $X_{u u}^{\prime}$, are with the same values and different sign. The terms, $X_{u v v}^{\prime}$ and $X_{u| | \mid}^{\prime}$, also produce similar effects. so, a new revised model can be proposed as:

$$
\begin{equation*}
X^{\prime}=X_{u \dot{u}}^{\prime} \dot{u}^{\prime}+X_{u u u}^{\prime} u^{\prime} u^{\prime} u^{\prime}+X_{u v v}^{\prime} u^{\prime} v^{\prime} v^{\prime} \tag{24}
\end{equation*}
$$

The values for the new model is given in Table 3. Obviously, the new model is more stable and simple compared with the previous one. The $R^{2}$ values for both models are 0.754 and 0.753 , respectively. So, the revised model can also agree with the training data well.

Table 3. The values of the parameters and their deviations for the surge models using pure surge and pure sway test data.

| Coef. | Old model Eq.(23) |  | Revised model Eq.(24) |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Value | Error (\%) | Value | Error (\%) |
| $X_{u}^{\prime}$ | $-1.11 \mathrm{E}-02$ | 0.64 | $-1.11 \mathrm{E}-02$ | 0.65 |
| $X_{u u}^{\prime}$ | $1.02 \mathrm{E}+00$ | 14.91 | - | - |
| $X_{\text {uuu }}^{\prime}$ | $-1.02 \mathrm{E}+00$ | 14.90 | $-7.25 \mathrm{E}-05$ | 7.23 |
| $X_{u v}^{\prime}$ | $1.42 \mathrm{E}-02$ | 53.69 | - | - |
| $X_{u v v}^{\prime}$ | $-5.63 \mathrm{E}-01$ | 14.15 | $-4.69 \mathrm{E}-02$ | 1.60 |
| $X_{u\| \| \mid}^{\prime}$ | $-9.82 \mathrm{E}-04$ | 31.49 | - | - |



Figure 5: The pure surge and pure sway test reproduced based on the obtained surge models.

The surge forces are reproduced using both models, and the result is presented in Fig. 5. Then, a training set contains pure surge, pure sway and pure yaw is used to analyse the surge motion. considering the previous discussion, the new surge model can be written as:
$X^{\prime}=X_{\dot{u}}^{\prime} \dot{u}^{\prime}+Y_{\dot{v}}^{\prime} v^{\prime} r^{\prime}+Y_{\dot{r}}^{\prime} r^{\prime} r^{\prime}+X_{u u u}^{\prime} u^{\prime} u^{\prime} u^{\prime}+X_{u v v}^{\prime} u^{\prime} v^{\prime} v^{\prime}+X_{r v u}^{\prime} r^{\prime} v^{\prime} u^{\prime}+X_{r v}^{\prime} r^{\prime} v^{\prime}+X_{r r}^{\prime} r^{\prime} r^{\prime}+X_{u r r}^{\prime} u^{\prime} r^{\prime} r^{\prime}$

The values for Eq. (25) are given in Table 4. From the table, $X_{r v}^{\prime}$ can be neglected due to the large uncertainty. The values of $X_{r r}^{\prime}$ and $X_{u r r}^{\prime}$ are nearly the same. So, it is possible to just keep one of them. Then, the revised version can be obtained:

$$
\begin{equation*}
X^{\prime}=X_{\dot{u}}^{\prime} \dot{u}^{\prime}+Y_{\dot{v}}^{\prime} v^{\prime} r^{\prime}+Y_{\dot{r}}^{\prime} r^{\prime} r^{\prime}+X_{u u u}^{\prime} u^{\prime} u^{\prime} u^{\prime}+X_{u v v}^{\prime} u^{\prime} v^{\prime} v^{\prime}+X_{r v u}^{\prime} r^{\prime} v^{\prime} u^{\prime}+X_{u r r}^{\prime} u^{\prime} r^{\prime} r^{\prime} \tag{26}
\end{equation*}
$$

The number of the parameters of the final surge model are reduced from 12 to 5. However, the new model can still provide a satisfactory prediction of the surge forces. It can reproduce the training set with good accuracy, as presented in Fig. 6. The $R^{2}$ values for both models are 0.854 and 0.849 , respectively. So, the final model for surge motion works well and is more stable than the old one.

Table 4. The values of the parameters and their deviations for the whole surge models

| Coef. | Old model Eq.(25) |  | Revised model Eq.(26) |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Value | Error (\%) | Value | Error <br> $(\%)$ |
| $X_{u}^{\prime}$ | $-1.04 \mathrm{E}-02$ | 0.60 | $-1.04 \mathrm{E}-02$ | 0.61 |
| $X_{u u u}^{\prime}$ | $-2.36 \mathrm{E}-04$ | 1.49 | $-2.67 \mathrm{E}-04$ | 1.29 |
| $X_{u v}^{\prime}$ | $-1.34 \mathrm{E}-02$ | 1.54 | $-9.29 \mathrm{E}-03$ | 1.76 |
| $X_{r v u}^{\prime}$ | $6.99 \mathrm{E}-02$ | 4.89 | $5.84 \mathrm{E}-02$ | 0.25 |
| $X_{r v}^{\prime}$ | $-1.09 \mathrm{E}-02$ | 29.68 | - | - |
| $X_{r r}^{\prime}$ | $6.19 \mathrm{E}-02$ | 3.13 | - | - |
| $X_{u r r}^{\prime}$ | $-6.34 \mathrm{E}-02$ | 3.07 | $-1.22 \mathrm{E}-03$ | 2.33 |



Figure 6: The training set reproduced on the basis of the obtained surge models (Eq. 25 and Eq.26).

### 5.2 Regression analysis of sway motion

First, pure sway test is used as the training set. Because the yaw rate is kept as zero, so the sway model in Eq.(20) can be simplified as:
$Y^{\prime}=Y_{v}^{\prime} \dot{v}^{\prime}+Y_{u v}^{\prime} u^{\prime} v^{\prime}++Y_{u u v}^{\prime} u^{\prime} u^{\prime} v^{\prime}+Y_{v v}^{\prime} v^{\prime} v^{\prime} v^{\prime}+Y_{v v v}^{\prime} v^{\prime}\left|v^{\prime}\right|$

The values of the parameters and deviations are presented in Table 5. The ones with a large uncertainty are neglected and delete similar terms. The Eq.(27) can be rewritten as:

$$
\begin{equation*}
Y^{\prime}=Y_{\dot{v}}^{\prime} \dot{v}^{\prime}+Y_{u u v}^{\prime} u^{\prime} u^{\prime} v^{\prime}+Y_{v|v|}^{\prime} v^{\prime}\left|v^{\prime}\right| \tag{28}
\end{equation*}
$$

The uncertainty of the parameters diminishes significantly, meanwhile, and the $R^{2}$ for both models is 0.9959 and 0.9957 , respectively. Obviously, the accuracy of the simplified model is not destroyed, but the parameters obtained are more stable. The pure sway forces are reproduced using the obtained model and it agrees very well with the experiment results, as presented in Fig. 7.

Table 5. The values of the parameters and their deviations for the sway models using pure sway test data.

| Coef. | Old model Eq.(27) | Revised model Eq.(28) |
| :--- | :--- | :--- |


|  | Value | Error (\%) | Value | Error (\%) |
| :---: | :---: | :---: | :---: | :---: |
| $Y_{v}^{\prime}$ | $-3.84 \mathrm{E}-02$ | 0.13 | $-3.84 \mathrm{E}-02$ | 0.14 |
| $Y_{u v}^{\prime}$ | $5.05 \mathrm{E}-01$ | 11.95 | - | - |
| $Y_{u u v}^{\prime}$ | $-5.71 \mathrm{E}-01$ | 10.48 | $-6.70 \mathrm{E}-02$ | 0.54 |
| $Y_{v v}^{\prime}$ | $-1.14 \mathrm{E}-01$ | 10.15 | - | - |
| $Y_{v \mid v}^{\prime}$ | $-1.65 \mathrm{E}-01$ | 5.82 | $-1.38 \mathrm{E}-01$ | 1.65 |



Figure 7: The pure sway test reproduced on the basis of the obtained sway models.

For pure yaw test, the Eq. (20) can be rewritten as:

$$
\begin{equation*}
Y^{\prime}=Y_{r}^{\prime} \dot{r}^{\prime}+X_{\dot{u}}^{\prime} u^{\prime} r^{\prime}+Y_{u r}^{\prime} u^{\prime} r^{\prime}+Y_{u r r}^{\prime} u^{\prime} u^{\prime} r+Y_{r r r}^{\prime} r^{\prime} r^{\prime} r^{\prime}+Y_{r r r}^{\prime} r^{\prime}\left|r^{\prime}\right| \tag{29}
\end{equation*}
$$

A simplified model is directly proposed considering the above discussion.

$$
\begin{equation*}
Y^{\prime}=Y_{r}^{\prime} \dot{r}^{\prime}+X_{\dot{u}}^{\prime} u^{\prime} r^{\prime}+Y_{u u r}^{\prime} u^{\prime} u^{\prime} r^{\prime}+Y_{r r|r|}^{\prime} r^{\prime}\left|r^{\prime}\right| \tag{30}
\end{equation*}
$$

The parameters for both models are obtained using the system identification, and the deviations are also given in Table 6. $R^{2}$ values for both models are 0.9965 and 0.9962 . Fig. 8 shows the sway forces reproduced using the obtained sway model. The numerical prediction agrees very well with the experimental results.

Table 6. The values of the parameters and their deviations for the sway models using pure yaw test data.

| Coef. | Old model Eq.(29) |  | Revised model Eq.(30) |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Value | Error (\%) | Value | Error (\%) |
| $Y_{r}^{\prime}$ | $-1.53 \mathrm{E}-04$ | 3.41 | $-1.52 \mathrm{E}-$ <br> 04 | 3.56 |


| $Y_{u r}^{\prime}$ | $2.75 \mathrm{E}+00$ | 57.32 | - | - |
| :--- | :---: | :---: | :---: | :---: |
| $Y_{u u r}^{\prime}$ | $-2.72 \mathrm{E}+00$ | 57.90 | $3.00 \mathrm{E}-02$ | 0.14 |
| $Y_{r r}^{\prime}$ | $-6.87 \mathrm{E}-03$ | 2.64 | - | - |
| $Y_{r\|r\|}^{\prime}$ | $1.16 \mathrm{E}-02$ | 2.09 | $2.70 \mathrm{E}-03$ | 2.36 |



Figure 8: The pure yaw test reproduced on the basis of the obtained sway models.

Finally, the sway models in Eq. (20) can be expressed as in Eq. (31) when similar terms have been deleted.

$$
\begin{equation*}
Y^{\prime}=X_{u ̈}^{\prime} u^{\prime} r^{\prime}+Y_{\dot{v}}^{\prime} \dot{v}^{\prime}+Y_{u u v}^{\prime} u^{\prime} u^{\prime} v^{\prime} v^{\prime}+Y_{v, v}^{\prime} v^{\prime}\left|v^{\prime}\right|+Y_{r}^{\prime} \dot{r}^{\prime}+Y_{u u v}^{\prime} u^{\prime} u^{\prime} r^{\prime}+Y_{r|v|}^{\prime} r^{\prime}\left|r^{\prime}\right|+Y_{v v|v|}^{\prime} v^{\prime}\left|r^{\prime}\right|+Y_{r|v|}^{\prime} r^{\prime}\left|v^{\prime}\right| \tag{31}
\end{equation*}
$$

With this model, the estimated parameters and deviations are presented in Table 7. From the table, the parameters, $Y_{r|r|}^{\prime}$ and $Y_{v|r|}^{\prime}$, can be neglected. So, the new model can be written as:

$$
\begin{equation*}
Y^{\prime}=X_{\dot{u}}^{\prime} u^{\prime} r^{\prime}+Y_{\dot{v}}^{\prime} \dot{v}^{\prime}+Y_{u u v}^{\prime} u^{\prime} u^{\prime} v^{\prime}+Y_{v v v}^{\prime} v^{\prime}\left|v^{\prime}\right|+Y_{\dot{r}}^{\prime} \dot{r}^{\prime}+Y_{u u r}^{\prime} u^{\prime} u^{\prime} u^{\prime} r^{\prime}+Y_{r v v}^{\prime} v^{\prime}\left|v^{\prime}\right| \tag{32}
\end{equation*}
$$

The $R^{2}$ values for both models are 0.9913 and 0.9912 , respectively. So, the new model can predict the sway forces with good accuracy. The sway forces reproduced using the obtained numerical models are presented in Fig. 9.

Table 7. The values of the parameters and their deviations for the sway models using mixed PMM tests.

| Coef. | Old model Eq.(31) | New model Eq.(32) |
| :--- | :--- | :--- |


|  | Value | Error (\%) | Value | Error (\%) |
| :---: | :---: | :---: | :---: | :---: |
| $Y_{v}^{\prime}$ | $-3.82 \mathrm{E}-02$ | 0.14 | $-3.82 \mathrm{E}-02$ | 0.14 |
| $Y_{\text {uuv }}^{\prime}$ | $-6.22 \mathrm{E}-02$ | 0.18 | $-6.16 \mathrm{E}-02$ | 0.18 |
| $Y_{v\|v\|}^{\prime}$ | $-1.23 \mathrm{E}-01$ | 0.28 | $-1.22 \mathrm{E}-01$ | 0.28 |
| $Y_{r}^{\prime}$ | $-2.68 \mathrm{E}-04$ | 3.81 | $-2.66 \mathrm{E}-04$ | 3.85 |
| $Y_{\text {uur }}^{\prime}$ | $3.07 \mathrm{E}-02$ | 0.25 | $3.13 \mathrm{E}-02$ | 0.09 |
| $Y_{r\|r\|}^{\prime}$ | $1.04 \mathrm{E}-03$ | 10.66 | - | - |
| $Y_{v\|r\|}^{\prime}$ | $2.01 \mathrm{E}-04$ | 5.95 | - | - |
| $Y_{r\|v\|}^{\prime}$ | $1.14 \mathrm{E}-03$ | 0.91 | $1.12 \mathrm{E}-03$ | 0.91 |



Figure 9: The sway forces of mixed PMM test reproduced using the obtained sway models.

### 5.3 Regression analysis of yaw motion

First, pure yaw tests are used as the training test, and the yaw model can be simplified considering the zero-sway velocity. With the above discussion, the term, $N_{r r r}^{\prime}$, is deleted due to its similar effect with the parameter $N_{r| | \gamma}^{\prime}$. A new yaw model can be written as

$$
\begin{equation*}
N^{\prime}=N_{\dot{r}}^{\prime} \dot{r}^{\prime}+Y_{\dot{r}}^{\prime} u^{\prime} r^{\prime}+N_{u r}^{\prime} u^{\prime} r^{\prime}+N_{u u r}^{\prime} u^{\prime} u^{\prime} r^{\prime}+N_{r, r \mid r}^{\prime} r^{\prime}\left|r^{\prime}\right| \tag{33}
\end{equation*}
$$

The values and deviations are presented in Table 8. Obviously, $N_{u r}^{\prime}$ and $N_{u u r}^{\prime}$ fail to be estimated. So, it is a necessity to delete one of them. A new model can be given:

$$
\begin{equation*}
N^{\prime}=N_{\dot{r}}^{\prime} \dot{r}^{\prime}+Y_{\dot{r}}^{\prime} u^{\prime} r^{\prime}+N_{u u r}^{\prime} u^{\prime} u^{\prime} r^{\prime}+N_{r, r \mid r}^{\prime} r^{\prime}\left|r^{\prime}\right| \tag{34}
\end{equation*}
$$

The values of the new model are presented in Table 8. The parameters are more stable and the $R^{2}$ value of both models are almost same, $\left(R^{2}=0.9972\right)$. Both models are used to reproduce the sway moment during the pure sway test. The results are presented in Fig. 10.

Table 8. The values of the parameters and their deviations for the yaw models using pure yaw test data.

| Coef. | Old model Eq.(33) |  | New model Eq.(34) |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Value | Error (\%) | Value | Error (\%) |
| $N_{r}^{\prime}$ | -1.25E-03 | 0.11 | -1.25E-03 | 0.11 |
| $N_{u r}^{\prime}$ | $2.48 \mathrm{E}+00$ | 17.21 | - | - |
| $N_{\text {uur }}^{\prime}$ | $-2.48 \mathrm{E}+00$ | 17.15 | -7.62E-03 | 0.15 |
| $N_{r\|r\|}^{\prime}$ | -2.23E-03 | 0.74 | -2.23E-03 | 0.74 |
|  |  |  |  |  |
|  |  |  | ${ }^{12000}$ |  |

Figure 10: The pure yaw test reproduced on the basis of the obtained yaw models.

Then, the pure sway test will be used to estimate the parameters of the yaw model. Considering the similar terms, the yaw model can be rewritten as:
$N^{\prime}=N_{\dot{v}}^{\prime} \dot{v}^{\prime}+\left(Y_{v}^{\prime}-X_{u}^{\prime}\right) v^{\prime} u^{\prime}+N_{u v}^{\prime} u^{\prime} v^{\prime}+N_{u u v}^{\prime} u^{\prime} u^{\prime} v^{\prime}+N_{v \mid v}^{\prime} v^{\prime}\left|v^{\prime}\right|$

The parameters in Eq. (35) can be estimated and the corresponded deviations are presented in Table 9. From the table, the terms $N_{u v}^{\prime}$ and $N_{v 川}^{\prime}$ are deleted due to the large uncertainty. So, a revised version is:

$$
\begin{equation*}
N^{\prime}=N_{\dot{v}}^{\prime} \dot{v}^{\prime}+\left(Y_{\dot{v}}^{\prime}-X_{\dot{u}}^{\prime}\right) v^{\prime} u^{\prime}+N_{u u v}^{\prime} u^{\prime} u^{\prime} v^{\prime} \tag{36}
\end{equation*}
$$

The parameters of the new model are also presented in Table 9. The $R^{2}$ values of both models are 0.964 and 0.962 , respectively.

Table 9. The values of the parameters and their deviation for the yaw models using pure yaw test data.

| Coef. | Old model Eq.(35) |  | New model Eq.(36) |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Value | Error (\%) | Value | Error <br> (\%) |
| $N_{v}^{\prime}$ | $1.92 \mathrm{E}-03$ | 0.55 | $1.92 \mathrm{E}-03$ | 0.56 |
| $N_{u v}^{\prime}$ | $-9.10 \mathrm{E}-02$ | 13.23 | - | - |
| $N_{u u v}^{\prime}$ | $8.40 \mathrm{E}-02$ | 14.24 | $-7.23 \mathrm{E}-03$ | 0.33 |
| $N_{v /}^{\prime}$ | $5.91 \mathrm{E}-03$ | 26.79 | - | - |



Figure 11: The yaw moment of pure sway test reproduced using the obtained yaw models.

The sway moment reproduced using the numerical models agrees very well with the experimental results, as shown in Fig. 11.

With the previous discussion, Eq. (21) can be rewritten as:

$$
\begin{align*}
N^{\prime}= & Y_{\dot{r}}^{\prime} u^{\prime} r^{\prime}+\left(Y_{\dot{v}}^{\prime}-X_{\dot{u}}^{\prime}\right) v^{\prime} u^{\prime}+N_{\dot{r}}^{\prime} \dot{r}^{\prime}+N_{u u r}^{\prime} u^{\prime} u^{\prime} r^{\prime}+N_{r|r|}^{\prime} r^{\prime}\left|r^{\prime}\right|  \tag{37}\\
& +N_{\dot{v}}^{\prime} \dot{v}^{\prime}+N_{u u v}^{\prime} u^{\prime} u^{\prime} v^{\prime}+N_{v r r}^{\prime} v^{\prime} r^{\prime} r^{\prime}+N_{r v v}^{\prime} r^{\prime} v^{\prime} v^{\prime}+N_{v|r|}^{\prime} v^{\prime}\left|r^{\prime}\right|+N_{r|v|}^{\prime} r^{\prime}\left|v^{\prime}\right|
\end{align*}
$$

Obviously, there are similar terms in Eq. (37). So, a modified version can be proposed as:

$$
N^{\prime}=Y_{\dot{r}}^{\prime} u^{\prime} r^{\prime}+\left(Y_{\dot{v}}^{\prime}-X_{\dot{u}}^{\prime}\right) v^{\prime} u^{\prime}+N_{\dot{r}}^{\prime} \dot{r}^{\prime}+N_{u u r}^{\prime} u^{\prime} u^{\prime} r^{\prime}+N_{r|r|}^{\prime} r^{\prime}\left|r^{\prime}\right|+N_{\dot{v}}^{\prime} \dot{v}^{\prime}+N_{u u v}^{\prime} u^{\prime} u^{\prime} v^{\prime}+N_{v|r|}^{\prime} v^{\prime}\left|r^{\prime}\right|+N_{r|v|}^{\prime} r^{\prime}\left|v^{\prime}\right|
$$

The values of the parameters and the deviations of both yaw models are presented in Table 10. The parameters, $N_{v r}^{\prime}$ and $N_{r v}^{\prime}$, are the ones with a larger uncertainty. So, it is necessary to delete them in the modified version. The $R^{2}$ value of both models are 0.9941 and 0.9937 , respectively, but the parameters of the new model are more robust. The obtained numerical yaw model is used to predict the yaw moment during the mixed PMM tests, as presented in Fig. 12. The numerical predictions are in good agreement with the experimental results.

Table 10. The values of the parameters and their deviation for the yaw models using pure yaw test data.

| Coef. | Old model Eq.(37) |  | New model Eq.(38) |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Value | Error (\%) | Value | Error (\%) |
| $N_{r}^{\prime}$ | $-1.20 \mathrm{E}-03$ | 0.19 | $-1.20 \mathrm{E}-03$ | 0.19 |
| $N_{\text {uur }}^{\prime}$ | $-8.21 \mathrm{E}-03$ | 0.21 | $-8.41 \mathrm{E}-03$ | 0.20 |
| $N_{r\|r\|}^{\prime}$ | $-1.24 \mathrm{E}-03$ | 2.03 | $-1.00 \mathrm{E}-03$ | 2.50 |
| $N_{v}^{\prime}$ | $1.88 \mathrm{E}-03$ | 0.63 | $1.87 \mathrm{E}-03$ | 0.65 |
| $N_{u u v}^{\prime}$ | $2.13 \mathrm{E}-02$ | 0.11 | $2.14 \mathrm{E}-02$ | 0.10 |
| $N_{v r r}^{\prime}$ | $6.05 \mathrm{E}-01$ | 2.64 | - | - |
| $N_{r v v}^{\prime}$ | $-2.86 \mathrm{E}-03$ | 9.63 | - | - |
| $N_{v \mid \gamma}^{\prime}$ | $-2.35 \mathrm{E}-02$ | 0.79 | $-1.69 \mathrm{E}-02$ | 0.40 |
| $N_{r \mid \gamma}^{\prime}$ | $1.28 \mathrm{E}-02$ | 1.42 | $1.11 \mathrm{E}-02$ | 0.73 |



Figure. 12 The yaw moment in the mixed PMM tests reproduced using the obtained yaw models.

## 6. Validation of the simplified nonlinear manoeuvring model

In this section, the final version of the nonlinear manoeuvring model is summarized, and nondimensional hydrodynamic coefficients are also presented. In order to validate the obtained numerical model, all of the PMM test data are used as the test data. The training data, which was used in the proceeding section, takes only a small portion. With the discussion in the preceding section, the final equations of the hydrodynamic forces and moment can be expressed as follow:

$$
\begin{align*}
& X^{\prime}=X_{u ̈}^{\prime} \ddot{u}^{\prime}+Y_{v}^{\prime} v^{\prime} r^{\prime}+Y_{r}^{\prime} r^{\prime} r^{\prime}+X_{u u u}^{\prime} u^{\prime} u^{\prime} u^{\prime}+X_{u v v}^{\prime} u^{\prime} v^{\prime} v^{\prime}+X_{r v u}^{\prime} r^{\prime} v^{\prime} u^{\prime}+X_{u r r}^{\prime} u^{\prime} r^{\prime} r^{\prime} \\
& Y^{\prime}=X_{u}^{\prime} u^{\prime} r^{\prime}+Y_{v}^{\prime} \dot{v}^{\prime}+Y_{u v v}^{\prime} u^{\prime} u^{\prime} v^{\prime}+Y_{v|v|}^{\prime} v^{\prime}\left|v^{\prime}\right|+Y_{r}^{\prime} \dot{r}^{\prime}+Y_{u u r}^{\prime} u^{\prime} u^{\prime} r^{\prime}+Y_{r \mid v}^{\prime} r^{\prime}\left|v^{\prime}\right| \text { (40) }  \tag{40}\\
& N^{\prime}=Y_{\dot{r}}^{\prime} u^{\prime} r^{\prime}+\left(Y_{\dot{v}}^{\prime}-X_{u}^{\prime}\right) v^{\prime} u^{\prime}+N_{\dot{r}}^{\prime} \dot{r}^{\prime}+N_{u u v}^{\prime} u^{\prime} u^{\prime} r^{\prime}+N_{r|r|}^{\prime} r^{\prime}\left|r^{\prime}\right|+N_{v}^{\prime} \dot{v}^{\prime}+N_{u u v}^{\prime} u^{\prime} u^{\prime} v^{\prime}+N_{v|r|}^{\prime} v^{\prime}\left|r^{\prime}\right|+N_{r \mid v v^{\prime}}^{\prime}\left|v^{\prime}\right| \tag{41}
\end{align*}
$$

Or rewrite the nonlinear damping matrix as:

$$
D(\boldsymbol{v})=\left[\begin{array}{ccc}
-X_{u u u} u^{2}-X_{u v r} v r & -X_{u v v} u v & -X_{u r} u r  \tag{42}\\
0 & -Y_{u u v} u^{2}-Y_{||v|}|v| & -Y_{u u v} u^{2}-Y_{|v| r}|v| \\
0 & -N_{u u v} u^{2}-N_{||v|}|r| & -N_{u u v} u^{2}-N_{||r|}|v|-N_{|r| r}|r|
\end{array}\right]
$$

The final version of the nonlinear manoeuvring model is more simplified compared with the previous ones, which are described in Eq. (19-21). There are 18 hydrodynamic coefficients in the surge, sway and yaw model, but 38 for the previous models. Then the truncated LS-SVM was used to estimate the values of the hydrodynamic coefficients of the simplified models. The nondimensional hydrodynamic coefficients are presented in Table
11. The obtained parameters are stable and with a smaller deviation. The revised version is much simpler compared with the models in Eq. (19-21), but it can also provide a very good prediction of the surge, sway forces and yaw moment.

As presented in Table 12, the $R^{2}$ values indicate that the obtained numerical models reproduced the experimental results successfully. It is also confirmed in Fig. 13. The prediction of the surge, sway force and yaw moment are in very good agreement with the experimental results. From Table 11, the obtained parameters using the truncated LS-SVM are very stable and the deviations are very small. The small deviations indicate that the obtained values are very near the true values. Parameter drift or uncertainty is diminished successfully. As discussed in the previous section, the identified parameters are stable with the noise. Meanwhile, the obtained manoeuvring model can predict the hydrodynamic forces and moment accurately, as presented in Table 12. So, the simplified manoeuvring model can be used to describe the motion of ship.

Table 11. The values of the parameters and their deviations of the nonlinear simplified manoeuvring models

| Coef. | Value | Error (\%) | Coef. | Value | Error (\%) | Coef. | Value | Error <br> (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $X_{\dot{u}}^{\prime}$ | $-1.04 \mathrm{E}-02$ | 0.61 | $Y_{\dot{v}}^{\prime}$ | $-3.82 \mathrm{E}-02$ | 0.14 | $N_{\dot{r}}^{\prime}$ | $-1.20 \mathrm{E}-03$ | 0.19 |
| $X_{u u u}^{\prime}$ | $-2.67 \mathrm{E}-04$ | 1.29 | $Y_{r}^{\prime}$ | $-2.66 \mathrm{E}-04$ | 3.85 | $N_{\dot{v}}^{\prime}$ | $1.87 \mathrm{E}-03$ | 0.65 |
| $X_{u v v}^{\prime}$ | $-9.29 \mathrm{E}-03$ | 1.76 | $Y_{u u v}^{\prime}$ | $-6.16 \mathrm{E}-02$ | 0.18 | $N_{u u r}^{\prime}$ | $-8.41 \mathrm{E}-03$ | 0.20 |
| $X_{r v u}^{\prime}$ | $5.84 \mathrm{E}-02$ | 0.25 | $Y_{v\| \| \mid}^{\prime}$ | $-1.22 \mathrm{E}-01$ | 0.28 | $N_{r\|r\|}^{\prime}$ | $-1.00 \mathrm{E}-03$ | 2.50 |
| $X_{u r r}^{\prime}$ | $-1.22 \mathrm{E}-03$ | 2.33 | $Y_{u u r}^{\prime}$ | $3.13 \mathrm{E}-02$ | 0.09 | $N_{u u v}^{\prime}$ | $2.14 \mathrm{E}-02$ | 0.10 |
|  |  |  | $Y_{r\| \|}^{\prime}$ | $1.12 \mathrm{E}-03$ | 0.91 | $N_{v\|r\|}^{\prime}$ | $-1.69 \mathrm{E}-02$ | 0.40 |
|  |  |  |  |  |  | $N_{r\| \| l}^{\prime}$ | $1.11 \mathrm{E}-02$ | 0.73 |

Table 12. The $R^{2}$ goodness of fit criterion for validation.

|  | Surge | Sway | Yaw |
| :---: | :---: | :---: | :---: |
| $R^{2}$ | 0.6862 | 0.9811 | 0.9501 |


(a)


Figure 13: The surge and sway forces and yaw moment reproduced using the revised version of the nonlinear manoeuvring model (a). (b) is a partial enlargement view at red rectangular region.

## Conclusions

This paper proposed a novel version of least square support vector machine, the truncated least square support vector machine (LS-SVM), and used it to estimate the hydrodynamic coefficients of a nonlinear manoeuvring model of a ship. Singular value decomposition was used to analyse the parameter drift, which can be ascribed to the ill-conditioned kernel matrix. Truncated LS-SVM was implemented with the optimal truncated singular values decomposition of the kernel matrix, which neglected the small singular values and the corresponding matrix. Meanwhile, this operation also reduces the dimensionality of the kernel matrix, which increases the computation efficiency.

A nonlinear manoeuvring mathematical model of a surface ship in 3-DOF was derived and the hydrodynamic coefficients have been converted to the dimensionless ones using the
prime system of SNAME [43]. The structure of nonlinear manoeuvring model is too complex, and it almost certainly results in overfitting and multicollinearity. In order to diminish the multicollinearity and obtained a robust parameter estimation, the truncated LS-SVM and the leave-one-out method was used for model reduction offline. The results show that the simplified manoeuvring models are still with the same accuracy.

The parameters of the revised numerical model were estimated using truncated LS-SVM. The obtained parameters are very stable and with the absolute errors are very small, which indicated the parameter drift is diminished successfully. The PMM test data was used to validate the obtained numerical model. The results agree very well with the experimental results, which indicated the resulted manoeuvring model is adequate for modelling the motion of the marine ship.
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