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A B S T R A C T

A multiscale modeling framework is described and applied to the reactivity of iron oxide nanoparticles in a
chemical looping reforming (CLR) reactor. At the atomic scale/nanoscale, we have performed kinetic Monte
Carlo modeling, guided by Density Functional Theory calculations, on the detailed kinetics of the CH4 con-
version to products as a function of temperature. These results have been post-processed for use in macroscopic
models with the goal to integrate process information with materials information. Two levels of macroscopic
models have been used to evaluate the performance of the nanoparticles in their final application: (1) a pore-
unresolved intra-particle transport model that accounts for limitations via an effective diffusivity and an ef-
fectiveness factor, and (2) a fluid-particle multiphase flow model that allows the study of the consequences of
clustering and intra-particle transport on overall reactor performance. This modeling approach ultimately leads
to better descriptors of material performance that can be used in future materials screening activities.

1. Introduction

Chemical looping [1] is an emerging technology for producing
electricity, fuels or chemicals with low CO2 emissions. In Chemical
Looping Combustion (CLC), dual fluidized beds are often used to cir-
culate the solid oxygen carrier particles, which provide the oxygen for
combustion in the fuel reactor. The reduction of the particles in the fuel
reactor makes it necessary to circulate oxygen carriers to the other
fluidized bed, the air reactor, where the particles are oxidized. Subse-
quently, they are circulated back to the fuel reactor for another com-
bustion cycle, and so on. The separation of fuel from air has several
positive features: the combustion process becomes simpler, the com-
bustion efficiency is – in principle – higher than for standard power
plants, NOx emissions are limited since nitrogen is not present in the
fuel reactor, and CLC generates an almost pure CO2 stream, after con-
densation of water vapor [1]. However, to achieve the necessary effi-
ciency gains of CLC in practice, efficient oxygen carriers with high
oxygen capacity, high reactivity, and low attrition rate are crucial.

Chemical Looping Reforming (CLR) [1,2] techniques follow the
same basic outline as CLC but focus on the catalytic production of CO
and H2, for use in chemical industry, or, in the latter case, as a clean
fuel. In Fig. 1 a schematic overview of the CLR process is presented

including typical physical conditions. Typical oxygen carrier materials
(MeO) are for instance NiO, CuO, Mn2O3, and Fe2O3. The CLR process
uses less air than CLC, such that only partial oxidation of the oxygen
carrier particles is achieved. In CLR, CH4 reacts with a metal oxide in
order to extract individual hydrogen atoms. The H atoms react together
forming H2 that subsequently desorbs from the surface. In the process
the metal oxide is reduced by the extraction of oxygen by reaction with
carbon from methane, forming CO. One of the aims of our study is to
evaluate the suitability of the different iron oxides for CLR. A reduction
sequence Fe2O3→Fe3O4→FeO→Fe is then expected. The present work
concentrates on magnetite, Fe3O4, which forms naturally when hema-
tite, Fe2O3, is reduced. At elevated temperatures Chemical Looping
Combustion might occur instead, where hydrogen and carbon are
completely oxidized to form H2O and CO2.

Kinetic studies of unsupported iron nanoparticles have revealed
improved reactivity, reduced mass resistance and enhanced heat
transfer [3]. However, at temperatures above 450 °C, particle sintering
results in coarsening of the particles (up to μm scale), and the observed
benefits disappear. In order to utilize the nanostructured materials, it is
therefore necessary to endow them with much greater thermal stability.
This can be achieved by dispersing the active nano-catalyst within an
inert support material, which suppresses coarsening and sintering via

https://doi.org/10.1016/j.cattod.2019.06.024
Received 1 November 2018; Received in revised form 24 May 2019; Accepted 8 June 2019

⁎ Corresponding author.
E-mail address: stefan.andersson@sintef.no (S. Andersson).

Catalysis Today xxx (xxxx) xxx–xxx

0920-5861/ © 2019 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/BY-NC-ND/4.0/).

Please cite this article as: Stefan Andersson, et al., Catalysis Today, https://doi.org/10.1016/j.cattod.2019.06.024

http://www.sciencedirect.com/science/journal/09205861
https://www.elsevier.com/locate/cattod
https://doi.org/10.1016/j.cattod.2019.06.024
https://doi.org/10.1016/j.cattod.2019.06.024
mailto:stefan.andersson@sintef.no
https://doi.org/10.1016/j.cattod.2019.06.024


physical separation [4,5]. In effect, a “mechanical caging” mechanism
stabilizes the nanoparticles in the mesopores of the support material
[6]. Such stabilized nano-composites have been successfully synthe-
sised through reverse emulsion processes [7,8], but these routes are
neither cost efficient, environmentally friendly, nor viable for large-
scale production. More cost effective and “green” synthesis routes are
therefore sought.

The available literature on nanostructured oxygen carrier materials
mostly considers first-row transition metals, which are then dispersed
onto a thermally stabilizing amorphous barium hexaaluminate (BHA)
support [4,5,7,9,10]. BHA as the support material has a high sintering
temperature and low reactivity towards metal oxides under employed
operating conditions. However, substitution of BHA due to cost and in
some cases toxicity of Ba-precursors, is desirable.

Modeling studies can be a highly valuable complement to experi-
mental studies. Three different studies have recently been published
using Density Functional Theory (DFT) to characterize mechanisms and
reaction barriers of CH4 reacting with a Fe2O3 surface [11–13]. Al-
though the calculation setups are quite similar, the studies disagree
both regarding detailed mechanisms, as well as the energetics of the
individual reactions, indicating fundamental challenges in applying
DFT to iron oxides. The mechanism of initial dissociation of CH4 into
CH3 and H is in all studies found to be occurring on top of a surface Fe
atom with the product H atom adsorbed at a surface O site. Still, the
calculated reaction barrier height varies between 1 and 2 eV. For our
present work, DFT calculations of the related reactions with Fe3O4 were
performed in order to clarify the important mechanisms, as well as to
form a basis for modeling the reaction kinetics.

Focusing on Fe3O4 and not the other iron oxides is in part motivated
by the experimental observation by Rydén and co-workers [14] that
CH4 reacting with iron oxide initially in the form of Fe2O3 gives mainly
CLC in the initial phase but shows a period of CO + H2 formation, i.e.,
CLR, upon partial reduction of the oxide, most likely to Fe3O4. Future
endeavours to construct more complete models of CLC and CLR systems
should of course include a variety of oxide phases. It is further assumed
that the modeled nanoparticles, which are embedded in much larger
(μm-sized) carrier particles mainly consisting of an inert support ma-
terial, have been synthesised such that they are thermally and chemi-
cally stable and thereby for instance immune to the effects of sintering.
It would also be possible to modify the model to reflect changes in
(nano)particle structure if this is expected to occur.

In addition to DFT-based modeling, other simulation approaches
(e.g., molecular dynamics and Monte Carlo simulations) are also used to
screen materials in the field of carbon capture and beyond. While recent
studies made significant progress, e.g., related to high-throughput
screening [15,16], they agree on the fact that there are several missing
links to practical applications: (i) heat and mass exchange phenomena
in the pores of the catalytically active material [17,18] and the reactor
are often not considered, (ii) fluid and particle flow is greatly simplified
in the reactor model, (iii) slow processes (e.g., sintering and deactiva-
tion) are typically not taken into account, and (iv) the ecological
footprint associated with implementing a material on a large scale is
often not assessed. In summary, it would be necessary to consider the
complete life cycle to properly rank materials according to their overall
economic and ecological performance. While these missing links are
well known already for a number of years [19,20], more efforts are
needed to move from “design the material” to a (process) “design with
material” [21,22]. A specific shortcoming of most studies is that they
are applicable to fixed beds or monoliths only, thus the catalyst is static
[23–25].

In the context of our present work, an additional challenge related
to designing a process is that the reaction occurs in a dense (i.e., high
particle concentration) gas-particle flow: CLR and CLC processes are
often performed in so-called fluidized bed (FB) reactors on the large
scale, in which the gas-phase reactants are fed with such high speed
that the carrier particles are entirely suspended. Consequently, particles
are mobile, and behave like a fluid, giving the FB process its name. This
type of reactor is used due to its advantageous heat and mass transfer
characteristics, as well as the simple particle handling, which allows an
extremely efficient exchange of particles between the reactors in a CLC
or CLR process. However, due to hydrodynamic instability, particles in
FBs are never homogeneously distributed in space: particles cluster and
re-disperse dynamically and induce a complex flow pattern [26]. The
sizes of these clusters are on the order of 10 to 100 particle diameters,
and their formation rate can be characterized by a time scale which is
on the order of approximately 10 to 100ms. These “forgotten” scales
(often referred to as “meso-scale structures”) also imply deviations from
classical FB reactor models that assume a well-mixed gas and particle
phase [27,28]. In our present contribution we will demonstrate that
these deviations are indeed significant for a CLR process, and hence
must be respected when building a multiscale model.

In our present paper we present a multiscale modeling framework
for simulating a fluidized bed reactor with specific application to the
reactivity of iron oxide nanoparticles in a CLR process. The outline of
the paper is as follows. In Section 2 we summarize the methods used.
For evaluating the reactivity of the iron oxide nanoparticles at the
atomic scale/nanoscale, we have performed kinetic Monte Carlo (kMC)
modeling, guided by DFT calculations, on the detailed kinetics of the
CH4 conversion to products as a function of temperature. This has to the
best of our knowledge not been previously reported for chemical
looping systems. In addition, we have used two levels of “macro
models” to evaluate the performance of the nanoparticles in their final
application: (i) a pore-unresolved intra-particle transport model that
accounts for limitations via an effective diffusivity and an effectiveness
factor, as well as (ii) a fluid-particle multiphase flow model that allows
us to study the consequences of clustering and intra-particle transport
on overall reactor performance. Section 3 presents the results, including
(i) details related to the interaction of CH4 with the iron oxide surface
unveiled via DFT, (ii) gas-surface kinetics of decomposition of CH4 and
further reactions of produced H2 and CO simulated by kMC models, (iii)
post-processing of the resulting reaction rates to produce effective rate
constants used in our intra-particle transport model, (iv) a reaction
analysis and evaluation of intra-particle effectiveness factors, as well as
(v) a quantification of meso-scale effects predicted by our multiphase
flow model. We close our study with conclusions and an outlook in
Section 4.

Fig. 1. Schematic representation of complete CLR process, involving reduction
of the metal oxide (MeO) under methane to a less oxygen-rich phase (Me).
Syngas is outputted from this reactor. Meanwhile, the reduced material is re-
oxidized in a separate air reactor before being fed back into the fuel reactor.
Typical physical conditions and common oxygen carrier materials are shown.
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2. Methods

2.1. Atomic-scale modeling

A Density Functional Theory (DFT) approach was taken to model
chemistry on metal oxide surfaces. The VASP code was used in all
calculations [29–32], with a plane wave cutoff of 520 eV. The projector
augmented wave (PAW) method was used to treat the core electrons
[33,34]. All atoms were fully relaxed until the change in force upon
ionic displacement was less than 0.01 eV/Å, with the change in energies
no greater than 10−5 eV. K-point meshes were chosen so that the dif-
ference in energies is less than 1meV. The PBE+U functional is used in
all calculations, with the U placed on the d-state of the Fe ions [35].
Literature studies of Fe-oxide materials use several different values for
U, including 4.0 eV [36–38], 4.2 eV [39], and 5.0 eV [40]. We use a
value of U = 4.2 eV as this gives a good match with experimental va-
lues. The Climbing Image Nudged Elastic Band (CI-NEB) method was
used in order to determine the activation barriers for chemical reaction
[41]. Four images were used in NEB calculations unless otherwise
stated. As Fe3O4 is ferromagnetic, spin-polarization was used in all
calculations. The (111) surface of Fe3O4 was chosen, as it is predicted to
be the most stable surface [42]. There are six possible surface termi-
nation. The termination with tetrahedrally coordinated Fe atoms, and
with a second layer of oxygen atoms has been applied here, as it has
been found to be the energetically favoured surface under oxygen-rich
and oxygen-poor conditions [43].

The kinetic Monte Carlo method [44,45] was used to study the ki-
netics of the overall reactions occurring at the surface. For all calcula-
tions the kmos code was used [46]. The use of kMC allows for the ki-
netics of a system to be studied with greater accuracy than traditional
microkinetic rate equation models. In particular, it allows for resolving
a complex reactive system in molecular detail including individual sites
and atoms and molecules. At the same time, there is no need to describe
the system in atomistic detail, including molecular structures and in-
teractions, such as for molecular dynamics or electronic structure cal-
culations, allowing for fast simulations. In a lattice kMC model one only
needs to specify a number of connected sites, populations of atoms and
molecules at these sites, and the rates of reaction and transition (dif-
fusion, adsorption, or desorption). Subsequently, a stochastic simula-
tion of the motion and reaction of the species can be carried out, where
one process at a time occurs. More information regarding the basics and
applications of kMC to surface chemistry in general and catalysis in
particular can be found in, e.g., Refs. [44–48].

2.2. Macro-model level 1: Intra-particle transport model

Intra-particle transport accounts for the competition of diffusion
with species consumption due to a chemical reaction. Specifically, for
the present Computational Fluid Dynamics (CFD) analysis, the fol-
lowing reactions are considered:

CH4 + Fe3O4 → 2H2 + CO+Fe3O3 (1)

CO+Fe3O4 ⇌ CO2 + Fe3O3 (2)

H2 + Fe3O4 ⇌ H2O+Fe3O3 (3)

Reaction (1) is modeled as an irreversible reaction that is first order
with respect to both reactants (this is motivated by our discussion in
Section 3.1). Reactions (2) and (3) are modeled as reversible reactions,
which are first order with respect to reactants and products.

Note that the solid-state product in Reactions (2) and (3) is given as
Fe3O3, instead of 3FeO. This is done for practical purposes to handle
any oxide with a composition in between Fe3O4 and FeO, which will be
defined as a mixture of Fe3O4 and Fe3O3. This also takes care of cases
that can be described as “oxygen-depleted Fe3O4” but have not yet
transformed into an FeO-like structure.

An analysis of the kinetics that govern the above reactions (see
Section 3.3 for details) indicates that Reaction (1) is comparably slow,
that Reaction (2) favors the products and is fast, as well as that Reaction
(3) favors the reactants and is comparably slow. Thus, the above re-
action network is simplified to

CH4 + 2Fe3O4 → 2H2 + CO2 + 2Fe3O3 (4)

As discussed in Section 3.3, the conditions that justify the simplified
Reaction in (4) are: (i) a temperature between 975 K and 1300 K, as
well as (ii) a Fe3O4 conversion in the range 0.04<XFe3O4< 0.992. The
second condition is met almost everywhere in our simulation (see
Section 3.5), and condition (i) is met by considering T =1200 K.

Reaction progress is expressed using the Fe3O4 conversion (square
brackets indicate concentrations):

=X [Fe O ]
[Fe O ]Fe O

3 3

3 4 0
3 4 (5)

Intra-particle transport is analyzed for the simplified reaction net-
work following the work of Yang et al. [49]. Besides Fe3O4 conversion,
the Thiele modulus defined as

=
d k

D2
p

eff (6)

affects intra-particle concentration profiles, and hence the intra-particle
effectiveness factor η. In the above expression Deff is the effective dif-
fusivity of CH4 in the pores of a carrier particle with diameter dp, and k’
is a modified reaction rate constant:

=k k [Fe O ]1 3 4 (7)

Here k1 is the reaction rate constant of Reaction (1) evaluated at the
system temperature. Note, as Fe3O4 is consumed, k’ decreases, and
hence also the Thiele modulus decreases. Thus, the intra-particle ef-
fectiveness factor η typically increases with Fe3O4 conversion (note, an
intermediate decrease of ηwith increasing conversion is possible in case
of very high initial Thiele moduli, see Fig. 9 in Section 3.3). Specifically,
we evaluate η via [49], considering two temporal stages, i.e., a stage
prior and after the formation of a shell in the carrier particle that is
depleted of Fe3O4. The resulting equations that we evaluate are:
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In the above expression ξb is the normalized radius of the shrinking
active core (of the carrier particle) in the second temporal stage. X0 is
the Fe3O4 conversion at the end of the first temporal stage.

2.3. Macro-model level 2: Fluid-Particle flow model

Since the intra-particle transport model described in the previous
sections only accounts for transport within individual particles, an ad-
ditional model to describe transport exterior to the particles is needed.
In our present study we focus on a so-called particle-unresolved Euler-
Lagrange (PU-EL) model in which fluid flow exterior of the particles is
predicted on a computational grid with a cell size larger than the par-
ticle diameter (an illustration of the PU-EL approach is provided in
Section 3.4). This expands our previous work on coupled intra-particle
(heat) transport and particle flow [50] to reactive fluid-particle flows.
The core idea of our coupling strategy is summarized in Fig. 2. Speci-
fically, we rely on three core software tools: (i) ParScale for intra-
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particle transport (alternatively, we allow the usage of analytical so-
lutions, e.g., for the effectiveness factor as we do in our present work,
see Section 2.2), (ii) LIGGGHTS® for particle flow, as well as (iii)
CFDEM®coupling for fluid flow and transport exterior of particles (all
tools are publicly available via https://github.com/CFDEMproject).

In the context of our present work, coupled PU-EL simulations allow
us to predict the spatial distribution of methane, as well as Fe3O4
conversion and the intra-particle effectiveness factor from the model of
Yang et al. [49]. The latter deviates appreciably from unity in cases
where comparably larger particles are considered (e.g., see the results
for 1mm particles summarized in Section 3.5). However, intra-particle
effectiveness factors are above 0.99 for the FB application presented in
our present work.

In order to quantify the degree of mixing in the system, the transient
of the overall (domain-average) Fe3O4 conversion is compared with a
prediction based on a perfectly mixed gas and particle phase in the
system. The latter yields the following differential equations (overbars
indicate domain-average quantities, V indicates volume, and NCH feed,4 is
the molar methane feed rate):

= +V CH k CH Fe O V N[ ] [ ][ ]tot t meso p tot CH feed4 1 4 3 4 , ,4 (11)

=Fe O k CH Fe O[ ] 2 [ ][ ]t meso3 4 1 4 3 4 (12)

The meso-scale effectiveness factor ηmeso expresses how much the
reaction is slowed down by incomplete mixing in the gas and solid
phase. This factor is extracted from the CFD simulations by a fitting
procedure.

3. Results and discussion

3.1. Density functional theory and kinetic Monte Carlo

In order to ascertain the reactivity of Fe3O4 in CLR processes, the
interaction of relevant species was investigated using DFT. The ad-
sorption geometries of CHx species on the iron oxide surface are illu-
strated in Fig. 3. A potential energy diagram of the decomposition of
CH4 to CH2+H is illustrated in Fig. 4a. We did not include further
decomposition steps or explicit subsequent reactions of CO and CO2
formation in our calculations. It was noted in the Introduction that
seemingly similar DFT calculations on CH4 reactions at Fe2O3 gave
quite different results [11–13]. This is probably due to calculations
converging to different close-lying electronic states by only slight

variations of input parameters (such as the U parameter). Similar pro-
blems with convergence were encountered in the present calculations
on Fe3O4, showing for instance a large variation in spin polarization.
Since the main purpose of the study was not to provide accurate en-
ergetics of all processes involved but to demonstrate a multiscale
modeling framework, it was decided to work with a simplified reaction
scheme (see below). As for the results of the DFT calculations, CH4
interacts preferably with the surface tetrahedral Fe atoms (Fetet site) of
Fe3O4, where the lowest energy configuration for CH4 binding is that
wherein only two hydrogen atoms are lower than the carbon atom, i.e.,
an edge-on configuration. The lowest energy structure for CH3 + H
adsorption involves direct adsorption of CH3 on the O2 surface oxygen
anion. The hydrogen atom prefers to bind in a tilted position to the
surface oxygen site that is closest to the Fetet site (an O1 site), as illu-
strated in Fig. 3b. The activation barrier for the first CeH bond acti-
vation is 112 kJ/mol. The CH3 moiety also has a marked preference to
bind on the O2 surface site. Upon activation of the second CeH bond,
the H atom forms an OeH bond to the adjacent O1 site while the CH2
moiety remains bonded to the O2 site. The activation barrier for the
second CeH bond activation is 202 kJ/mol, and the formation of the
CH2 + H structure is endothermic by 103 kJ/mol relative adsorbed
CH3. The activation of the first CeH bond of CH4 on Fe3O4(111) has a
lower barrier than the decomposition of CH4 on Fe2O3(0001) where an
activation barrier of 170 kJ/mol has been calculated by DFT [11]. Si-
milar to what was obtained in the present study for the case of
Fe3O4(111), the activation of the second CeH bond on Fe2O3(0001)
exhibits a higher barrier compared to the first CeH bond scission. The
calculations of Huang et al. [11] predicted that the activation of CH3
has a barrier of 203 kJ/mol. A similar trend was found in the DFT
calculations by Tang and Liu [12] considering free energies at 573.15 K.
The previous DFT studies of decomposition of CH4 on Fe2O3(0001)
indicate that either dissociation of CH4 [12,13] or CH3 [11] is the rate-
limiting step. Lacking further information on the analogous reaction at
Fe3O4(111) it seems reasonable to assume that the rate-limiting step is
found among the initial steps of CH4 decomposition (see below).

Regarding hydrogen formation and adsorption, the exposed Fetet
site dominates the H2 binding. Atomic hydrogen adsorption is ther-
modynamically preferred to molecular hydrogen adsorption, as illu-
strated in Fig. 4b. Two OeH bonds form to adsorb the two hydrogens in
neighboring O1 sites, the hydrogen bonds being oriented away from
each other in order to minimize electrostatic energies. Direct re-
combination of the hydrogen atoms to form H2 does not happen, this

Fig. 2. Model structure used to account for reactive fluid-particle flow that is affected by intra-particle transport.
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would result in a diffusion of 3.75 Å. Rather, H2 formation proceeds via
the Fetet site. A single hydrogen atom diffuses from the adjacent O1 site
to the Fetet site. This is an endothermic process with respect to two H
atoms situated at two different O1 sites, being 137 kJ/mol higher in
energy. The formation of an H2O moiety on a surface oxygen site in-
volves the coordination of two hydrogen atoms on an O2 site of the
surface, where two OeH bonds are formed. The HeOeH bond angle, at
108.2°, is similar to that of gas-phase water. This surface oxygen atom
that holds the two H atoms is removed from the surface upon release of
H2O. The formation of H2O with respect to the lowest energy atomic
hydrogen structure is endothermic, at 145 kJ/mol, and is associated
with an activation barrier of 164 kJ/mol. The formed H2O is thermo-
dynamically more stable than adsorbed H2 and unreacted surface
oxygen by 15 kJ/mol.

Next, we present a simplified kMC simulation in order to evaluate
the overall kinetics of CH4 reacting with Fe3O4. The kMC simulations
were started from a clean surface with CH4 in the gas phase. The CH4
pressure was 1 bar while sampling different temperatures, ranging from
973 K to 1373 K, in steps of 100 K. It is assumed that all the reactions
take place at the surface, and that the concentration of surface O atoms
remains constant, meaning that replenishing O from the bulk when a
surface O atom has reacted to form CO, CO2, or H2O is effectively in-
stantaneous compared to the time scale of the reactions. The assump-
tion that consumed lattice oxide in the surface is replaced by O from
lower layers is valid if the rate of O diffusion from bulk to surface is
relatively fast, and if the reactions occur in the initial stages of Fe3O4
reduction, such that there is a significant reserve of O atoms. The re-
actions included in the kMC simulation are listed in Table 1. In addi-
tion, diffusion processes of CH3 and H were also accounted for. The
decomposition of CH to CH2 was included in the model, in addition to
the formation of H2O and H2 upon decomposition of CH4 and CH3.

Further decomposition of CH2 was not considered explicitly, and the
rate of formation of CH2 was assumed to be equal to the combined rates
of CO and CO2 formation with the reverse reaction to produce CH4
being insignificant due to rapid loss of hydrogen from the surface in
subsequent reactions. This is a simplification of the overall decom-
position process, but it was partly motivated by challenges in achieving
converged DFT results, potentially due to difficulties either in applying
the U correction, spin polarization, or the combination of the two (see
above). The interactions of H2, H2O, CO and CO2 with the iron oxide
surfaces were also modeled separately at a pressure of 1 bar, respec-
tively, to further address the formation of H2/H2O and CO/CO2. The
input parameters for the kMC simulations are mainly based on the
obtained DFT values described above. The results of running the kMC
models have been summarized as turnover frequencies (TOFs), i.e.,
rates per surface site, for given overall Reactions (1)–(5) discussed in
Section 2.2. The TOFs are used in the calculation of rate constants in the
next section and are presented in Table 2.

3.2. Calculation of rate constants

The turnover frequencies as calculated in the kMC calculations

Fig. 3. Thermodynamically stable structures for CH4 adsorp-
tion and molecular fragments produced upon reforming on the
Fe3O4(111) surface. (a) is CH4, (b) is CH3+H, (c) is CH3, (d) is
CH2+H. Iron is represented by large brown spheres, oxygen
by small red spheres, carbon by small dark brown spheres, and
hydrogen by small white spheres. Three different sites are
indicated in (a): tetrahedrally coordinated Fe atoms (Fetet),
and two different types of surface oxygen atom, one is bound
to a tetrahedral Fe and two octahedral Fe atoms (O1) and the
other is bound to three octahedral Fe atoms (O2). There are
four Fetet sites within the simulation cell. (For interpretation of
the references to colour in this figure legend, the reader is
referred to the web version of this article.)

Fig. 4. Relative energy vs. reaction coordinate
for a) CH4 decomposition and b) H2 and H2O
formation. The energies of CH3 to CH2+H in-
clude the energy of 0.5 H2(g) such that the
overall composition is CH4 and energies are
relative to adsorbed CH4. The labels O1, O2 and
Fetet refers to H at different adsorption sites
(see Fig. 3), and Olattice refers to an O atom in
the Fe3O4(111) surface.

Table 1
Reactions considered in the kMC simulations, where (g) refers to species in the
gas phase. Olattice refers to an O atom in the Fe3O4(111) surface.

Reactions

CH4 (g) ⇌ CH4 CO ⇌ CO (g) H + H ⇌ H2
CH4 ⇌ CH3 + H CO+Olattice ⇌ CO2 H2 ⇌ H2(g)
CH4 (g) ⇌ CH3 + H CO2 ⇌ CO2 (g) H + H + Olattice ⇌ H2O
CH3 ⇌ CH2 + H H2O⇌ H2O (g)
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cannot be directly used in kinetic models that do not explicitly consider
surface reactions, but only volumetric rate constants based on the
(homogeneous) concentration of reactive particles. It is therefore ne-
cessary to post-process the rate data to reflect the size and shape of the
particles, as well as the particle surface area that is available for reac-
tion. This procedure will be system-specific and depends on a number of
assumptions. We have chosen a purely geometric approach based on the
following assumptions:

(1) Reaction only occurs on the surface of a geometric shape re-
presenting the reactive particle, i.e., the particle is non-porous, and
reactants do not diffuse into the bulk of the particle.

(2) The reactivity of the particle surface does not change from the ideal
(flat) surface that has been modeled in the kMC simulations.

(3) Oxygen diffusion from the bulk to the particle surface is sig-
nificantly faster than any gas-surface reaction.

(4) The shape of the particle does not change as an effect of reaction.
(5) The reactive particles are independent and do not affect each other.

This should be seen as a “zeroth order” model, since these as-
sumptions describe an idealized case where the reactivity only depends
on the initial shape and size of the reactive particle. However, the
model can be modified to reflect more physically realistic conditions.
For instance, the surfaces of small nanoparticles are not likely to be
smooth but to have a relatively high density of steps, with presumably
higher reactivity than the flat surface, due to the large curvature of the
surface. This could have a profound effect on the reactivity of the
particle also considering the “normal” non-ideality of any real surface.
To correct the simple model outlined above one then needs an estimate
of the surface step density, and to also use data from DFT and kMC
calculations of reactions at steps.

In Fig. 5 some examples of typical reactive particle geometries are
illustrated. These include (1) a square block embedded in a support
with only one face of the block available for reaction, (2) a free sphe-
rical particle, and (3) a spherical particle embedded on a support (with
only half the surface available for reaction. Cases (2) and (3) are the
ones considered in this work, since they will represent a micrometer-
sized reactive particle and a nanometer-sized embedded reactive par-
ticle, respectively.

The rate constants are calculated from the TOFs from the kMC si-
mulations as follows. First, a surface rate (i.e., a rate per unit area) of
the reactive particle is calculated as:

=rsurf sites TOF (13)

where ρsites is the site density and νTOF is the TOF for a given re-
action. The rate of the reacting solid (per unit volume) is defined as

=r r A
Vsolid surf

avail

part (14)

Here Aavail is the surface area that is available for reaction and Vpart
is the volume of the reactive particle (Fig. 5). Volumetric gas-particle
(2nd order) rate constants have subsequently been calculated as

=k r
c cgas part

solid

gas part (15)

where cgas and cpart are the volumetric molar concentrations of gas
phase reactant and reactive particle, respectively. The gas concentra-
tion is calculated as

= =c
n
V

p
RTgas

gas

gas

gas

(16)

where ngas is the amount of gas-phase reactant and Vgas the corre-
sponding volume at a given pressure and temperature. The last equality
follows from the ideal gas law and pgas is the (partial) pressure of the
gas phase reactant as specified in the kMC simulations. The con-
centration of the reactive particle also refers to the kMC simulations,
which only considers the surface of the reactive particle and no other
parts of the systems, was calculated as

= =c n
V Mpart

solid

solid

solid

solid (17)

Here, nsolid, Vsolid, ρsolid, and Msolid refer to the amount, volume,
density and molar mass of the reactive particle, respectively. The rate
constant can therefore be written as

= =k RTM
p

r
RTM A

p Vgas part
solid

gas solid
solid

solid sites avail

gas solid part
TOF

(18)

These rate constants have been calculated for the temperatures at
which the kMC simulations were performed and fitted to an Arrhenius
expression

=k (T) AT exp( E /RT)gas part a (19)

The parameters are given in Table 3 for the two cases of 1 μm
spherical particles and 10 nm embedded spherical particles, corre-
sponding to case 2 and case 3 in Fig. 5, respectively. In this analysis it is
additionally assumed that the reaction of CH4 with Fe3O4 exclusively
leads to production of CO and H2, since there is experimental evidence
to indicate that CH4 reacting with Fe3O4 would selectively lead to CO+
H2 formation [14] (see Introduction). The simple kMC model described
in the previous section was only run to simulate the consumption of
CH4 at the surface and not the final product distribution, due to the
exceptionally computationally demanding DFT calculations that would
have been needed to evaluate all reaction steps. The main motivation

Table 2
Turnover frequencies (TOFs) for the reactions with Fe3O4 surfaces at different temperatures as obtained from kMC simulations. For details see the text.

TOF/s−1

Reactants Products 973 K 1073 K 1173 K 1273 K 1373 K

CH4 + Fe3O4 CH2 + Fe3O4 0.875 10.1 48.0 76.5 62.8
H2 + Fe3O4 H2O+Fe3O3 0.0657 0.990 8.06 45.0 220
CO+Fe3O4 CO2 + Fe3O3 1.10×104 7.06× 103 4.77× 103 3.35× 103 2.44× 103

CO2 + Fe3O3 CO+Fe3O4 293 157 104 66.0 37.1
H2O+Fe3O3 H2 + Fe3O4 0.0258 94.5 669 5.91× 103 2.91× 104

Fig. 5. Three specific cases of (embedded) re-
active particles: (1) Square block with only flat
surface exposed, (2) Spherical particle with
whole surface exposed, and (3) Embedded
spherical particles (half surface exposed).
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behind this study is to demonstrate the simulation framework and the
flow of information between scales. A future refined study of this re-
action should of course consider also the possibilities of forming CO2
and H2O directly as well. It should also be pointed out that since the
calculation of the rate constants is based on pure geometrical differ-
ences there is a constant factor 50 difference between the rate constants
involving the 1 μm particles and 10 nm embedded particles due to
larger available area-to-volume ratio for the smaller particles.

3.3. Reaction analysis and insights from intra-particle transport model

The rate constants of the three considered reactions in the CFD
analysis (i.e., irreversible methane conversion, as well as the reversible
reactions of CO and H with Fe3O4 as in Table 3 and as discussed in
Section 2.2) are shown in Fig. 6. While Reactions (1) (i.e., CH4 con-
sumption) and (3) (i.e., steam formation from H2) show typical Ar-
rhenius behaviour, the rate of Reaction (2) (i.e., CO conversion to CO2)
decreases with increasing temperature. However, Reaction (2) is at
least an order of magnitude faster than the other reactions. Thus, Re-
actions (1) (CH4 consumption) and (3) (steam formation from H2) are
rate limiting near 1200 K.

Next, we consider the equilibrium parameter defined as the ratio of
the forward rate constant and the reverse rate constant. Specifically, we
have considered Reactions (2) (i.e., reversible CO conversion; see first
paragraph in Section 2.2) and (3) (i.e., reversible H2 conversion), as
well as the Arrhenius parameters in Table 3 to calculate kgas-part/kr,gas-
part via Eqn. 19. We note in passing that for 50% Fe3O4 conversion, this
ratio equals the equilibrium ratio of product and reactant gas con-
centration. As shown in Fig. 7, the equilibrium for Reaction (2) is on the
gas product side, while for Reaction (3) it is on the gas reactant side for
temperatures above 975 K.

At 1200 K, and for Fe3O4 conversions between 0.1 and 0.9, the
product-to-reactant distribution is such that CO2 and H2 formation is
favoured (Fig. 8). Only for very low conversions (i.e., XFe3O4< 0.04; see
Reaction (3) in Fig. 8), H2O formation is favoured, while only at very
high Fe3O4 conversions (i.e., XFe3O4> 0.992; see reaction 2 in Fig. 8)
CO formation is favoured.

Thus, over a wide range of conversions the second slow reaction
(i.e., H2O formation) is not favoured. In addition, the conversion of CO
to CO2 can be assumed to be fast and complete. In summary, the in-
spection of rate constants and equilibrium parameters motivates our
assumption that CH4 consumption is the rate limiting step, as well as
that our simplified Reaction (4) discussed in Section 2.2 is appropriate.
The assumption of CH4 consumption being the rate limiting step also
simplifies the analysis of intra-particle transport, for which results are
presented next.

As seen in Fig. 9, intra-particle transport is not limiting for fluidized
beds containing 100 μm carrier particles and the 10 nm grains (i.e., the
fast reaction; this case is indicated as “base case” in Fig. 9). At 1200 K
pore diffusion becomes limiting roughly for 1mm particles, while for
2.5 mm grains it greatly affects the overall reaction rate. Thus, at the
given process temperature and in typical FB applications, only grains
with a size significantly smaller than 10 nm would be necessary to cause
intra-particle transport to become limiting.

3.4. Fluid-particle flow simulation setup

To demonstrate the developed multiscale modeling approach, we
next consider a small-scale fluidized bed CLR reactor. Specifically, as
the base case we consider 10 nm Fe3O4 grains that are hosted by dp
=100 μm carrier particles with a porosity of εp= 0.5, a tortuosity of
τ=1, a particle density of 4000 kg/m³, as well as an initial Fe3O4 mass
fraction of wFe3O4= 0.15. The system pressure is 2.0MPa, the reaction
is considered to occur under isothermal conditions at T =1200 K, and a
pure methane feed stream is considered at the inlet of the FB. These
settings are in line with our previous study [51] that considered only
Reaction (1). Thus, the initial reactant concentrations are
[Fe3O4]0= 2.59 kmol/m³ and [CH4]in= 0.200 kmol/m³. The inlet gas
density, kinematic viscosity, heat conductivity, Prandtl number and
diffusivity (of methane in the product gas consisting of CO2 and H2) are
ρCH4= 3.21 kg/m³, νCH4= 1.44×10−5 m²/s, λCH4= 7.70×10-2 W/
m/K, Pr= 0.704, and DCH4= 2.05× 10−5 m²/s, respectively. Con-
sidering the porosity and tortuosity of the carrier particles, the effective
diffusivity of methane in the pores of the particles is
Deff= 1.03× 10−5 m²/s (here we assume that pores are wide enough
such that classical diffusion describes transport reasonably well;
Knudsen effects are not considered in our present work).

The methane feed rate is based on a fixed gas speed at the inlet. For
the latter, 2.5 times the minimal fluidization speed is chosen, which

Table 3
Arrhenius parameters for the reactions with Fe3O4 reactive particles. For details
see the text.

Reactants Products A/cm3mol−1s−1 β Ea/kJ/mol

1 μm particle
CH4 + Fe3O4 CO + 2 H2 + Fe3O3 2.34×109 0 132
H2 + Fe3O4 H2O+Fe3O3 5.29×1013 0 234
CO+Fe3O4 CO2 + Fe3O3 3.09×1016 −3.38 0
CO2 + Fe3O3 CO+Fe3O4 6.20×1018 −4.80 0
H2O+Fe3O3 H2 + Fe3O4 2.14×1021 0 376

10 nm embedded particle
CH4 + Fe3O4 CO + 2 H2 + Fe3O3 1.17×1011 0 132
H2 + Fe3O4 H2O+Fe3O3 2.65×1015 0 234
CO+Fe3O4 CO2 + Fe3O3 1.55×1018 −3.38 0
CO2 + Fe3O3 CO+Fe3O4 3.10×1020 −4.80 0
H2O+Fe3O3 H2 + Fe3O4 1.07×1023 0 376

Fig. 6. Forward reaction rate constants for the three most important reactions versus temperature (reactions as discussed in Section 2.2).
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yields 0.0352m/s. The computational domain has a size of
L×W×H=85 dp×6 dp×341 dp and is filled with 50,000 particles
(see Fig. 10 for an illustration). The Eulerian grid size resolution is
Δg= 2 dp, and the calculation time step is chosen to ensure a maximum
Courant number below 0.2.

3.5. Insights from the fluid-particle flow model

Fig. 11 illustrates the reaction progress, and how it is affected by
time and reactivity. Panel a) indicates a rapid reaction which leads to
significant solid consumption already after 0.05 s. For such a rapid re-
action, Fe3O4 is consumed primarily near the CH4 inlet, leading to
strong gradients in the local solids concentration. Due to particle mo-
tion induced by the fluidizing gas, these gradients manifest in thin
(mainly vertically oriented) streaks of particles with low Fe3O4 con-
centration (see panel a, bottom row). These streaks are still visible for
the intermediate reaction rate (see panel b), however, to a much lower
extent. For the slowest reaction considered (i.e., the 1 μm grains, see
panel c), the Fe3O4 concentration distribution is virtually uniform. This
can be explained by solids mixing being faster than the chemical re-
action.

In Fig. 12 we highlight the CH4 concentration in the pores of the
carrier particles, i.e., the concentration that is relevant for evaluating
the reaction rate. Similar as for the solids concentration, in case of a fast
reaction (see panel a) there are regions with extremely low CH4 con-
centration. Again, this indicates that the chemical reaction is faster than
mixing in the system and the supply of methane via the fluidizing gas.
Interestingly, the profiles of the CH4 concentration in the pores is more
uniform and does not show the fine streaks observed in Fig. 11. This is
due to the fact that mixing of gases in the fluidized bed is more efficient
(due to the higher molecular diffusivity, as well as dispersion due to
turbulent fluctuations in the gas).

Fig. 7. Equilibrium parameter for reaction (2) (CO conversion to CO2), as well as reaction (3) (H2 conversion to H2O) versus temperature calculated from reaction
rate constants (Eq. (19)).

Fig. 8. Ratio of product and reactant (educt) concentration versus Fe3O4 conversion for Reaction (2) (i.e., CO conversion to CO2), as well as Reaction (3) (H2
conversion to H2O) at 1200 K.

Fig. 9. Effectiveness factor for Reaction (1) (i.e., methane conversion) at
1200 K versus Fe3O4 conversion for various carrier particle sizes and 10 nm
grains.
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Finally, we illustrate CH4 concentration gradients (but this time in
the bulk of the gas phase) in Fig. 13. Clearly, a rapid reaction leads to
strong gradients of the gas phase reactant, and a “finger” of high CH4
concentration is clearly observable after 0.2 s of simulated time (see
panel a, bottom row). This finger is caused by (i) the locally slowed
down reaction (since the solid reactant is locally depleted), and (ii) the
complex solids flow pattern.

3.5.1. Comparison with fixed bed operation (1 mm carrier particles)
To contrast the findings for the fluidized bed discussed above, a

simulation considering a fixed bed reactor has been performed.
Therefore, only the carrier particle size was increased by a factor of 10,
and all other parameters were chosen to be identical to the base case
scenario. The results (see Fig. 14) indicate the formation of a clear re-
action front in the bed, which manifests itself in (i) the profiles of the
reactants (see panels b–d), as well as (ii) the effectiveness factor (see
panel e). Most important, the effectiveness factor is non-uniform, and
close to unity near the reaction front. The reason for this is that near the
front the solid phase reactant is already partially consumed, which
slows down the reaction (i.e., the modified reaction rate constant in (7)
decreases with decreasing Fe3O4 concentration). Note, that in our si-
mulations the effectiveness factor is set to zero in case the solid phase
reactant is zero (and hence the reaction completed). A second key
finding is that the reaction front seems to penetrate faster into the bed
near the lateral walls of the reactor. This can be explained by con-
sidering the gas-phase flow field (see panel a): near the wall porosity
fluctuations lead to a locally higher gas speed, and hence faster CH4
transport into the bed. This leads to a higher reaction rate, and hence a
faster penetration of the reaction front near the wall.

Finally, we return to our fluidized bed case, and aim on illustrating
effects due to incomplete mixing. Specifically, we illustrate in Fig. 15
the average Fe3O4 conversion versus time, and compare simulated data
with the results of the simple model given by Eqs. (11) and (12). We
find that setting the meso-scale effectiveness factor ηmeso to unity (see
dashed lines) leads to a significant overprediction of the conversion.
Choosing ηmeso= 0.58 leads to a much better agreement of our simple
model with the CFD-simulated conversion profile. Interestingly, this
meso-scale effectiveness factor appears to fit our data for all three

Fig. 10. Illustration of the gas-particle simulation setup (particles are shifted
into the –y direction to improve clarity; colors indicate the methane con-
centration).

Fig. 11. Distribution of the Fe3O4 concentration for different grain sizes and two different times (base case scenario with 100 μm carrier particles).
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Fig. 12. CH4 concentration in the pores of the carrier particles for different grain sizes and two different times (base case scenario with 100 μm carrier particles).

Fig. 13. CH4 gas phase concentration for different grain sizes and two different times (base case scenario with 100 μm carrier particles).
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reaction rates considered (only for conversions higher than 0.8 does the
simple model deviate more significantly from the simulation data such
that lower and higher effectiveness factors for the 10 nm and 1 μm
grains would be advisable, respectively). This can be explained by the
overall fast reaction in all three scenarios, which leads to a significant
CH4 depletion in the pores of the particles.

4. Conclusions

We presented a multiscale modeling framework for fluidized bed
reactors with specific application to the use of iron oxide (Fe3O4) na-
noparticles as reactive oxygen carrier particles in Chemical Looping
Reforming (CLR) systems. The ultimate goal was to improve on current
computational materials design initiatives by not only focusing on
fundamental materials properties, but also the use of materials in spe-
cific processes.

At the atomic scale, kinetic Monte Carlo simulations were run to
provide kinetic data for macroscopic flow models. The kinetic Monte
Carlo simulations were partly based on DFT calculations on CH4 and H2
reactions at Fe3O4. Due to challenges in achieving converged DFT re-
sults some simplifications were made. The resulting overall surface
reaction rates were post-processed for use in macroscopic models with
the goal to integrate process information with materials information. It
was found that this can be done in a reasonably straightforward manner
and that – although several approximations and simplifications were
made in our test case presented here – this can be made increasingly
more accurate by well-defined corrections to the simple zeroth-order
model.

The key conclusions from our macroscopic modeling, i.e., the results
of our intra-particle and multiphase flow simulations, can be summar-
ized as follows: for typical fluidized bed CLR systems that rely on me-
thane conversion over Fe3O4, intra-particle effectiveness factors may be
safely set to unity. In case intra-particle transport effects are expected to
be significant, a simple model for this effectiveness factor [49] is sui-
table and most computationally efficient. However, for the CLR systems
investigated in our present work, meso-scale mixing effects should not
be neglected. As we have shown, these effects reduce the reaction rate
(estimated from a perfect mixing model) by more than 40%. Also, we
have shown that for a typical CLR fixed bed reactor with 1 μm carrier
particles, the intra-particle effectiveness factor varies locally, and ap-
proaches unity near the reaction front. This is due to the sensitivity of
the effectiveness factor to the solids concentration, which is smallest
near the reaction front. Clearly, a spatially varying effectiveness factor
should be taken into account for such reactors. Our ongoing work re-
lated to reactive gas-particle flow models includes strategies to avoid
tracking all particles in the flow field, e.g., by adopting parcel-based
and systematic coarsening approaches [52]. In future studies, this may
allow researchers and engineers to rely on predictions of PU-EL-based
simulations of pilot-, or even full-scale reactors.

The approach of computationally testing materials both for their
fundamental microscopic properties and their use in flow models of
realistic reactor conditions, ultimately leads to better descriptors of
materials performance that can be used in future materials screening
activities. This is especially relevant for performance with respect to
economic and ecological parameters, since they critically depend on the
size of the reactor, as well as the conversion that can be achieved.

Fig. 14. Results considering a fixed bed reactor, a grain size of 10 nm, and a carrier particle size of 1 mm (a): magnitude of the velocity field, b): gas-phase CH4
concentration distribution, c): CH4 concentration in the pores of the carrier particles, d): Fe3O4 concentration, e): effectiveness factor).

Fig. 15. Average Fe3O4 conversion in a fluidized bed versus time for different grain sizes (base case scenario; red dots: simulation output, dashed line: model
assuming perfect mixing of gas and particle phase, solid line: model accounting for a meso-scale effectiveness factor with ηmeso = 0.58). (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
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