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Building cyber resilience through a discursive approach  
to “big cyber” threat landscapes

T.O. Grøtan
SINTEF Technology and Society, Trondheim, Norway

ABSTRACT: Cyber safety, security and resilience of Critical Infrastructures (CI) and critical societal 
functions is a contemporary challenge. To understand the bigger picture, we may build composite threat 
landscapes in which vulnerabilities and threats combine and travel across distinct domains between which 
expertise, competence, experience and knowledge horizon related to safety, security and risk may differ 
substantially. Additional sensitization towards emerging cyber threats is however needed. Inspired by the 
post-normal “science of what-if”, the “BigCyber” model advance threat landscapes further into sensi-
tivity to hidden, dynamic and emergent vulnerabilities. The approach is exemplified in terms of smart 
metering of household electricity consumption. The need for discursive support for different stakeholders 
relating to threat landscapes is identified, and a discursive framework for stepwise nurturing of polycen-
tric governance is outlined. The framework can also be used to elaborate and support the idea of resilience 
landscapes of autonomous entities, facilitating a polycentric approach to cyber resilience.

collecting extensive information from installations 
without the customer's consent, could be coined as 
the "industrial Big Other"

In the 1990's, the prospect of "trusted" compu-
ter systems prevailed. Today, few if  any ICT sys-
tems are delivered with assurances that support 
this. Practically no ICT system, including CI, may 
preclude the possibility of intrusion, disturbance 
and hacking. Big-scale consumer innovations, e.g. 
autonomous cars and home appliances, are seem-
ingly always lagging in computer security. Some 
voices even claim that "computer security is broken 
from top to bottom" (Economist, 2017).

Potential countermeasures are often invasive, 
e.g. on privacy, often unduly playing on strings of 
fear and anxiety. Public initiatives, e.g. from the 
EU (Galbusera and Giannopoulos, 2016) aiming 
for public, semantic web descriptions of critical 
infrastructures may also be exploited to enable 
sophisticated attacks.

We cannot expect of holistic, cross-nation, cross-
sector approaches to these challenges. The obstacle 
is not just the tremendous information coordina-
tion challenge, but also the incommensurate and 
diverse motives and objectives across boundaries of 
private vs public, classified vs unclassified, national 
vs international. Information cannot be shared, nor 
trusted, in one "heap". Motives and objectives are 
incommensurate, increasingly located in an atmos-
phere of post-fact attitudes, fake news, and informa-
tion warfare targeting societal trust, in which even 
security agencies may find it difficult to navigate.

1 INTRODUCTION

The potential consequences of failure and distur-
bance of Critical Infrastructures (CI) and soci-
etal functions (e.g., energy, water, transport, and 
logistics) depending on Information and Com-
munication Technology (ICT) are frightening and 
potentially devastating. The overall risk picture is 
increasingly blurred, mixed and constantly evolv-
ing. It is difficult to maintain a sharp divide between 
the stable inside of a critical infrastructure, and a 
more innovative outside. Presumed motivations of 
potential adversaries and perpetrators span a wide 
range, encompassing cyber conflict and hybrid 
warfare, fake information, political influence, 
cyber-physical damage, cybercrime, sheer vandal-
ism or teenager tricks. This adds to the existing 
prospects of the accidents, failures and unfortu-
nate incidents in (already) complex systems. Per-
row’s (1984) notion of the “normal accident” is 
persistently hard to escape.

The Internet of Things (IoT) is already on the 
scene, offering new access ( = attack) points, new 
magnitudes of automation and cyber-physical 
impact, but also boosting the ability to "informate" 
(Zuboff 1984); to generate electronic texts about 
the use of the infrastructure. Moreover, the "Inter-
net of Everything" (IoE) has been coined as the 
"Big Other" surveillance capitalism (Zuboff, 2015), 
fueling a logic of accumulation. This is signified by 
the increasing rate of ICT systems rigged for col-
lecting as much (surplus) data as possible. Vendors 
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This fundamental challenge demands an 
attempt of imagining the inconceivable. Societies, 
organizations and stakeholders habitually directs 
their hope and faith for dealing with such chal-
lenges to risk management and governance, but 
these are increasingly acknowledging their limita-
tions. Illustratively, a new Specialty Group (SG) 
on resilience analysis was approved by the Society 
of Risk Analysis (SRA) Council on December 10, 
2017.

In the following, a diverse portfolio of strate-
gies and approaches that can be utilized at several 
levels, from the national regulator to the infra-
structure owner and stakeholder is proposed. The 
key issues are about building threat landscapes to 
increase sensitivity to hidden, dynamic and emer-
gent (“h/d/e”) vulnerabilities and couplings, and to 
employ the concept of resilience in a polycentric 
manner catering for diversity, rather as a system-
wide property on uniform terms.

An example is offered: smart household electric-
ity metering as part of smart grids. Energy com-
panies strive to use technology to innovate their 
customer relations, technical maintenance and grid 
stability, fearing cyber threats, but also fearing a 
sudden, technology-driven meltdown of their busi-
ness models.

2 THREAT LANDSCAPES—AND BEYOND

2.1 Threat landscapes

Risk management is traditionally not possible with-
out making demarcations about a system regarding 
boundaries, threats, vulnerabilities, key events, and 
other inventories (e.g., acting subjects). In today’s 
complex cyber-inflicted systems, such presump-
tions become increasingly difficult. H/d/e couplings 
between parts that we traditionally would prefer to 
keep apart for analytical clarity, or events and con-
ditions that would be considered as unlikely or even 
irrelevant in conjunction, challenge organizations’ 
and societies’ experiences, capabilities and skills 
regarding imagination as well as actual resilience 
towards disturbance and surprise.

A societal perspective will have to address the 
bigger picture by recognizing and combining mul-
tiple, distinct domains of expertise, competence, 
experience and knowledge horizons related to, e.g., 
safety, security, resilience, threat and risk. In this 
paper, any such distinct domain is “squared out” 
as a picture, with a frame representing demarca-
tion of inside vs outside, however with the premise 
that there may always be some relevant knowledge 
missing.

A key challenge is that due to the diversity and 
h/d/e ICT-induced couplings of physical as well as 

logical nature, “pictures” may suddenly turn out to 
be be flawed, and the new threats may travel across 
such experience-based boundaries in unprec-
edented ways. The understanding of such com-
posite threat landscapes require methods beyond 
the practices used to address single domains. 
Although it is likely that the (more or less profes-
sional) risk management approaches per se do not 
vary dramatically across such “squared” frames, it 
is likely that the pragmatic knowledge horizon of 
each domain, e.g., the sensitivity to different phe-
nomena and the ways information and knowledge 
is recognized, collected, combined and appreci-
ated, will differ substantially more.

Due to the presumed heterogeneity of the total 
landscape, it is held unlikely that a joint holis-
tic picture of threats and vulnerabilities can be 
comprehended from a single knowledge horizon. 
Hence, it is presumed that the “visible landscape” 
that can be created and shared between domains 
is constituted by several “squares”, each of which 
representing a specific horizon of knowledge-gath-
ering (“knowledging”) strategies and actual expe-
rience. To be able to construct such a landscape, 
three issues are crucial:

1. Explication of the boundary conditions for 
each horizon “squared out” (Figure 1) in terms 
of the frame description, the demarcations of 
the validity of the inside, and the indicators of 
its saturation (that is, when it cannot accommo-
date more issues, without losing its pragmatic 
meaning)

2. the characteristics of overlap zones and the cor-
responding h/d/e vulnerabilities and couplings 
that may enable threats to propagate

3. The joint acknowledgement that single frames, 
as well as their intersections, are not only uncer-
tain, but also influenced by a background land-
scape encompassing h/d/e phenomena.

The labyrinth background in Figure  1  signi-
fies the persistent hermeneutical challenge of a 
“moving horizon” (Gadamer 1992) facing each 
“squared” horizon, as it encounters new phenom-
ena and contesting horizons through the overlap 
zones.

The resulting threat landscape metaphoric 
hence implies a loss of traditional presumptions 
of clear-cut responsibility and authority tradition-
ally associated with single pictures/frames, but 
also an increased sensitivity to other horizons of 
understanding.

For taking advantage of this landscape meta-
phoric, each knowledging agent or community 
must acknowledge the need to understand the 
foundations of its own horizon, and be able as well 
as willing to take a closer look beyond its prevalent 
presumptions.
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In this way, the threat landscape metaphor may 
be used to build a “bigger picture” including h/d/e 
couplings between distinct domains, among which 
expertise, competence, experience and knowledge 
horizon related to safety, security, threat and risk 
are not necessarily commensurate. To establish the 
grounds for extended understanding of the sur-
rounding landscape, each agent may take advan-
tage of the “take it to the limits” approach (Grøtan 
and Antonsen 2016) in which a sequence of issues 
is raised to encircle the boundaries and the satura-
tion points of each frame, and open up for inputs 
from other domains.

2.2 “What-if”: Sensitization and weak signals

The threat landscape approach above is prima-
rily useful for utilizing past experience and existing 
knowledge from professional domains, looking for 
new combinations, and for revealing or spotting h/d/e 
vulnerabilities before they have negative impact.

However, many recent events illustrate that 
cyber (h/d/e) vulnerabilities emerge as a big sur-
prise or a “black swan”. A recent example is social 
media allegedly being used for political communi-
cation, tipping elections (Guardian, 2017), indeed 
exceeding what may be anticipated by means of 
traditional scientific approaches. The public sphere 
is very likely to be affected by the consequences, 
and involved in the key phenomena, e.g., as actu-
ally being the product, not the customer, for “Big 
Others”. The threat landscape approach per se 
may thus not be enough. The residual challenge is 
thus to be able to raise and pursue the question 
“what-if” based on hints, weak signals or sheer 
imagination, and make a serious judgment in time 
on issues that normally might be discarded as 
belonging to a risk distribution tail. Also, the “lay-
man” horizon should be included in the process.

To address this residue, inspiration is here gath-
ered from the “post-normal science” (PNS) (also 
denoted the “science of what-if”) introduced 
by Funtowicz and Ravetz (1993) and Marchi & 
Ravetz (1999), setting out to resolve a science in 
crisis (sic!).

Kønig et al. (2017) identify the conditions char-
acterizing a post-normal situation: Irreducible 
complexity, deep uncertainties, multiple legiti-
mate perspectives, value dissent, high stakes, and 
urgency of decision-making. The PNS goal is not 
to attain certain knowledge, but quality, a more 
robust ‘science for policy’. Pointing to how politici-
zation of science renders classical Mertonian scien-
tific norms invalid, they identify an ethos for PNS 
which they denominate TRUST (Transparency, 
Robustness, Uncertainty management, Sustain-
ability, and Transdisciplinarity), considering this a 
nexus for reflexivity practices. They propose that 
the public trust in science advice can be restored 
through the PNS ethos.

PNS is also portrayed as “both descriptive 
(describing urgent decision problems - post-normal 
issues - characterized by incomplete, uncertain or 
contested knowledge and high decision stakes and 
how these characteristics change the relationship 
between science and governance) and normative 
(proposing a style of scientific inquiry and practice 
that is reflexive, inclusive and transparent in regards 
to scientific uncertainty and moving into a direction 
of democratization of expertise)” (Strand 2017).

Here, the PNS challenge is responded to in a 
more meagre and restricted way; 1) by urging for 
sensitivity to weak signals, and 2) the proposition of 
a cyber-vulnerability sensitization model that hope-
fully make sense to professionals and laymen alike. 
Hopefully, this is a contribution to the PNS urge to 
invite “extended peers” into the conversation. Ubiq-
uitous cyber vulnerabilities, and the hope of cyber 
resilience, should not only be based on a discourse 
among professionals; ultimately it involves us all.

The turn towards PNS for inspiration, and the 
return to the less ambitious sensitization model 
presented below, is thus a natural next step from 
the idea of the threat landscape as a vehicle for 
joint comprehension and discourse based on vali-
dated of, or even sense-making from, weak signals. 
The notion of “weak signal” is thus not confined to 
uncertainty within a familiar domain, but include 
the possibility that something radically outside the 
normal frames of reference may “travel” trough 
the landscape, with significant impact at unex-
pected places.

2.3 The BigCyber sensitization model

This sensitization model is intended as a generic 
tool to support a balanced approach to under-

Figure  1. Overlapping threat pictures constituting a 
threat landscape on a labyrinth background (Grøtan and 
Antonsen, 2016).
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standing the temptations as well as the possible 
drawbacks related to utilization of the ever-evolv-
ing “cyber space”.

2.3.1 Underlying and formative issues
2.3.1.1 Potential conflict in cyber space
The actors who own and operate critical infrastruc-
tures are usually not directly involved in (military) 
cyber conflict scenarios, they have traditionally 
not been seen as military actors. Still, they may be 
targets for offensive cyber weapons in a potential 
conflict situation. By making attacks on critical 
infrastructure from afar technically possible, dig-
ital technology also make these types of attacks 
feasible. It is therefore important that these actors 
think about the possibility of being targets, and 
prepare accordingly. An attack of this type could 
be intended to simply disrupt services, sabotage 
or even cause physical damage. E.g., Since being 
coined by CIA Director Leon Panetta in 2016, there 
has been a persistent concern in the US regarding a 
potential “Cyber Pearl Harbour” attack.

2.3.1.2 The Internet of Things (IoT)
IoT implies a network of objects able to collect 
data through embedded sensors and exchanging 
this information via the internet, but are notori-
ously hard to secure, and even hard to update when 
needed.

Both intended, malicious cyber threats and unin-
tended system failures and vulnerabilities of IoT 
dispersed throughout a CI may lead to severe dis-
ruptions in cyber physical systems. In 2016, we also 
experienced a hint of the future, as the recognized 
scale of DDoS attacks increased dramatically due to 
the broad availability of tools for compromising and 
leveraging the collective, offensive firepower of IoT 
devices—poorly secured Internet-based security 
cameras, digital video recorders and Internet rout-
ers (Guardian, 2016). The intentions and motives 
behind may be related to crime and hackers, ranging 
from teenagers’ ploys via organized crime to state 
actors, but also to cyber conflict and hybrid warfare.

IoT thus sparks the ability to “informate”, to 
generate electronic texts around the use of the 
infrastructure and technology, boosting the “Big-
Other” logic of accumulation.

2.3.1.3 From IoT to Internet of Everything 
(IoE)

As more and more personal information is being 
made more or less public, and the possibility for com-
bination increases, a new form of information econ-
omy emerges. Zuboff (2015) describes the emergent 
logic of accumulation in the networked sphere as an 
“Internet of Everything” (IoE) in which personal 
information becomes a commodity of high value 
for a wide range of (unknown) users. This radical 
new form of surveillance capitalism aims to predict 

and modify human behavior as a means to produce 
revenue and market control. Zuboff (2015) launches 
the need for an ‘information civilization’ addressing 
the challenges from “Big Other”: “a ubiquitous net-
worked institutional regime that records, modifies, 
and commodifies everyday experience from toast-
ers to bodies, communication to thought, all with a 
view to establishing new pathways to monetization 
and profit” (Zuboff, 2015).

Such an “information civilization” requires a 
new comprehension of cyber safety and security, 
including the multifaceted concept of resilience.

2.3.1.4 The lack of assurances
Given the high ambitions related to evaluation crite-
ria for “trusted” computer systems a couple of dec-
ades back, there is a striking contemporary silence 
and numbness related to the lack of assurances about 
vulnerability of critical computer systems, at least in 
the non-classified domain. The infamous Stuxnet 
incident has demonstrated that a widely used indus-
trial control system platform can be used to launch 
very intricate attacks that are very hard to spot. This 
is not only about “zero days”, it is also about an 
inherent technological brittleness, and the possibil-
ity that industrial plants such as windfarms (Staggs 
et al. 2017) or smart metering systems (Hansen et al. 
2017) demonstrably can be “hacked”, with poten-
tially severe consequences. This is also about a flawed 
marketplace that does not care to ask for such assur-
ances at all, or just to a very minor degree.

2.3.1.5 Privacy
The Norwegian Data Inspectorate have just 
recently aired their concern regarding the impli-
cations of this, and The Norwegian Consumer 
Council is worried about privacy and consumer 
rights in a situation where such consumer data has 
become a “goldmine” for infrastructure operators. 
The Norwegian telecom operator Telenor is mak-
ing data from the cellular network to a commod-
ity under the label “mobility analytics”. In the US, 
a new bill is criticized for being a lift of existing 
legislation that “not only gives cable companies 
and wireless providers free rein to do what they 
like with your browsing history, shopping habits, 
your location and other information gleaned from 
your online activity, but it would also prevent the 
Federal Communications Commission from ever 
again establishing similar consumer privacy pro-
tections”. It can be doubted whether the individual 
customer will be able to value his/her privacy suf-
ficiently in relation to the “benefits”, or the sheer 
volume of “user agreements” that are offered.

2.3.1.6 Enter psychology
1. Big Five in Big Data
Psychoinformatics (Montag et al., 2016) is a disci-
pline on the rise. The “Big Five” model has been 
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a prevalent model for psychological profiling, with 
alleged predictive power on human behaviour and 
influence. Recently, the Big Five model has been 
a driving force in “Big Data” attempts of collect-
ing enough data to reveal patterns from which 
predictions about human behaviour become quite 
precise). Some findings seem to suggest strong cor-
relations between Big Five parameters and social 
media (e.g., facebook) data. E.g., an average of 68 
“facebook clicks” seemed to be enough (in 2012) 
to predict colour of skin, sexual preference, politi-
cal preference, intelligence, religious belief, use of 
alcohol/tobacco/drugs, or of having divorced par-
ents, with reasonably high confidence (Grassegger 
& Krogerus, 2018). With more data, the model 
predictions beat the assessments of a person from 
colleagues, friends, parents and spouse. Ultimately, 
the smart phone is an “enormous psychologi-
cal questionnaire” feeding us (or someone) with 
more and more detail. With more information, 
the prospect is raised that somebody could know 
“more than the informant think they know about 
themselves”. Inherent in this is the assumed ability 
to predict an informant’s response to a condition/
situation.

But it also works the other way around: the user 
data can also be used as a filter to find and track 
down users/individuals with specific personality 
details; providing a method to “profile” people 
without themselves knowing. It is claimed that this 
has been used recently in political marketing/com-
munication, by “micro-targeting” through assess-
ments of personalities through Big Five and digital 
footprints. From which, political messages are 
organized and based on psychometry rather than 
demography, by, e.g., designated “messages” as 
personality-adapted advertisements or “news” (not 
necessarily “fake”). “Dark posts” are paid fb ads 
exclusively in the news feeds to users with specific 
personalities. It can also be about microscopic vari-
ations in the same message to accomplish psycho-
logical effectiveness, headings, colours, captions, 
stills or videos, targeting villages, neighbourhoods, 
or individuals differently. Hence, digital footprints 
become “real humans” with worries, needs, inter-
ests and addresses.
2. Cyber psychology in change
Another issue with possibly unprecedented impli-
cations is the potential implications of how digital 
omnipresence leaks into and potentially changes 
our psychology as users and operators, e.g. in 
terms of increased conformity (Størseth 2013).

2.3.2 The BigCyber sensitization model
The Big Cyber model summarizes the key issues 
at large, as illustrated in Figure 2. The model com-
prises five different “Janus-faces”, each of which 
offering a huge benefit (inside of the dotted penta-

gon), as well as conducing a severe downside (out-
side of the dotted pentagon) that can be viewed as 
an h/d/e threat or vulnerability.

BigBrother(s) may offer comfort and security in 
times of crisis and terror, but are giving themselves 
rather free passes to track down and inflict harm 
on any instance or person that may be regarded 
as a present or potentuial adversary. There are no 
international agreements on ethical conduct of 
cyber offense.

Personalization and customization of services 
offers ease of use. But the backside is that we are 
enrolled into the BigOther surveillance capital-
ism (Zuboff 2015) without being properly asked 
or informed; “users” are transformed to products 
and monetized behavioral commodities in a digital 
economy.

BigData coupled with artificial intelligence and 
machine learning promise an endless range of new 
insight and capabilities, but these are not reserved 
for the “good” purpose. What if  the key ideas of 
“insurance” are jeopardized? Intelligent offense 
towards CI and ICT systems is as likely as intel-
ligent defense.

The BigFive personality model can probably 
make us even more comfortably numb while effort-
lessly harvesting the benefits of cyberspace. Will we 
be able at all to resist the narrowed “alternatives” 
presented? Will we develop a “cyber psychology” 
that enables us to recognize and deal with commer-
cially and politically motivated communication?

This is also about an aggregated, unevenly dis-
tributed digital economy and power. BigOther will 
have supreme power to utilize BigData as well as 
BigFive. Evry cyber innovation is aiming for sale, 
and BigOther is loaded with cash and ready to buy 
any advantage and “edge” available.

Societies, organizations as well as individuals are 
always hungry for the BigInn(ovation). The lack 
of basic assurances are hardly noticed, except for 
the invitation to become an “update junkie”, and 
that the computer industry is not subject to any-

Figure 2. The BigCyber sensitization model.
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thing near the liability issues that, say, automakers 
or pharmaceutical industries must consider. Also, 
outsourcing with fragmented managerial account-
abilities is a too easy escape when ambitions of 
digitalization exceed available competence to deal 
with the vulnerabilities.

The BigCyber model support understanding of 
exposure to unfamiliar intentions and motives, and 
of new attack surfaces and vectors, e.g., cyber-phys-
ical impact, small and large, massive profiling, crime 
and intrusion and an endless stream of “zero days”.

3 EXAMPLE: SMART METERING

A smart meter is a physically separate device 
designed with encrypted communication between 
the energy supplier and the customer for regular 
metering at, e.g., an hourly basis. In one way, the 
Smart Meter is just another Industrial Control 
System (ICS) or Supervisory Control and Data 
Acquisition (SCADA) system that is a precondi-
tion for even preconceiving the idea of a smart 
grid, depending on control functions and measure-
ments at an unprecedented scale.

As illustrated in Figure 3, the smart meter also 
has a “private” physical connector (in Norway 
denoted a “Home Area Network” (HAN) port) 
that enable third parties, e.g., providing “smart 
home” solutions, to read metering data as part 
of their (innovative) services, connected to the 
internet. However, do we understand the potential 
threat landscape of this?

Smart metering is an entry point to the huge 
challenges of protecting the energy grid as a criti-
cal infrastructure. Concerns can be raised, inde-
pendent on whether the connection is physical or 
not, on both unauthorised access and to whether 
the end user oversee the implications of granting 
additional connections.

The attractiveness of the electricity system for 
cyber attacks was demonstrated in Ukraine (2015 

and 2016). Disruptions may range from massive 
shutdown (leading to imbalance and potential 
physical damage) or just poor quality (voltage/fre-
quency). The potential for targeting vast numbers 
of smart meters simultaneously is demonstrated 
(Hansen et  al. 2017). We have yet to experience 
the full damage potential, but in the UK, MPs 
were warned of sabotage threat from smart meter 
hackers. As experts said rogue programmers could 
target £11bn system, a massive shutdown will put 
enormous strain on both the supplier and con-
sumer side (Financial Times, 2016).

3.1 The microcosmic threat landscape of ICS

We start by illustrating the potential of the threat 
landscape approach at a very small scale. Resting 
on a similar vocabulary employed by The Euro-
pean Union Agency for Network and Information 
Security (ENISA), the smart meter seen as an ICS/
SCADA system, can be depicted as a “microcos-
mic” threat landscape in its own respect (Figure 4).

the approach is illustrated in terms of a work-
shop assessment of an industrial SCADA system in 
a networked context. The actual “squared” threat 
pictures (left side of Figure  4) are selected and 
derived from a similar approach by ENISA. The 
actual threat landscape composition was conducted 
as part of the (1st Annual) Workshop on Cyber 
Safety, Security and Resilience of Critical Energy 
Infrastructures, Oslo, Norway June 2016. Here, each 
threat picture was elaborated before combined into 
the landscape. Both the contents of each “frame” 
or “horizon”, and their overlaps, turned out to be 
surprisingly complex, and did add weight to the sus-
picion that the ideal design does not cover every vul-
nerability in this (microcosmic) threat landscape”.

3.2 The BigCyber-sensitized threat landscape

Can we conceive a bigger picture, a BigCyber-sen-
sitized smart meter threat landscape?

In addition to necessary functionality for build-
ing of smart grids, the smart metering solution is 
also an excellent example of a connection to “Big 

Figure 3. The Smart Meter as part of the Smart Grid. Figure 4. “Microcosmic” ICS/SCADA Threat Landscape.
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Other”. The joint access to the HAN port it is also 
a source for building information about “energy 
behavior” with a huge commercial potential, espe-
cially when it is linked to other sources of individ-
ual and commercial behavior that can be used to 
profile targeted individuals or groups. The privacy 
issues are imminent, but a hostile “BigBrother” 
may in the ultimate case also weaponize this to 
trigger collective irregular consumer behavior, and 
target key personnel, with the intention of disturb-
ing the energy system per se. Another possibility 
may be conceived through the infamous Stuxnet 
attack; either by (1) disturbing the crucial grid 
measurements in order to destabilize trust in grid 
operation, or (2) initiate (cyber-)physical damage 
by imposing electrical imbalances.

Hence, we may see the contours of new attack 
surfaces and vectors of both tangible and intangi-
ble kinds, that can be combined and cleverly orches-
trated. Vulnerable equipment can be attacked, 
users and populations can be manipulated and 
influenced, and key personnel in protection of 
critical infrastructure services could also be specifi-
cally targeted as part of an orchestrated attack, e.g. 
with a criminal intent. For the defenders, a main 
vulnerability is the lack of acknowledgement of 
the coupling.

In Figure 5, a BigCyber-inspired Threat Land-
scape for smart metering is indicated. The pros-
pects of “clinical” attack vectors, triggering of user 
behavior as part of attack, optimization of dam-
age and targeting of key personnel on the inside, 
are simply not refutable one by one. Maybe not 
even in combination.

3.3 Weak signals in sight?

The “metering paranoia” threat landscape (Fig-
ure 5) is hypothetical. Are there weak signals that 

support the likelihood that it may manifest into 
reality?

•	 Banks in Asia are already using customers’ 
smartphone data points, like how (often) they 
drain their battery, to determine whether they’re 
eligible for a loan (CNN, 2016). Can electricity 
metering derived from smart houses contain 
behavioral data that could be matched with a 
personality assessment?

•	 Will customers care to use the new European 
privacy legislation to demand insight into smart 
metering data? Would the trivia of energy con-
sumption draw the necessary attention?

•	 Energy companies are now increasingly con-
cerned about disruptive competition. Who will 
take lead in offering homes and companies the 
dual role of producer and consumer, utilizing 
solar, wind, (virtual) batteries, e.g. in electri-
cal cars, optimize the energy consumption in a 
market in which, e.g., consumption based pric-
ing is replaced by capacity-based pricing? Will 
access to personal energy consumption be part 
of the "price"? Who will have the data edge in 
a new market environment? Will we see similar 
dynamics as when the "Flash Boys" (Lewis 2015) 
changed the stock markets by means of getting 
split-second advantages over other actors?

•	 The grid, however "smart", will still need some 
supervised electrical stability. Who will be 
responsible for managing this, with potentially 
severe consequences in terms of physical damage 
of electro-mechanical equipment. If  for example 
Google offer an "integrated" energy system to 
"prosumers", would they care about the grid? If  
the risk towards the grid level of service is relo-
cated, who will be in charge?

4 DISCURSIVE SUPPORT FOR 
POLYCENTRIC GOVERNANCE (PCG)

The challenges described above goes beyond the 
limits of safety and security as traditional disci-
plines. Petersen (2012) argue that we need an ana-
lytical approach “sensitive to conceptual change 
and diversity” that “enable us to identify innova-
tions in political language” and “provide us with 
the ability to grasp new developments in the cor-
porate, governmental or organizational conception 
of risk”. There is thus a need for a step change in 
the way societies and organizations deal with cyber 
risk, from fragmented to polycentric risk govern-
ance (PCB).

The threat landscape metaphoric and the Big-
Cyber sensitization model provide discursive 
support for PCG. E.g., as in the smart metering 
example, a regulator can be aware of privacy chal-
lenges, but must reach a risk-informed assessment, Figure 5. “Smart metering paranoia”.
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based on current knowledge, without jeopardizing 
the objective of transforming the grid. We may 
expect that the regulator take part in a broader, 
responsible discourse, but we cannot expect them 
to be voluntarily taken hostage for issues beyond 
their primary mandate. Hence, we need a discur-
sive framework that sensitizes not only academics 
and analysts, but also the actual decision makers/
processes to the very same issues.

Petersen (2012) claim that “a conceptual dis-
course does not exist by itself; rather, it will always be 
defined in interaction with other discourses”. Hence, 
a discursive framework will have to be designed with 
the following in mind: the users of the framework 
will come from unique and different “home dis-
courses”, and we should enable a sustained reso-
nance between the “home” and the joint discourse, 
as participants move along their unique trajectories.

As indicated in Figure  6, several stakeholders, 
each of which bound to a home discourse, e.g., of 
privacy and consumer rights or of facilitation of 
smart grid development, can join forces, overlap 
horizons, share threat landscapes (TL) and chal-
lenge themselves and others by using the Generic 
BigCyber discursive model, which is the simplistic 
(and recursive) formula of

TL → BigCyber → TL’,

as exemplified in chapter 3.
Using this discursive framework will contribute to 

an improved coherence between decisions made by 
different stakeholders. The “lay” perspective may be 
voiced through civic participation, NGOs, or prox-
ied through agencies of consumer rights and privacy.

5 FROM PCG TO POLYCENTRIC 
RESILIENCE

During the past decade, the safety field as well 
as the societal security and disaster fields, have 
devoted attention to the concept of “resilience. 

However, the notion of cyber resilience demands 
more than a technological fix. Human and organi-
zational issues are more inert than the technologi-
cal, and also for cyber resilience we must respect 
the double-hermeneutic scientific principle of 
understanding understanding subjects, rather than 
explaining them as objects.

It is important that the concept is properly con-
textualized. Though it sounds normatively good, 
it carries no guarantee for success. It is an attrac-
tive idea that invites fallible practices, and hence 
it must be brought under managerial supervision, 
accountability and mandate. If  not, we may invite 
expectations that will victimize those that are not 
able to thrive from being exposed to risk, or that 
do not possess the resources or skills in the first 
place.

We must take the notion of  resilience seri-
ously without depriving it from its content and 
origins through mere re-labelling of  traditional 
risk management practices. Resilience is ulti-
mately a matter of  emergent, “bottom-up” and 
situated solutions to unique and idiosyncratic 
demands and situations rather that instrumental 
responses to stereotypical replications of  former 
situations.

By implication of the above, cyber resilience 
must be translated to a scheme of composite pro-
tection comprising a diverse set of (resilient) enti-
ties that can be orchestrated to a certain degree. 
Grøtan and Bergström (2016) propose a theoreti-
cal foundation for exploring the concept of resil-
ience landscapes; autonomous but interconnected 
resilient entities that forms a composite scheme of 
resilience. Such entities can utilize the same discur-
sive structure as for PCG (Figure 6), and the evolv-
ing threat landscape can be a basis for dynamic 
interfaces and interactive patterns.

6 CONCLUSION

The threat landscape metaphoric and the BigCy-
ber sensitization model is a promising approach 
that make sense in the smart metering case, and 
carries a potential for further application for the 
emerging cyber threat landscapes. The notions of 
polycentric governance and polycentric resilience 
landscapes are logical companions to the former, 
and both can benefit from the discursive support 
structure presented.
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