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Abstract

Accurate thermophysical data for the CO2-rich mixtures relevant for carbon capture, transport and storage (CCS) are essential
for the development of the accurate equations of state (EOS) and models needed for the design and operation of the processes
within CCS. Vapor-liquid equilibrium measurements for the binary system CO2+O2 are reported at 218, 233, 253, 273, 288
and 298 K, with estimated standard uncertainties of maximum 8 mK in temperature, maximum 3 kPa in pressure, and
maximum 0.0031 in the mole fractions of the phases in the mixture critical regions, and 0.0005 in the mole fractions outside
the critical regions. These measurements are compared with existing data. Although some data exists, there are little
trustworthy literature data around critical conditions, and the measurements in the present work indicate a need to revise
the parameters of existing models. The data in the present work has significantly less scatter than most of the literature data,
and range from the vapor pressure of pure CO2 to close to the mixture critical point pressure at all six temperatures. With
the measurements in the present work, the data situation for the CO2+O2 system is significantly improved, forming the basis
to develop better equations of state for the system. A scaling law model is fitted to the critical region data of each isotherm,
and high accuracy estimates for the critical composition and pressure are found. The Peng-Robinson EOS with the alpha
correction by Mathias and Copeman, the mixing rules by Wong and Sandler, and the NRTL excess Gibbs energy model is fitted
to the data in the present work, with a maximum absolute average deviation of 0.01 in mole fraction.
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1. Introduction

In the present study, vapor-liquid equilibrium (VLE) mea-
surements for the CO2+O2 system are presented. It fol-
lows Westman et al. [1], which investigated the VLE of the
CO2+N2 system. The need for new data for these systems
and the other mixtures relevant for carbon capture, transport
and storage (CCS) has been discussed for instance in the re-
cently reported comprehensive literature studies by [2, 3, 4,
5]. Calculations using existing equations of state (EOS) [3,
6] show that even small amounts of impurities in CO2-rich
mixtures can significantly affect the behavior of the fluid [5,
7]. As an example, the maximum pressure at which a mix-
ture of CO2 and 5% O2 can be in the two-phase region, the
cricondenbar, will increase to approximately 8.4 MPa com-
pared to the critical pressure of CO2, 7.3773 MPa. Even
with the recent progress of molecular modeling, empirical
equations of state still provide the most accurate descrip-
tion of thermodynamic properties of such systems. Accurate
data are required in order to develop such accurate mod-
els needed for the design and operation of various processes
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within CCS. In the development and fitting of the highly
flexible and potentially accurate multi-parameter equation
of state EOS-CG for CCS mixtures, the development of the
model for the CO2+O2 system suffered from the lack of high
quality data [3, 4]. For instance, some of the seemingly
most accurate available vapor-liquid equilibrium data for the
CO2+O2 system were not consistent with the vapor pressure
of pure CO2 [3, 4], indicating an error in the measured pres-
sure, temperature or composition of these data. The objec-
tive of the measurements in the present work was to recon-
cile the inconsistencies and cover gaps in the available liter-
ature data, including states close to critical conditions and
temperatures above 273.15 K, where little data of sufficient
quality existed.

The work presented here was part of a project called
CO2Mix. As described by Løvseth et al. [7, 8], the CO2Mix
project aimed at performing accurate vapor-liquid equilib-
rium, speed of sound and density measurements of CO2-rich
mixtures at conditions relevant for transport and condition-
ing in CCS [5, 9]. As part of this project, a setup has been
specifically designed and constructed in order to perform
highly accurate phase equilibria measurements on CO2-rich
mixtures under relevant conditions for CCS. This setup has
been described in detail in [10, 1]. The experimental appara-
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tus was validated by the VLE measurements on the CO2+N2
system performed by Westman et al. [1], as data of high
quality were available for this system.

In the present paper, VLE measurements for the CO2+O2
system are reported for six isotherms at 218.15, 233.14, 253.15,
273.15, 288.14 and 298.14 K, spanning the region from close
to the triple point temperature to close to the critical tem-
perature of pure CO2. The pressure ranges from 0.56 to 14.4
MPa. Comparison with existing data and EOSs are provided.
Furthermore, an EOS is fitted to the data, with the possibility
for use over the whole temperature range of the experimen-
tal data.

Special care has been taken to present the results and
analysis in accordance with the IUPAC Guidelines for report-
ing of phase equilibrium measurements given in the work by
Chirico et al. [11]. In particular, a thorough estimation of
the standard uncertainties, as specified in the ISO Guide for
the Estimation of Uncertainty in Measurement, commonly
referred to as “GUM” [12], has been performed.

In the following the experimental setup and procedures
are described in Section 2, the uncertainty analysis in Sec-
tion 3. Results will be presented, discussed and analyzed in
Sections 4 and 5, including fitting of EOS parameters before
conclusions are drawn in Section 6. The detailed experimen-
tal data for liquid, vapor and supercritical states are tabu-
lated in Appendix A.

2. Experimental apparatus

2.1. Description of setup

The apparatus used for the VLE measurements in the
present work was described in [1]. Therefore, only a short
summary of the experimental setup will be given here. A
diagram of the cell and apparatus is shown in Fig. 1.

As described in [1], the measurements were performed
using an isothermal analytical method with a variable-volume
cell. This type of methodology has been described in, for ex-
ample, [13].

According to Gibbs’ phase rule, for a system of two com-
ponents with two coexisting phases, only two intensive vari-
ables can be varied freely. In the experiments in the present
work, the temperature and pressure were the independent
variables. The equilibrium cell, kept at constant tempera-
ture using a thermostatic bath, was filled with both CO2 and
O2 until both liquid and vapor phases were present. A stirrer
was used to mix the content to a stabilization of the tempera-
ture and pressure at their equilibrium values. The liquid and
vapor phase CO2 mole fractions at VLE were then the de-
pendent variables. The temperature and pressure were mea-
sured. After stopping the stirrer, and waiting for the phases
to settle according to density, samples of both the liquid and
vapor phases were withdrawn from the cell to determine the
VLE phase compositions. The samples were withdrawn us-
ing RolsiTM electromagnetic samplers (Armines patent [14].
Pneumatic version of the RolsiTM sampler described in [15]),
one with the capillary inlet placed in the top of the vapor

phase, and one placed in the liquid phase. Several samples
were taken of both phases. The samples were analyzed us-
ing a gas chromatograph (GC) with helium as the carrier
gas, calibrated against gravimetrically prepared calibration
gas mixtures. To prevent a decrease in the cell pressure due
to the removal of mass from the cell, a plate bellows placed
inside the cell was expanded to decrease the cell volume
when samples were withdrawn. The bellows could be ex-
panded approximately 1 cm3. The equilibrium cell consisted
of a transparent sapphire cylinder placed between two tita-
nium flanges, the internal cell volume being approximately
100 cm3.

2.2. Calibration

The calibration of the temperature and pressure sensors
performed in [1] was used in the present work. The calibra-
tion was performed in-house. The temperature sensors were
calibrated against fixed point cells according to the Interna-
tional Temperature Scale of 1990 (ITS-90). The pressure
sensors were calibrated against a recently calibrated dead
weight tester. Details concerning the estimated temperature
and pressure measurement uncertainties are given in Section
3.2 below, and discussed in detail in [1].

The GC was calibrated against calibration gas mixtures
prepared in-house using our custom built apparatus for gravi-
metric preparation of mixtures. Details about the calibration
gas mixtures and the calibration can be found in Section 3.3
below. The manufacturer’s specification of the purities of
these samples are given in Table 1. No additional analysis of
the specified purities was performed.

2.3. Experimental procedures

2.3.1. General
The experimental procedures were quite similar to those

of [1]. The complete procedure will be given here:
Before starting a VLE experiment, the whole circuit in

connection with the VLE cell was evacuated, using the vac-
uum pump. The evacuation included the gas lines to the
cell from the gas cylinders of pure CO2 and O2, and all lines
transporting the gases into the cell.

The CO2 pump and O2 impurity pump and lines were
first evacuated once, and then flushed with the respective
gases to dilute any remaining impurities in the lines and
pumps. This evacuation and flushing were repeated 5 times
for each pump. After the final evacuation, the gases were
filled onto their respective lines and pumps, and maintained
at a pressure of at least 0.5 MPa to prevent contamination
of the gases. After the flushing of the gas lines and pumps,
the cell was flushed with CO2, and evacuated. As with the
pumps, the flushing and evacuation were repeated 5 times.

Following the flushing, and with the thermostatic bath
kept at the desired temperature, CO2 was injected until the
volume fraction of liquid CO2 was approximately 25% of the
cell. The stirrer then ran until the measured pressure and
temperature had stabilized. After the stirrer had been turned
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stirrer inside cell. Gear connected to electric motor outside bath. T04: Top flange SPRT. T05: Bottom flange SPRT.

3



off, the vapor pressure of CO2 was measured. If the mea-
sured vapor pressure were within the combined uncertainty
of the Span-Wagner EOS [6] and our measurements, the pu-
rity of the CO2 in the cell, and the accuracy of the current
temperature and pressure measurements, were deemed to
be sufficient.

After the CO2 vapor pressure measurements, the stirrer
was started and O2 was filled onto the cell to increase the
pressure. As part of the process of adjusting the pressure to
the desired level, the volume fraction of liquid phase in the
cell was adjusted to allow for as large as possible vapor sam-
ples, either by injecting more CO2 or venting out some of the
vapor or liquid phase. Based on VLE calculations using EOS-
CG [3] for the CO2+O2 mixture, at constant temperature, as
the pressure increased from the vapor pressure of CO2 up to
the critical pressure of the mixture, the difference between
the densities of the liquid and vapor phases decreased: the
density of the liquid phase decreased and that of the vapor
phase increased, and ultimately approached the same value
at the critical point. Taking this behavior into account, and
considering the limitations of the stirrer size on the mini-
mum liquid level, the liquid volume fraction was adjusted to
around 25% for the VLE measurements at the lowest pres-
sures at each temperature, and was gradually increased to
around 50% for the measurements in the critical region.

When the pressure and temperature measurements had
been stable for at least 20 min, the stirrer was turned off, and
the vapor and liquid phases were left to settle before sam-
pling started. The time allowed for settlement of the phases
ranged from 30 min to 3 hours, depending on the proxim-
ity to the mixture critical pressure. At pressures between the
CO2 vapor pressure and the turning point in the vapor phase
composition, the difference in densities of the liquid and va-
por phase was quite large, and for these measurements we
waited around 30 min for the phases to settle before sam-
pling started. At pressures above the turning point in vapor
phase composition, the settling time was increased to 1 hour.

When the pressure was increased to the point where it
was observed that running the stirrer caused the phase bound-
ary to disappear, the settling time was increased to 3 hours.
At these pressures approaching the critical point, the small
density difference of the phases necessitated these longer
settling times. During the settling time, the borescope was
used to take a picture of the cell content every 30 min. Im-
mediately after the stirrer was turned off, both phases were
cloudy white. After 2 hours, the phases were less cloudy, and
it was not possible to see a difference in the opacity during

the last of these three hours.
During the settling period, the borescope was withdrawn

from the thermostatic bath immediately after use to prevent
unintended heat transfer from the surroundings into the bath
fluid. At the end of the settling period, the borescope was put
in for a very short time to confirm the existence of a liquid
and vapor phase, and a visual measurement of the volume
occupied by the phases was performed.

After the settling period, first the liquid and then the va-
por phase was sampled. Nominally, 7 samples were taken
from each phase. Upon sampling, the bellows was expanded
to compensate for the pressure drop. A sample was with-
drawn from the cell every 25 min. For some of the series of
liquid and vapor samples at a certain temperature and pres-
sure, we were not able to take as much as 7 samples, as we
reached the maximum expansion limit of the bellows.

The same methodology as in [1] was applied to deter-
mine the sample size necessary to flush the RolsiTM capillar-
ies. The first sample from each phase was discarded as a
flushing sample.

The pressure sensor readings were logged every second,
and ratios of the temperature sensors were logged approx-
imately every 20 seconds. The temperature and pressure
measurements in the stable period before the first sample
and until the last sample formed the data set for a VLE point
measurement series. The treatment of these data sets is de-
scribed in Section 3.4.

2.3.2. Critical region
At the temperatures 218.15, 233.14, 253.15 and 273.15 K,

a special procedure was employed to perform measurements
close to the critical point of the mixture at each temperature.
In each of these measurement series at constant temperature
and pressure, the removal of mass from the cell through the
sampling lowered the equilibrium pressure for the following
measurement series. This allowed for very small pressure
steps compared to the general procedure described earlier,
where CO2 or O2 was filled onto or removed from the cell
using the pumps or the venting valve.

The procedure was as follows: The cell pressure was first
increased to as close to the critical pressure as possible, while
keeping the liquid volume fraction close to 50%. As men-
tioned earlier, the close proximity to the critical point was es-
tablished by observing at which pressure the phases became
indistinguishable when the stirrer was running. In addition,
at this point the injection of very small amounts of either CO2
or O2 caused very large changes to the liquid phase volume

Table 1
Chemical samples used.

Chemical name CASRN Source Initial mole fraction purity Purification method Final mole fraction purity Analysis method

Carbon dioxidea 124-38-9 Yara Praxair/AGA 0.99999 None 0.99999 None
Oxygenb 7782-44-7 Yara Praxair 0.999999 None 0.999999 None
Heliumc 7440-59-7 AGA 0.999999 None 0.999999 None

a Maximum specified impurity content by volume was less than 2 ppm H2O, 1 ppm O2, 5 ppm N2, 1 ppm hydrocarbons CnHm and 1 ppm H2.
b Maximum specified impurity content by volume was less than 0.5 ppm H2O, 1 ppm N2, 0.5 ppm Ar, 0.02 ppm methane CH4, 0.1 ppm CO2 and 0.2 ppm CO. Manufacturer’s
specification states that total impurity level was not above 1 ppm. c GC carrier gas.
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fraction, as could be expected when the cell content was very
close to the mixture critical point, but still in the two-phase
region.

With the cell content in this state, at a pressure slightly
below the critical pressure and with a liquid volume fraction
of approximately 50%, the bellows was expanded slightly to
increase the cell pressure. If the cell content was sufficiently
close to the critical pressure before this pressure increase, the
cell content would move out of the two-phase region into the
supercritical region. With the stirrer running, this transition
out of the two-phase region seemed to be discernible by the
disappearance of a swirling motion of the cell content. At
this state, it was not possible to observe any qualitative dif-
ference in the appearance of the cell content when the stirrer
was running, compared to when it was stopped.

The bellows was then used to keep the cell pressure sta-
ble, and the stirrer was run for between 30 min and 2 hours,
and then stopped. Given the possibility that the cell content
could still be in the two-phase region, without any liquid-
vapor phase boundary visible using the borescope, the cell
content was allowed to settle for 2-3 hours.

Then, samples were withdrawn from the liquid and va-
por phase, following the sampling procedure described ear-
lier. After the sampling was finished, the stirrer was started,
and the bellows was compressed by lowering the pressure
on the bellows circuit. For the critical region measurements
for the four temperatures mentioned earlier, the decrease in
pressure brought the cell content back into the two-phase re-
gion, visible by the swirling motion of the cell content, and
the separation of the content into a liquid and vapor phase
when the stirrer was stopped.

With the bellows keeping the cell pressure constant at
this new lowered pressure, the process of stirring and set-
tling was repeated, and samples were withdrawn from both
phases.

This procedure of starting at a pressure slightly into the
supercritical region, and using the bellows to keep the pres-
sure stable while samples were taken, and then repeating
this at a lowered pressure using the bellows, allowed us to
perform several VLE measurements very close to the critical
point of the mixture. For each of the temperatures 218.15,
233.14, 253.15 and 273.15 K, this resulted in 2-3 VLE mea-
surements very close to the critical point, and 1 pressure-
temperature-composition state point in the supercritical re-
gion. Details concerning these measurements are presented
in Sections 4 and 5.

3. Uncertainty analysis

3.1. Definitions
The terms and definitions in the “GUM” [12] is used in

the uncertainty analysis. The uncertainties are evaluated as
standard uncertainties, with symbol u(y), where y is the es-
timate of the measurand Y . The propagation of the standard
uncertainties in input quantities X i into a final calculated
value Y is described by the combined standard uncertainty,
with symbol uc(y).

3.2. Pressure and temperature

A thorough analysis of the uncertainty of the pressure
and temperature measurements was performed in [1], where
VLE measurements of the CO2+N2 system were performed.
The same methodology was used for the measurements in
the present work, the only difference being that the density
used in the hydrostatic pressure calculations was calculated
using EOS-CG for CO2+O2 instead of CO2+N2. Only the re-
sulting uncertainty estimates are given here. The details of
the uncertainty analysis methodology can be found in [1].

The uncertainty components contributing to the standard
uncertainty for the measured pressure p at VLE are summa-
rized in Table 2, and the resulting standard uncertainties in
the pressure measurements are shown in Fig. 2. Similarly,
Table 3 and Fig. 3 show the contributors to and the resulting
standard uncertainty in the measured temperatures T .

As seen from Fig. 2, the standard uncertainty in the pres-
sure was estimated to be below 0.05% of the measured pres-
sure except at the lowest pressure. Similarly, as seen from
Tables 7 and 8 and Fig. 3, the standard uncertainty in the
temperature was estimated to be below 8 mK, and the varia-
tion in temperature had been less than 5 mK.
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Table 2
Summary of standard uncertainty components for pressure measurements,
cf. Westman et al. [1].

Symbol Description and unit u

Hydrostatic pressure phs
u(ρ1) EOS-CGa vapor density of

CO2+O2 (kg m−3)
1 · 10−2 ·ρ1

u(ρ2) Same as u(ρ1) (kg m−3) 1 · 10−2 ·ρ2
u(ρ4,1) SWb density at

313.15 K (kg m−3)
3 · 10−4 ·ρ4,1

u(ρ4,2) Same as u(ρ1) (kg m−3) 1 · 10−2 ·ρ4,2
u(CAD) (m) 0
uc(h1) (m) 0.0048

u(hliq) (m) 0.0048
u(hliq, 1) Borescope hliq (m) 0.0048
u(hliq, 2) Variation in hliq (m) 0

u(h2) Bath liquid level variation (m) 0.006
uc(h3) (m) 0.006
u(h4) Same as u(CAD) (m) 0
u(gL) Local g (m s−2) 2 · 10−7

Differential pressure p11
u(p11, 1) Ambient temperature (MPa) 0
u(p11, 2) Line pressure zero (MPa) 0
u(p11, 3) Line pressure span (MPa) 4.9 · 10−5 MPa−1 ·pi · p11
u(p11, 4) Mounting (MPa) 0
u(p11, 5) Vibration (MPa) 2.8 · 10−5

u(p11, 6) Power supply (MPa) 0
u(p11, 7) A/D conversion (MPa) 2.4 · 10−4

Pressure sensors pi
u(p1) 1 MPa sensor (MPa) 2.24 · 10−4

u(p2) 3 MPa sensor (MPa) 2.33 · 10−4

u(p3) 10 MPa sensor (MPa) 7.64 · 10−4

u(p4) 20 MPa sensor (MPa) 1.965 · 10−3

a Gernert and Span [3] and Gernert [4] b Span and Wagner [6]

Table 3
Summary of standard uncertainty components for temperature
measurements, cf. Westman et al. [1].

Symbol Unit u

u(Wb) (-) 0.35 · 10−6

u(Rref) (Ω) 8.5 · 10−6

u(TH2O) (mK) 0.51
u(THg) (mK) 1.43
u(TGa) (mK) 0.85
u(RH2O(T04)) (Ω) 3.94 · 10−5

u(RH2O(T05)) (Ω) 2.57 · 10−5

u(RHg(T04)) (Ω) 2.29 · 10−5

u(RHg(T05)) (Ω) 1.84 · 10−5

u(RGa(T04)) (Ω) 2.69 · 10−5

u(RGa(T05)) (Ω) 2.37 · 10−5

u(WHg(T04)) (-) 6.2 · 10−6

u(WHg(T05)) (-) 6.1 · 10−6

u(WGa(T04)) (-) 4.5 · 10−6

u(WGa(T05)) (-) 4.3 · 10−6
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expressed as 100 · ūc(p̄)/p̄f. Measured pressure p̄f. Standard
uncertainty ūc(p̄).
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Table 4
Molar masses of atomic elements and compounds with
uncertainties [17, 18].

Component i Mi u(Mi) Unit

Ca 0.0120108 0.0000003 kg mol−1

Oa 0.01599938 0.00000007 kg mol−1

Ob 0.01599940 0.00000035 kg mol−1

CO2 0.0440096 0.0000003 kg mol−1

O2 0.03199880 0.00000070 kg mol−1

CO2+imp 0.0440094 kg mol−1

O2+imp 0.03199880 kg mol−1

CO2,eff 0.0440097 kg mol−1

O2,eff 0.03199881 kg mol−1

a In CO2 molecule b In O2 molecule

3.3. Composition

The VLE phase composition analysis and uncertainty es-
timation were performed in the same manner as in [1], with
the methodology applied to CO2+O2 samples instead of CO2
+N2. A summary will be provided here, with reference to [1]
for further details.

The composition analysis was performed using the same
GC as in [1], with its calibration performed using gravimet-
rically prepared gas mixtures using a custom-built rig in our
laboratories [16].

For the measurement method utilized in the present work,
it could be stated that the composition uncertainty stemmed
from a range of sources, including the impurities of the gases
used to prepare the calibration mixtures, the uncertainty in
the molar masses, inaccuracies in the weighed masses, ad-
sorption, repeatability / uncertainties of the sampling and
GC analysis, and finally the consistency between the GC cali-
bration function and data. The analysis of these contributing
factors are given below.

3.3.1. Source gas composition and molar mass
The composition and the corresponding uncertainty of

a gravimetrically prepared gas mixture are results of both
the purity and the molar mass of the source gases used for
the mixture. According to [17, 18], the molar masses of
monoatomic carbon C, monoatomic oxygen O in commercial
tank gas CO2 and monoatomic oxygen O in commercial tank
gas O2 generally lie within ranges of width 0.6, 0.15, and
0.7 mg mol−1, respectively. Based on this, the molar masses
of CO2 and O2, MCO2

and MO2
respectively, were calculated

with the corresponding uncertainty estimates shown in Ta-
ble 4.

The minimum certified purities of the CO2 and O2 source
gases used to prepare the calibration gas mixtures are given
in Table 1, together with the manufacturers’ specifications
of the maximum content of certain impurities. Since the
source gases were not entirely pure, estimates for the molar
masses of the source gases, MCO2+imp and MO2+imp, should
account for the impurities present, following the procedure
used in [1].

MCO2+imp and MO2+imp were calculated based on the im-
purity specifications stated in Table 1. The molar mass of
each impurity was calculated using data from Wieser et al.

[18], assuming methane CH4 for the hydrocarbon impurity
fraction. The molar masses of the source gases, MCO2+imp
and MO2+imp, together with the effective molar masses of the
source gases excluding the impurities, MCO2,eff and MO2,eff,
are shown in Table 4.

3.3.2. Gravimetric preparation
The methodology of gravimetric preparation of the cal-

ibration gas mixtures and the uncertainty estimation given
in [1, 16] was used in the present work. Details are given in
Appendix A.3.3 in [1].

Six CO2+O2 calibration gas mixtures were made, span-
ning in CO2 mole fractions yCO2,cal from 0.13 to 0.95. An
overview of the mixtures is given in Table 5.

3.3.3. Composition calibration procedure and estimated com-
position uncertainty

The calibration of the GC was performed as described in
Appendix A.3.1 in [1], with the measures described to pre-
vent adsorption of the gas onto the contact surfaces. Samples
of varying sizes were withdrawn from the cell at different
pressures between 5 and 10 MPa. These samples formed the
calibration basis for the composition analysis, establishing a
relation between the CO2 mole fractions of the calibration
gas mixtures and the GC detector response.

The uncertainty contribution from the calibration mix-
ture uncertainty reaching the GC could be estimated as

uc(yCO2,cal) =
Æ

u2(yCO2,cal, m) + u2(yCO2,cal, Meff) + u2(yCO2,cal, ads.) ,

(1)

where u(yCO2,cal, m) and u(yCO2,cal, Meff) are the contributing
uncertainties stemming from the uncertainties in the masses
of CO2 and O2 in the gas mixture and the uncertainties in
the effective molar masses, respectively. These terms are
described in detail in Appendix A.3 of [1]. The last term
in Eq. (1), u(yCO2,cal, ads.), is the contributing uncertainty
from adsorption, and was estimated assuming that CO2 is
adsorbed at a higher degree than O2, in the same way as
in [1]. The uncertainty estimates used in Eq. (1) are given
in Table 5.

As seen in Table 5, the uncertainty contribution from
the molar mass of O2 caused u(yCO2,cal, Meff) to dominate

Table 5
CO2+O2 calibration gas mixtures: CO2 mole fractions and corresponding
standard uncertainties.

yCO2,cal u(yCO2,cal, m) u(yCO2,cal, Meff) u(yCO2,cal, ads.) uc(yCO2,cal)

0.131144 2.7 · 10−6 17.4 · 10−6 1.4 · 10−6 17.6 · 10−6

0.303027 2.1 · 10−6 11.2 · 10−6 3.3 · 10−6 11.9 · 10−6

0.549780 2.6 · 10−6 5.4 · 10−6 5.9 · 10−6 8.4 · 10−6

0.686269 1.4 · 10−6 4.9 · 10−6 7.3 · 10−6 8.9 · 10−6

0.898418 5.1 · 10−6 7.4 · 10−6 9.7 · 10−6 13.2 · 10−6

0.945826 2.4 · 10−6 8.2 · 10−6 10.1 · 10−6 13.3 · 10−6
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the combined standard uncertainty of the CO2 mole frac-
tion uc(yCO2,cal) for the gas mixtures with the highest O2-
content. For the mixtures with the highest CO2-content, the
uncertainty contribution from the adsorption of CO2 was the
dominating factor. The uncertainty contribution from the ad-
sorption was for all the mixtures of the same order as the two
other contributing factors, and as in [1], the uncertainty of
the CO2 mole fractions of the calibration gases, uc(yCO2,cal),
would have to be orders of magnitude larger to be of sig-
nificance for the final uncertainty in the VLE composition
data. As the discussion in the following section will show,
the reason for this was that the main contributor to this final
uncertainty was the calibration function error.

3.3.4. GC integration and calibration function
The GC column, method and detector used for CO2+N2

samples in [1]were utilized on CO2+O2 samples in the present
work, with helium as the GC carrier gas. This setup gave just
as good separation of the CO2 and O2 peaks in the GC chro-
matogram as in [1] for CO2 and N2. The areas under the
CO2 and O2 peaks in the chromatogram, denoted ACO2

and
AO2

, were obtained for each sample by numerical integra-
tion. The GC thermal conductivity detector (TCD) response
was nonlinear with respect to the number of moles of CO2
and O2 passing through the detector. The following model,
consisting of both linear and nonlinear terms, described ad-
equately the relation between moles of each component in
the sample to the area of each component:

n̂CO2
· k = ACO2

+ (ACO2
)c1 + (ACO2

)c2 , (2)

n̂O2
· k = c3 ·

�

AO2
+ (AO2

)c4 + (AO2
)c5
�

, (3)

ŷCO2,cal =
n̂CO2

n̂CO2
+ n̂O2

, (4)

where ŷCO2,cal is the estimator of the CO2 mole fraction of a
calibration gas mixture sample given the areas for that sam-
ple, and k is an unknown factor relating the areas to the
number of moles.

The parameters ci for i = 1 through 5 were fitted by per-
forming a weighted least squares minimization of the objec-
tive function S described by Eq. (A.32) in [1]. The mean val-
ues of the estimator, ¯̂yCO2,cal, calculated for each of the n =
62 series, with each series consisting of 6-9 valid samples,
were fitted against the calibration mixture mole fractions,
yCO2,cal, which resulted in the parameter estimates found in
Table 6. As shown in Fig. 4, the errors between the cali-
bration gas CO2 mole fractions and the model predictions,
e = yCO2,cal − ¯̂yCO2,cal, were randomly scattered around zero
over the composition range yCO2,cal, which indicated an ap-
propriate model structure. The sample standard deviation of
the errors, s(e), is also given in Table 6. This model was used
to convert the areas resulting from the analysis of a composi-
tion sample taken during a VLE experiment into a CO2 mole
fraction.

For the same reasons as described in [1], it was assumed
that the standard uncertainty of the CO2 mole fraction of
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Fig. 4. Composition calibration: Error between actual
compositions in Table 5 and composition model in Eq. (4),
given as yCO2,cal − ŷCO2,cal versus yCO2,cal. Composition
analysis uncertainty u(xCO2

) = u(yCO2
) = s(e) from Table 6.

Table 6
Fitted parameters of the ¯̂yCO2 ,cal model and standard uncertainty of
composition analysis u(xCO2

) = u(yCO2
).

Variable Value

c1 0.899 902
c2 1.154 287
c3 1.270 181
c4 1.155 333
c5 0.914 593
u(xCO2

) = u(yCO2
) = s(e) 4.7894 · 10−4

n 62

samples taken during VLE measurements, u(xCO2
) = u(yCO2

),
was estimated by s(e), which was 25-60 times larger than
the standard uncertainties in the mole fractions of the cali-
bration mixtures, yCO2,cal. It must be emphasized that this es-
timate only accounts for the uncertainty caused by the com-
position analysis of the samples. All other reasons that could
cause the sample to not represent the actual VLE compo-
sition are not accounted for in this estimate, and these con-
tributors could only be minimized by the measures described
in Section 2.3 and in [1].

3.3.5. Total uncertainty in liquid and vapor phase mole frac-
tions xCO2

and yCO2

For a given VLE measurement, the uncertainty of T and
p contributed to additional uncertainty in the composition,
giving the following total standard uncertainty of the com-
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position:

utot(zCO2
) =

s

u2(zCO2
) +

�

uc(T̄ ) ·
∂ zCO2

∂ T

�2

+

�

uc(p̄) ·
∂ zCO2

∂ p

�2

,

(5)
where zCO2

was equal to either xCO2
or yCO2

, and the tem-
perature and pressure uncertainties uc(T̄ ) and uc(p̄) are de-
scribed in [1]. The derivatives in Eq. (5) were, in gen-
eral, calculated numerically from the PR-MC-WS-NRTL Case
2 EOS fitted to our data. Details about this EOS are explained
in Section 5.4.2. For the VLE measurements in the critical re-
gion used to fit the scaling law in Section 5.3, the derivatives
with respect to pressure, ∂ zCO2

/∂ p, were calculated analyti-
cally from the fitted scaling law in Eq. (6), as this gave better
estimates for the derivatives than the PR-MC-WS-NRTL Case
2 EOS in this region. Details concerning the scaling law are
given in Section 5.3.

3.4. Data reduction

The same procedure for data reduction as used in [1]
was utilized in the present work, and only a short summary
of the observations particular to this work and the symbols
used is given here.

As described in Section 2.3, the drop in cell pressure af-
ter each composition sample was compensated using the bel-
lows to decrease the cell volume. For the VLE measurements
in this work, the cell pressure was in most cases back at its
original value after around 1-3 min, and for a few of the
measurements after around 5 min. After the cell pressure
was back to its stable value, it remained stable for the re-
maining 20-24 min until the next sample was withdrawn.

In each series of either consecutive liquid or vapor phase
composition samples, xCO2

or yCO2
, at a nominal temperature

and pressure, it was assumed that each composition sample
represented the equilibrium composition at the temperature
T̄ and pressure p̄ before the sample was withdrawn from
the cell. As in [1], the bellows was able to stabilize the cell
pressure sufficiently fast after each sample withdrawal, and
it was not possible to see any systematic trends in the tem-
perature or pressure during these time periods. It was also
not possible to see any temperature variations caused by the
removal of mass from the cell in the composition sampling.

For each of these series of samples, the arithmetic mean
values of the temperature, pressure, liquid and vapor phase
compositions were calculated, denoted as T̄f, p̄f, x̄CO2

and
ȳCO2

, respectively. The subscript f is used to differentiate be-
tween the temperature and pressure values associated with
each composition sample xCO2

or yCO2
, and of those associ-

ated with the average compositions x̄CO2
or ȳCO2

.
Details about the methodology for describing and calcu-

lating the propagation of the uncertainty in the measured
variables T , p, xCO2

and yCO2
into resulting estimates asso-

ciated with each composition sample are given in [1], and
the symbols used are summarized in Table S.1 in the Supple-
mentary Material together with the data for the individual
composition samples.

The propagation of uncertainty from the data of an indi-
vidual sample, T̄ , p̄, xCO2

or yCO2
, into the mean values for a

series of samples, T̄f, p̄f, x̄CO2
or ȳCO2

, is defined by Eqs. (11)-
(14) in [1], and the symbols are defined in the footnotes of
Tables 7, 8 and 9.

4. Results

VLE measurements at the average temperatures 218.15,
233.14, 253.15, 273.15, 288.14 and 298.14 K were con-
ducted, spanning from close to the triple point temperature
(216.59 K) to close to the critical temperature of CO2 (304.13 K),
and covered pressures from the vapor pressure of CO2 up to
close to the critical point at each temperature.

The temperature T̄ , pressure p̄ and mole fractions for the
liquid phase xCO2

and the vapor phase yCO2
for each individ-

ual sample are given in Tables S.2 and S.3 in the Supplemen-
tary Material, together with their uncertainty estimates. The
composition derivatives with respect to pressure, ∂ xCO2

/∂ p
and ∂ yCO2

/∂ p, and the total standard uncertainties in the
composition of the samples, utot(xCO2

) and utot(yCO2
), which

were calculated using the scaling law in Section 5.3, are
identified in Tables S.2 and S.3 in the Supplementary Ma-
terial using the marker symbol +.

The data for each series of samples are given at mean
temperature T̄f, mean pressure p̄f and mean mole fractions
for the liquid phase x̄CO2

and the vapor phase ȳCO2
in Ta-

bles 7 and 8. These averaged data are plotted with the
uncertainties in composition and pressure in Figs. 5a to 5f.
The relative volatilities based on the measured data are plot-
ted in Figs S.1a to S.1f in the Supplementary Material. The
means of the total standard uncertainties of the mole frac-
tions, ūtot(xCO2

) and ūtot(yCO2
), and the final standard uncer-

tainties of the mole fractions, uc( x̄CO2
) and uc( ȳCO2

), which
were calculated using the scaling law in Section 5.3, are
identified in Tables 7 and 8 using the marker symbol +.

As discussed in Section 2.3.2, a special procedure was
used to obtain VLE measurements close to the critical point
at the temperatures 218.15, 233.14, 253.15 and 273.15 K.
Four pressure-temperature-composition state points in the
supercritical region were obtained, consisting of 4 pairs of
composition sample series taken using both the liquid and
vapor phase samplers. The individual sample data are given
in Table S.4 in the Supplementary Material, and the aver-
age values for each series can be found in Table 9. The VLE
points obtained using this procedure are identified in Tables
S.2 and S.3 in the Supplementary Material, and in Tables 7
and 8. These VLE and supercritical measurements will be
discussed in detail in Section 5.3.

5. Analysis and discussion

5.1. Summary and analysis of uncertainty estimates

With reference to Table 7, the maximum and average
sample standard deviation of the liquid phase mole fractions,
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Table 7
Liquid phase: Experimental VLE data for CO2 (1) + O2 (2) at mean temperature T̄f, mean pressure p̄f, and mean liquid phase mole fraction x̄CO2

a.

Data Temperature Pressure Composition

ID T̄f p̄f x̄CO2
s(T̄f) ūc(T̄ ) uc(T̄f) s(p̄f) ūc(p̄) uc(p̄f) s( x̄CO2

) ūtot(xCO2
) uc( x̄CO2

) xCO2,calc

(K) (MPa) (-) (K) (K) (K) (MPa) (MPa) (MPa) (-) (-) (-) (-)

P1 218.147 0.5546b 0.99999 7.3e-5 3.7e-3 3.7e-3 1.1e-6 4.9e-4 4.9e-4
L1 218.148 2.1957 0.96687 2.0e-4 3.5e-3 3.5e-3 9.5e-6 5.2e-4 5.2e-4 4.8e-6 4.8e-4 4.8e-4 0.96887
L2 218.148 3.9362 0.92958 7.8e-5 3.7e-3 3.7e-3 1.9e-5 1.1e-3 1.1e-3 3.8e-6 4.8e-4 4.8e-4 0.93250
L3 218.148 5.9189 0.88226 4.3e-4 3.4e-3 3.4e-3 6.8e-6 1.1e-3 1.1e-3 3.5e-6 4.8e-4 4.8e-4 0.88563
L4 218.149 7.8935 0.82832 1.7e-4 3.5e-3 3.5e-3 5.0e-6 1.2e-3 1.2e-3 4.8e-6 4.8e-4 4.8e-4 0.83104
L5 218.148 9.7335 0.76941 9.8e-5 3.4e-3 3.4e-3 5.5e-6 1.4e-3 1.4e-3 3.0e-6 4.8e-4 4.8e-4 0.76955
L6 218.148 11.7910 0.68723 1.3e-4 3.5e-3 3.5e-3 1.0e-5 2.7e-3 2.7e-3 5.3e-6 5.0e-4 5.0e-4 0.67972
L7 218.148 13.0212 0.61994 1.4e-4 3.5e-3 3.5e-3 1.3e-5 2.8e-3 2.8e-3 7.2e-6 5.2e-4 5.2e-4 0.60470
L8 218.148 14.0358 0.53329 1.6e-4 3.6e-3 3.6e-3 2.0e-5 2.8e-3 2.8e-3 2.5e-5 6.0e-4+ 6.0e-4+ 0.51002
L9* 218.148 14.3563 0.47535 1.2e-4 3.3e-3 3.3e-3 1.3e-5 2.8e-3 2.8e-3 5.0e-6 9.8e-4+ 9.8e-4+ 0.45826
L10* 218.148 14.3873 0.46440 1.2e-4 3.4e-3 3.4e-3 1.7e-5 2.8e-3 2.8e-3 5.4e-6 1.3e-3+ 1.3e-3+ 0.45116
L11* 218.149 14.4111 0.45232 2.1e-4 3.3e-3 3.3e-3 1.6e-5 2.8e-3 2.8e-3 2.4e-5 1.9e-3+ 1.9e-3+ 0.44512
P2 233.143 1.0048c 0.99999 7.4e-5 6.8e-3 6.8e-3 1.1e-5 5.1e-4 5.1e-4
L13 233.142 1.9677 0.98023 1.1e-4 7.2e-3 7.2e-3 8.4e-6 5.1e-4 5.1e-4 8.9e-5 4.8e-4 4.9e-4 0.98262
L14 233.141 2.9345 0.96020 5.5e-5 7.8e-3 7.8e-3 2.3e-5 5.3e-4 5.3e-4 4.4e-6 4.8e-4 4.8e-4 0.96410
L15 233.143 3.9408 0.93829 2.3e-4 6.8e-3 6.8e-3 4.4e-5 1.1e-3 1.1e-3 4.6e-6 4.8e-4 4.8e-4 0.94358
L16 233.143 5.9477 0.89067 2.6e-4 7.3e-3 7.3e-3 7.2e-6 1.1e-3 1.1e-3 3.0e-6 4.8e-4 4.8e-4 0.89803
L17 233.143 7.8334 0.84017 2.0e-4 7.5e-3 7.5e-3 9.7e-6 1.2e-3 1.2e-3 3.5e-6 4.8e-4 4.8e-4 0.84775
L18 233.142 8.8724 0.80939 6.0e-4 7.5e-3 7.5e-3 9.4e-6 1.3e-3 1.3e-3 1.8e-5 4.8e-4 4.8e-4 0.81577
L19 233.142 9.8514 0.77736 3.3e-4 7.1e-3 7.1e-3 1.1e-5 1.4e-3 1.4e-3 8.9e-6 4.8e-4 4.8e-4 0.78187
L20 233.140 11.8341 0.69897 1.5e-4 7.3e-3 7.3e-3 8.8e-6 2.7e-3 2.7e-3 4.8e-6 5.0e-4 5.0e-4 0.69628
L21 233.142 12.8248 0.64711 1.2e-4 6.9e-3 6.9e-3 8.7e-6 2.7e-3 2.7e-3 7.7e-6 5.1e-4 5.1e-4 0.63897
L22 233.142 13.6445 0.58762 5.2e-4 7.2e-3 7.2e-3 9.3e-6 2.8e-3 2.8e-3 7.4e-6 5.4e-4+ 5.4e-4+ 0.57569
L23* 233.144 14.1868 0.51081 7.8e-5 6.9e-3 6.9e-3 1.0e-5 2.8e-3 2.8e-3 3.2e-6 9.7e-4+ 9.7e-4+ 0.51244
L24* 233.144 14.2158 0.50044 9.6e-5 6.7e-3 6.7e-3 1.7e-5 2.8e-3 2.8e-3 4.4e-6 1.3e-3+ 1.3e-3+ 0.50771
L25* 233.146 14.2407 0.48640 2.5e-4 6.0e-3 6.0e-3 1.1e-5 2.8e-3 2.8e-3 4.3e-6 2.4e-3+ 2.4e-3+ 0.50339
P3 253.147 1.9699d 0.99999 1.5e-5 5.7e-3 5.7e-3 5.5e-6 5.1e-4 5.1e-4
L27 253.146 2.9632 0.97899 1.3e-4 5.8e-3 5.8e-3 2.9e-5 5.2e-4 5.2e-4 1.3e-5 4.8e-4 4.8e-4 0.98167
L28 253.146 4.9365 0.93518 1.2e-4 6.0e-3 6.0e-3 9.4e-5 1.1e-3 1.1e-3 2.6e-6 4.8e-4 4.8e-4 0.94105
L29 253.146 6.9081 0.88640 1.9e-4 6.0e-3 6.0e-3 4.4e-5 1.1e-3 1.1e-3 9.5e-6 4.8e-4 4.8e-4 0.89327
L30 253.146 8.3058 0.84783 1.4e-4 5.9e-3 5.9e-3 1.3e-5 1.2e-3 1.2e-3 5.2e-6 4.8e-4 4.8e-4 0.85331
L31 253.148 9.6226 0.80640 1.3e-4 5.7e-3 5.7e-3 3.9e-4 1.5e-3 1.5e-3 8.4e-6 4.8e-4 4.8e-4 0.80906
L32 253.147 10.8463 0.76222 1.4e-4 5.8e-3 5.8e-3 4.3e-5 2.7e-3 2.7e-3 7.7e-6 4.9e-4 4.9e-4 0.75948
L33 253.146 11.8557 0.71747 9.3e-5 6.0e-3 6.0e-3 2.5e-5 2.7e-3 2.7e-3 8.3e-6 5.0e-4 5.0e-4 0.70866
L34 253.146 12.7678 0.66173 8.9e-5 5.7e-3 5.7e-3 3.6e-5 2.7e-3 2.7e-3 6.6e-6 5.2e-4+ 5.2e-4+ 0.64728
L35* 253.146 13.2762 0.59988 1.2e-4 5.7e-3 5.7e-3 1.7e-5 2.7e-3 2.7e-3 8.6e-6 8.8e-4+ 8.8e-4+ 0.59446
L36* 253.147 13.3024 0.59165 1.1e-4 5.8e-3 5.8e-3 1.8e-5 2.7e-3 2.7e-3 1.7e-5 1.1e-3+ 1.1e-3+ 0.59060
L37* 253.147 13.3201 0.58371 1.2e-4 5.8e-3 5.8e-3 5.7e-5 2.7e-3 2.7e-3 1.6e-5 1.6e-3+ 1.6e-3+ 0.58784
P4 273.147 3.4848e 0.99999 2.4e-5 1.5e-3 1.5e-3 9.9e-7 1.1e-3 1.1e-3
L39 273.145 5.0161 0.96558 8.5e-5 2.0e-3 2.0e-3 2.2e-5 1.1e-3 1.1e-3 3.0e-6 4.8e-4 4.8e-4 0.96828
L40 273.146 5.9255 0.94385 1.6e-4 2.5e-3 2.5e-3 2.7e-5 1.1e-3 1.1e-3 3.1e-6 4.8e-4 4.8e-4 0.94709
L41 273.146 6.9258 0.91829 6.8e-5 2.4e-3 2.4e-3 3.7e-5 1.1e-3 1.1e-3 2.7e-6 4.8e-4 4.8e-4 0.92127
L42 273.146 7.9107 0.89110 1.2e-4 2.4e-3 2.4e-3 2.9e-5 1.2e-3 1.2e-3 6.6e-6 4.8e-4 4.8e-4 0.89260
L43 273.146 8.8894 0.86113 9.3e-5 2.4e-3 2.4e-3 6.1e-5 1.3e-3 1.3e-3 1.4e-5 4.8e-4 4.8e-4 0.85979
L44 273.145 9.8537 0.82710 1.8e-4 2.4e-3 2.4e-3 1.5e-4 1.4e-3 1.4e-3 6.3e-6 4.8e-4 4.8e-4 0.82128
L45 273.147 10.8864 0.78003 6.0e-5 2.4e-3 2.4e-3 1.6e-5 2.7e-3 2.7e-3 6.8e-5 5.1e-4 5.1e-4 0.76737
L46 273.146 11.3314 0.74899 8.2e-5 2.3e-3 2.3e-3 1.2e-4 2.7e-3 2.7e-3 2.8e-5 5.4e-4+ 5.4e-4+ 0.73428
L47* 273.145 11.5579 0.71514 2.5e-4 2.6e-3 2.6e-3 1.5e-5 2.7e-3 2.7e-3 1.6e-5 1.1e-3+ 1.1e-3+ 0.70945
L48* 273.146 11.5779 0.70363 1.7e-4 2.3e-3 2.3e-3 6.6e-6 2.7e-3 2.7e-3 1.3e-4 3.0e-3+ 3.0e-3+ 0.70648
P5 288.139 5.0859f 0.99999 2.8e-4 1.8e-3 1.8e-3 2.9e-6 1.1e-3 1.1e-3
L50 288.137 5.6498 0.98649 9.1e-4 1.7e-3 2.0e-3 1.3e-5 1.1e-3 1.1e-3 2.0e-5 4.8e-4 4.8e-4 0.98744
L51 288.136 7.0494 0.95060 4.2e-4 1.6e-3 1.6e-3 7.5e-6 1.1e-3 1.1e-3 1.3e-6 4.8e-4 4.8e-4 0.95110
L52 288.134 8.4289 0.90854 6.8e-4 1.6e-3 1.7e-3 9.2e-6 1.2e-3 1.2e-3 1.8e-6 4.8e-4 4.8e-4 0.90541
L53 288.137 8.8666 0.89230 9.0e-4 1.7e-3 1.9e-3 1.7e-6 1.3e-3 1.3e-3 4.4e-6 4.8e-4 4.8e-4 0.88720
L54 288.138 9.2573 0.87508 1.7e-4 1.6e-3 1.6e-3 1.1e-5 1.3e-3 1.3e-3 6.1e-6 4.8e-4 4.8e-4 0.86795
L55 288.139 9.5784 0.85590 9.8e-4 1.8e-3 2.1e-3 1.0e-5 1.4e-3 1.4e-3 5.2e-6 4.9e-4+ 4.9e-4+ 0.84786
L56 288.138 9.7066 0.84282 1.2e-3 1.7e-3 2.1e-3 2.6e-5 1.4e-3 1.4e-3 5.2e-6 5.2e-4+ 5.2e-4+ 0.83726
L57 288.141 9.7231 0.84006 4.2e-5 1.8e-3 1.8e-3 1.3e-5 1.4e-3 1.4e-3 3.5e-6 5.5e-4+ 5.5e-4+ 0.83565
L58 288.139 9.7447 0.83495 1.5e-3 1.9e-3 2.4e-3 8.7e-6 1.4e-3 1.4e-3 2.6e-5 6.6e-4+ 6.6e-4+ 0.83343
P6 298.137 6.4328g 0.99999 1.1e-4 3.0e-3 3.0e-3 8.6e-6 1.1e-3 1.1e-3
L59 298.133 7.1110 0.98137 6.6e-4 3.0e-3 3.1e-3 6.5e-6 1.1e-3 1.1e-3 1.1e-6 4.8e-4 4.8e-4 0.98158
L60 298.135 7.4191 0.97218 5.0e-4 3.1e-3 3.2e-3 5.0e-6 1.1e-3 1.1e-3 7.0e-7 4.8e-4 4.8e-4 0.97195
L61 298.134 7.8403 0.95809 1.0e-3 3.0e-3 3.1e-3 1.1e-4 1.1e-3 1.2e-3 2.3e-6 4.8e-4 4.8e-4 0.95692
L62 298.135 8.0258 0.95087 1.4e-3 3.2e-3 3.5e-3 7.7e-6 1.1e-3 1.1e-3 2.7e-6 4.8e-4 4.8e-4 0.94920
L63 298.135 8.1284 0.94625 2.6e-4 3.0e-3 3.0e-3 9.6e-6 1.2e-3 1.2e-3 1.0e-6 4.8e-4 4.8e-4 0.94443
L64 298.135 8.2648 0.93815 2.3e-4 3.2e-3 3.2e-3 9.7e-6 1.2e-3 1.2e-3 1.5e-6 4.9e-4+ 4.9e-4+ 0.93709
L65 298.136 8.3019 0.93439 5.1e-4 3.3e-3 3.3e-3 1.0e-5 1.2e-3 1.2e-3 5.2e-6 5.1e-4+ 5.1e-4+ 0.93474
L66 298.134 8.3180 0.93085 4.1e-4 3.1e-3 3.2e-3 4.5e-6 1.2e-3 1.2e-3 2.8e-5 7.2e-4+ 7.2e-4+ 0.93363

a Sample standard deviation of the mean of the temperatures s(T̄f), mean of the standard systematic uncertainty of the temperatures ūc(T̄ ), total standard uncertainty of the tem-
perature uc(T̄f), sample standard deviation of the mean of the pressures s(p̄f), mean of the standard systematic uncertainty of the pressures ūc(p̄), total standard uncertainty of
the pressure uc(p̄f), sample standard deviation of the mean of the mole fractions s( x̄CO2

), mean of the total standard uncertainty of the mole fractions ūtot(xCO2
), final standard

uncertainty of the mole fraction uc( x̄CO2
), PR-MC-WS-NRTL Case 2 EOS calculated mole fraction xCO2,calc(T̄f, p̄f) b Span-Wagner CO2 vapor pressure is 0.5539 ± 0.0002 MPa.

c Span-Wagner CO2 vapor pressure is 1.0042± 0.0003 MPa. d Span-Wagner CO2 vapor pressure is 1.9694± 0.0006 MPa. e Span-Wagner CO2 vapor pressure is 3.4849± 0.0010
MPa. f Span-Wagner CO2 vapor pressure is 5.0859 ± 0.0015 MPa. g Span-Wagner CO2 vapor pressure is 6.4324 ± 0.0019 MPa. * Measured together with the supercritical
data in Table 9 using the procedure in Section 2.3.2. + The derivatives ∂ xCO2

/∂ p used in Eq. (5) to obtain ūtot(xCO2
) were calculated using the scaling law in Eq. (6) with the

parameters in Table 11 instead of the PR-MC-WS-NRTL Case 2 fitted EOS. See Table S.2 in the Supplementary Material for the values of the derivatives, and Section 5.3 for details.
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Table 8
Vapor phase: Experimental VLE data for CO2 (1) + O2 (2) at mean temperature T̄f, mean pressure p̄f, and mean vapor phase mole fraction ȳCO2

a.

Data Temperature Pressure Composition

ID T̄f p̄f ȳCO2
s(T̄f) ūc(T̄ ) uc(T̄f) s(p̄f) ūc(p̄) uc(p̄f) s( ȳCO2

) ūtot(yCO2
) uc( ȳCO2

) yCO2,calc

(K) (MPa) (-) (K) (K) (K) (MPa) (MPa) (MPa) (-) (-) (-) (-)

P1 218.147 0.5546b 0.99999 7.3e-5 3.7e-3 3.7e-3 1.1e-6 4.9e-4 4.9e-4
V1 218.148 1.0237 0.57354 6.1e-5 3.4e-3 3.4e-3 3.6e-5 5.1e-4 5.1e-4 1.0e-4 5.5e-4 5.6e-4 0.57416
V2 218.148 2.1957 0.29849 2.0e-4 3.5e-3 3.5e-3 1.6e-5 5.2e-4 5.2e-4 5.0e-5 4.8e-4 4.9e-4 0.30252
V3 218.148 3.9362 0.19663 4.8e-5 3.8e-3 3.8e-3 1.1e-5 1.1e-3 1.1e-3 4.2e-5 4.8e-4 4.8e-4 0.20251
V4 218.150 5.9189 0.16093 7.3e-5 3.2e-3 3.2e-3 4.7e-6 1.1e-3 1.1e-3 1.4e-5 4.8e-4 4.8e-4 0.16826
V5 218.148 7.8935 0.15229 2.4e-4 3.5e-3 3.5e-3 5.9e-6 1.2e-3 1.2e-3 1.1e-5 4.8e-4 4.8e-4 0.16120
V6 218.148 9.7335 0.15918 1.1e-4 3.5e-3 3.5e-3 8.1e-6 1.4e-3 1.4e-3 7.2e-6 4.8e-4 4.8e-4 0.16940
V7 218.147 11.7910 0.18681 1.7e-4 3.5e-3 3.5e-3 1.1e-5 2.7e-3 2.7e-3 5.6e-6 4.8e-4 4.8e-4 0.19797
V8 218.148 13.0211 0.22283 1.4e-4 3.5e-3 3.5e-3 1.6e-5 2.8e-3 2.8e-3 8.8e-6 4.9e-4 4.9e-4 0.23321
V9 218.148 14.0359 0.28665 2.0e-4 3.6e-3 3.6e-3 2.2e-5 2.8e-3 2.8e-3 3.8e-5 5.7e-4+ 5.7e-4+ 0.29187
V10* 218.148 14.3563 0.33855 4.8e-5 3.2e-3 3.2e-3 9.5e-6 2.8e-3 2.8e-3 1.7e-5 9.4e-4+ 9.4e-4+ 0.33136
V11* 218.147 14.3873 0.34936 2.0e-4 3.3e-3 3.3e-3 7.4e-6 2.8e-3 2.8e-3 2.0e-5 1.2e-3+ 1.2e-3+ 0.33726
V12* 218.149 14.4111 0.36111 1.9e-4 3.3e-3 3.3e-3 1.5e-5 2.8e-3 2.8e-3 7.5e-5 1.8e-3+ 1.8e-3+ 0.34237
P2 233.143 1.0048c 0.99999 7.4e-5 6.8e-3 6.8e-3 1.1e-5 5.1e-4 5.1e-4
V14 233.142 1.9677 0.56397 1.5e-4 7.3e-3 7.3e-3 2.3e-6 5.1e-4 5.1e-4 1.2e-4 5.1e-4 5.3e-4 0.56621
V15 233.142 2.9346 0.41117 2.1e-4 7.7e-3 7.7e-3 1.3e-5 5.2e-4 5.3e-4 3.3e-5 4.9e-4 4.9e-4 0.41571
V16 233.143 3.9408 0.33185 3.1e-4 6.8e-3 6.8e-3 2.5e-5 1.1e-3 1.1e-3 1.4e-5 4.9e-4 4.9e-4 0.33997
V17 233.143 5.9475 0.26280 7.5e-5 7.6e-3 7.6e-3 9.5e-5 1.1e-3 1.1e-3 4.7e-6 4.8e-4 4.8e-4 0.27331
V18 233.142 7.8335 0.24021 2.3e-4 7.5e-3 7.5e-3 3.5e-6 1.2e-3 1.2e-3 2.0e-5 4.8e-4 4.8e-4 0.25240
V19 233.141 8.8724 0.23715 3.2e-4 7.6e-3 7.6e-3 4.4e-6 1.3e-3 1.3e-3 2.2e-5 4.8e-4 4.8e-4 0.25033
V20 233.141 9.8514 0.23940 1.1e-4 7.5e-3 7.5e-3 7.7e-6 1.4e-3 1.4e-3 5.4e-6 4.8e-4 4.8e-4 0.25343
V21 233.141 11.8341 0.26143 1.6e-4 7.2e-3 7.2e-3 9.4e-6 2.7e-3 2.7e-3 1.0e-5 4.8e-4 4.8e-4 0.27633
V22 233.142 12.8248 0.28657 2.0e-4 7.2e-3 7.2e-3 1.1e-5 2.7e-3 2.7e-3 1.3e-5 4.9e-4 4.9e-4 0.30036
V23 233.142 13.6445 0.32548 1.6e-4 7.3e-3 7.3e-3 7.4e-6 2.7e-3 2.7e-3 1.5e-5 5.2e-4+ 5.2e-4+ 0.33416
V24* 233.144 14.1868 0.39244 2.0e-4 6.8e-3 6.8e-3 1.5e-5 2.8e-3 2.8e-3 2.8e-5 9.4e-4+ 9.4e-4+ 0.37661
V25* 233.144 14.2158 0.40299 3.9e-4 6.6e-3 6.6e-3 7.2e-6 2.8e-3 2.8e-3 2.7e-5 1.3e-3+ 1.3e-3+ 0.38020
V26* 233.145 14.2407 0.41751 1.2e-4 6.0e-3 6.0e-3 1.1e-5 2.8e-3 2.8e-3 1.1e-5 2.4e-3+ 2.4e-3+ 0.38354
P3 253.147 1.9699d 0.99999 1.5e-5 5.7e-3 5.7e-3 5.5e-6 5.1e-4 5.1e-4
V28 253.147 2.9631 0.72731 8.7e-5 5.7e-3 5.7e-3 6.3e-5 5.3e-4 5.3e-4 9.5e-6 5.0e-4 5.0e-4 0.73135
V29 253.146 4.9363 0.51051 7.5e-5 5.7e-3 5.7e-3 1.5e-5 1.1e-3 1.1e-3 2.2e-5 4.9e-4 4.9e-4 0.51935
V30 253.146 6.9080 0.42654 1.6e-4 5.9e-3 5.9e-3 9.4e-6 1.1e-3 1.1e-3 2.7e-5 4.8e-4 4.8e-4 0.43955
V31 253.146 8.3057 0.39990 1.8e-4 5.9e-3 5.9e-3 1.1e-5 1.2e-3 1.2e-3 1.1e-5 4.8e-4 4.8e-4 0.41507
V32 253.148 9.6222 0.39110 6.1e-5 5.8e-3 5.8e-3 2.2e-5 1.4e-3 1.4e-3 8.6e-5 4.8e-4 4.9e-4 0.40751
V33 253.148 10.8461 0.39517 2.1e-4 5.6e-3 5.6e-3 2.3e-4 2.7e-3 2.7e-3 1.5e-5 4.8e-4 4.8e-4 0.41263
V34 253.146 11.8558 0.41081 6.8e-5 5.8e-3 5.8e-3 4.8e-5 2.7e-3 2.7e-3 1.2e-5 4.9e-4 4.9e-4 0.42773
V35 253.146 12.7677 0.44495 1.4e-4 5.7e-3 5.7e-3 8.4e-6 2.7e-3 2.7e-3 5.7e-6 5.2e-4+ 5.2e-4+ 0.45666
V36* 253.146 13.2762 0.50132 3.5e-4 5.8e-3 5.8e-3 4.2e-5 2.7e-3 2.7e-3 1.6e-5 8.6e-4+ 8.6e-4+ 0.49109
V37* 253.147 13.3023 0.50988 1.2e-4 6.0e-3 6.0e-3 2.2e-5 2.7e-3 2.7e-3 6.0e-5 1.1e-3+ 1.1e-3+ 0.49401
V38* 253.147 13.3200 0.51743 5.8e-5 5.8e-3 5.8e-3 6.6e-6 2.7e-3 2.7e-3 1.1e-5 1.6e-3+ 1.6e-3+ 0.49612
P4 273.147 3.4848e 0.99999 2.4e-5 1.5e-3 1.5e-3 9.9e-7 1.1e-3 1.1e-3
V40 273.144 3.9433 0.91844 1.3e-4 2.2e-3 2.2e-3 1.7e-5 1.1e-3 1.1e-3 1.1e-4 5.1e-4 5.2e-4 0.92150
V41 273.145 5.0162 0.78625 2.1e-4 2.1e-3 2.1e-3 4.9e-5 1.1e-3 1.1e-3 3.6e-5 4.9e-4 4.9e-4 0.79225
V42 273.146 5.9256 0.71346 6.1e-5 2.5e-3 2.5e-3 2.5e-5 1.1e-3 1.1e-3 1.2e-5 4.9e-4 4.9e-4 0.72173
V43 273.146 6.9259 0.65904 8.1e-5 2.2e-3 2.2e-3 5.2e-5 1.1e-3 1.1e-3 1.2e-5 4.8e-4 4.8e-4 0.66945
V44 273.146 7.9107 0.62377 2.4e-4 2.3e-3 2.3e-3 5.1e-5 1.2e-3 1.2e-3 1.1e-5 4.8e-4 4.8e-4 0.63597
V45 273.146 8.8896 0.60275 9.9e-5 2.3e-3 2.3e-3 8.9e-5 1.3e-3 1.3e-3 1.0e-5 4.8e-4 4.8e-4 0.61637
V46 273.146 9.8539 0.59503 1.5e-4 2.5e-3 2.5e-3 2.0e-5 1.4e-3 1.4e-3 5.3e-6 4.8e-4 4.8e-4 0.60925
V47 273.146 10.8864 0.60684 1.7e-4 2.7e-3 2.7e-3 1.8e-5 2.7e-3 2.7e-3 7.8e-6 4.8e-4 4.8e-4 0.61857
V48 273.146 11.3312 0.62764 9.4e-5 2.4e-3 2.4e-3 1.7e-5 2.7e-3 2.7e-3 2.6e-5 5.3e-4+ 5.4e-4+ 0.63335
V49* 273.145 11.5578 0.66096 2.5e-5 2.6e-3 2.6e-3 2.3e-5 2.7e-3 2.7e-3 1.8e-5 1.1e-3+ 1.1e-3+ 0.64900
V50* 273.146 11.5780 0.67276 1.3e-4 2.4e-3 2.4e-3 1.5e-5 2.7e-3 2.7e-3 9.9e-5 3.1e-3+ 3.1e-3+ 0.65119
P5 288.139 5.0859f 0.99999 2.8e-4 1.8e-3 1.8e-3 2.9e-6 1.1e-3 1.1e-3
V52 288.137 5.6498 0.94168 8.5e-4 1.7e-3 1.9e-3 3.5e-6 1.1e-3 1.1e-3 2.6e-5 4.9e-4 4.9e-4 0.94516
V53 288.142 7.0493 0.84273 2.1e-5 1.8e-3 1.8e-3 6.8e-6 1.1e-3 1.1e-3 3.7e-5 4.8e-4 4.8e-4 0.84963
V54 288.141 8.4289 0.79080 1.3e-3 1.8e-3 2.3e-3 1.4e-5 1.2e-3 1.2e-3 2.4e-5 4.8e-4 4.8e-4 0.79918
V55 288.137 8.8666 0.78344 5.1e-4 1.8e-3 1.8e-3 2.3e-5 1.3e-3 1.3e-3 1.7e-6 4.8e-4 4.8e-4 0.79132
V56 288.139 9.2573 0.78234 5.5e-4 1.7e-3 1.8e-3 8.7e-6 1.3e-3 1.3e-3 1.2e-6 4.8e-4 4.8e-4 0.78870
V57 288.138 9.5784 0.78942 4.3e-4 1.7e-3 1.8e-3 1.2e-5 1.4e-3 1.4e-3 2.8e-6 4.9e-4+ 4.9e-4+ 0.79159
V58 288.141 9.7066 0.79944 1.1e-4 1.7e-3 1.7e-3 2.0e-5 1.4e-3 1.4e-3 8.5e-6 5.1e-4+ 5.1e-4+ 0.79558
V59 288.141 9.7232 0.80207 4.1e-4 1.9e-3 1.9e-3 1.0e-5 1.4e-3 1.4e-3 9.5e-6 5.3e-4+ 5.3e-4+ 0.79633
V60 288.142 9.7447 0.80674 2.9e-5 1.9e-3 1.9e-3 3.9e-6 1.4e-3 1.4e-3 7.8e-5 6.4e-4+ 6.5e-4+ 0.79746
P6 298.137 6.4328g 0.99999 1.1e-4 3.0e-3 3.0e-3 8.6e-6 1.1e-3 1.1e-3
V61 298.141 7.1110 0.95624 4.8e-5 3.2e-3 3.2e-3 2.8e-6 1.1e-3 1.1e-3 1.3e-5 4.8e-4 4.8e-4 0.95967
V62 298.135 7.4191 0.94072 7.8e-4 3.2e-3 3.3e-3 4.1e-6 1.1e-3 1.1e-3 2.7e-6 4.8e-4 4.8e-4 0.94483
V63 298.138 7.8392 0.92467 1.4e-3 3.1e-3 3.4e-3 1.4e-4 1.1e-3 1.1e-3 1.1e-5 4.8e-4 4.8e-4 0.92886
V64 298.140 8.0258 0.91978 3.9e-5 3.3e-3 3.3e-3 3.9e-6 1.1e-3 1.1e-3 8.6e-6 4.8e-4 4.8e-4 0.92365
V65 298.135 8.1339 0.91818 3.6e-4 3.0e-3 3.0e-3 6.7e-6 1.2e-3 1.2e-3 1.0e-5 4.8e-4 4.8e-4 0.92129
V66 298.135 8.2648 0.91898 7.1e-4 3.1e-3 3.2e-3 3.8e-6 1.2e-3 1.2e-3 9.2e-7 4.8e-4+ 4.8e-4+ 0.91966
V67 298.137 8.3019 0.92108 4.4e-4 3.2e-3 3.2e-3 9.0e-6 1.2e-3 1.2e-3 6.4e-6 4.9e-4+ 4.9e-4+ 0.91960
V68 298.136 8.3180 0.92389 1.0e-3 3.1e-3 3.3e-3 6.0e-6 1.2e-3 1.2e-3 1.0e-5 6.9e-4+ 6.9e-4+ 0.91965

a Sample standard deviation of the mean of the temperatures s(T̄f), mean of the standard systematic uncertainty of the temperatures ūc(T̄ ), total standard uncertainty of the tem-
perature uc(T̄f), sample standard deviation of the mean of the pressures s(p̄f), mean of the standard systematic uncertainty of the pressures ūc(p̄), total standard uncertainty of
the pressure uc(p̄f), sample standard deviation of the mean of the mole fractions s( ȳCO2

), mean of the total standard uncertainty of the mole fractions ūtot(yCO2
), final standard

uncertainty of the mole fraction uc( ȳCO2
), PR-MC-WS-NRTL Case 2 EOS calculated mole fraction yCO2,calc(T̄f, p̄f) b Span-Wagner CO2 vapor pressure is 0.5539 ± 0.0002 MPa.

c Span-Wagner CO2 vapor pressure is 1.0042± 0.0003 MPa. d Span-Wagner CO2 vapor pressure is 1.9694± 0.0006 MPa. e Span-Wagner CO2 vapor pressure is 3.4849± 0.0010
MPa. f Span-Wagner CO2 vapor pressure is 5.0859 ± 0.0015 MPa. g Span-Wagner CO2 vapor pressure is 6.4324 ± 0.0019 MPa. * Measured together with the supercritical
data in Table 9 using the procedure in Section 2.3.2. + The derivatives ∂ yCO2

/∂ p used in Eq. (5) to obtain ūtot(yCO2
) were calculated using the scaling law in Eq. (6) with the

parameters in Table 11 instead of the PR-MC-WS-NRTL Case 2 fitted EOS. See Table S.3 in the Supplementary Material for the values of the derivatives, and Section 5.3 for details.
11



0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

2

4

6

8

10

12

14

16

Mole fraction CO
2

P
re

s
s
u

re
 (

M
P

a
)

 

 
Bubble point curves

Dew point curves

EOS−CG, 218.15 K

PR−MC−WS−NRTL Case 1, 218.15 K

PR−MC−WS−NRTL Case 2, 218.15 K

Data this work, w/ uncertainty bars

Scaling law critical point prediction

Zenner and Dana (1963), 218.19 K

0 2 4 6 8 10 12 14
−0.03

−0.02

−0.01

0

0.01

0.02

Pressure (MPa)

z
C

O
2
,c

a
lc
 −

 z
C

O
2

(a) Mean temperature of measurements in present work 218.148 K. VLE data from literature [19].

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

2

4

6

8

10

12

14

16

Mole fraction CO
2

P
re

s
s
u

re
 (

M
P

a
)

 

 
Bubble point curves

Dew point curves

EOS−CG, 233.14 K

PR−MC−WS−NRTL Case 1, 233.14 K

PR−MC−WS−NRTL Case 2, 233.14 K

Data this work, w/ uncertainty bars

Scaling law critical point prediction

Zenner and Dana (1963), 232.88 K

Fredenslund and Sather (1970), 233.16 K

Kaminishi and Toriumi (1966), 233.18 K

2 4 6 8 10 12 14
−0.04

−0.02

0

0.02

Pressure (MPa)

z
C

O
2
,c

a
lc
 −

 z
C

O
2

(b) Mean temperature of measurements in present work 233.143 K. VLE data from literature [19, 20, 21].
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(d) Mean temperature of measurements in present work 273.146 K. VLE data from literature [19, 20, 21, 23].
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Fig. 5. Left: Pressure-composition diagram based on EOS calculations at the different mean temperatures, VLE data from
literature, and VLE measurements with estimated uncertainties from present work: x̄CO2

, ȳCO2
, p̄f, uc

�

x̄CO2
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, uc

�

ȳCO2

�

and
uc
�

p̄f
�

from Tables 7 and 8. Please note that the uncertainty bars are very small compared to the scale of the plots. Critical
point estimation and its uncertainties are from Section 5.3. Right: Plot of deviation between PR-MC-WS-NRTL Case 2
zCO2,calc and VLE measurements from present work zCO2

, where zCO2
is equal to either xCO2

or yCO2
.
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Table 9
Composition data at supercritical states for the liquid and vapor samplers for CO2 (1) + O2 (2) at mean temperature T̄f, mean pressure p̄f, and mean mole
fraction z̄CO2

a.

Data Temperature Pressure Composition

ID T̄f p̄f z̄CO2
s(T̄f) ūc(T̄ ) uc(T̄f) s(p̄f) ūc(p̄) uc(p̄f) s(z̄CO2

) uc(z̄CO2
)

(K) (MPa) (-) (K) (K) (K) (MPa) (MPa) (MPa) (-) (-)

L12 218.148 14.4390 0.39450 2.1e-4 3.4e-3 3.4e-3 1.2e-5 2.8e-3 2.8e-3 4.3e-6 4.8e-4
V13 218.147 14.4390 0.39472 1.4e-4 3.4e-3 3.4e-3 6.2e-6 2.8e-3 2.8e-3 9.0e-6 4.8e-4
L26 233.142 14.2617 0.44465 2.5e-4 7.4e-3 7.4e-3 1.3e-5 2.8e-3 2.8e-3 1.1e-5 4.8e-4
V27 233.142 14.2617 0.44445 7.7e-5 7.5e-3 7.5e-3 1.3e-5 2.8e-3 2.8e-3 9.3e-6 4.8e-4
L38 253.147 13.3560 0.55468 6.3e-5 5.9e-3 5.9e-3 3.5e-5 2.7e-3 2.7e-3 1.9e-5 4.8e-4
V39 253.148 13.3561 0.55470 3.3e-5 5.6e-3 5.6e-3 1.3e-4 2.7e-3 2.7e-3 1.3e-5 4.8e-4
L49 273.146 11.5976 0.68191 4.5e-4 2.6e-3 2.6e-3 9.5e-5 2.7e-3 2.7e-3 1.9e-5 4.8e-4
V51 273.145 11.5975 0.68219 1.2e-4 2.5e-3 2.5e-3 1.4e-5 2.7e-3 2.7e-3 5.5e-6 4.8e-4

a Samples taken using liquid sampler given with ID L, samples taken using vapor sampler given with ID V. Sample standard deviation of the mean of the temperatures s(T̄f), mean
of the standard systematic uncertainty of the temperatures ūc(T̄ ), total standard uncertainty of the temperature uc(T̄f), sample standard deviation of the mean of the pressures
s(p̄f), mean of the standard systematic uncertainty of the pressures ūc(p̄), total standard uncertainty of the pressure uc(p̄f), sample standard deviation of the mean of the mole
fractions s(z̄CO2

). Standard uncertainty in mean of the mole fractions uc(z̄CO2
) =
Æ

s2(z̄CO2
) + ū2(zCO2

), where ū(zCO2
) is the mean of u(zCO2

) for the corresponding series in Table

S.4 in the Supplementary Material.

s( x̄CO2
), were 1.3 · 10−4 and 1.2 · 10−5, respectively. Simi-

larly, for the vapor phase mole fractions in Table 8, the max-
imum and average s( ȳCO2

) were respectively 1.2 · 10−4 and
2.5 · 10−5. Some of the vapor phase points at the lowest pres-
sures at each temperature showed increase in these standard
deviations, as could be expected by the high VLE composi-
tion sensitivity to pressure changes. Also, there seemed to
be a slight increase in the standard deviations for some of
the VLE points at the highest pressures. Inspecting the com-
position sample data for these points in Tables S.2 and S.3
in the Supplementary Material, the liquid and vapor phase
mole fractions were respectively increasing and decreasing
slightly throughout the series. This could imply that VLE had
not been achieved completely or more likely, that the separa-
tion of the phases was incomplete, even though the settling
times had been increased significantly for these measure-
ments at close proximity to the critical point, as described
in Section 2.3. It can be noted that the observed variations
did not exceed the estimated uncertainty of the composition
analysis, 4.8 · 10−4 from Table 6. However, if the cause for
the variations was incomplete settling, there is a possibility
that the actual VLE compositions are outside the values cov-
ered by the composition analysis uncertainty.

The mean standard uncertainty in the phase mole frac-
tions caused by the composition analysis and the tempera-
ture and pressure uncertainties described in Section 3.3.5,
ūtot(zCO2

) where zCO2
= xCO2

or yCO2
, increased as a func-

tion of pressure at each temperature. At pressures close to
the critical points, where the scaling law was used to esti-
mate the VLE composition sensitivity to pressure, ∂ zCO2

/∂ p,
ūtot(zCO2

) was 3.1 · 10−3 at its maximum. For the series out-
side the critical region, ūtot(zCO2

) was close to the composi-
tion analysis uncertainty, 4.8 · 10−4, as the uncertainties in
pressure and temperature did not contribute significantly.

The final standard uncertainty of the mole fractions, uc(z̄CO2
),

combining s(z̄CO2
) and ūtot(zCO2

) described above, was max-
imum 3.1 · 10−3 for the series in the critical region, and ap-
proximately 5 · 10−4 for the series outside the critical region.

As can be seen in Tables S.2 and S.3 in the Supplemen-

tary Material, the combined standard uncertainty of the mea-
sured temperatures, uc(T̄ ), was below 8 mK for all samples,
and around 4 mK on average. The combined standard uncer-
tainty of the measured pressures, uc(p̄), ranged from 0.5 kPa
at the lowest measured pressure 0.56 MPa (0.09%) to 3 kPa
at the highest measured pressure 14.4 MPa (0.02%).

5.2. Comparison with literature data

The literature data reviews in [2, 3, 4, 5] provided in
total five works reporting isothermal analytic VLE measure-
ments [19, 21, 20, 26, 27] and two works reporting syn-
thetic VLE measurements [22, 23]. The work by [27] from
2009 contained isothermal VLE measurements at 240.9 K,
and apart from this the other works were from 1972 or ear-
lier. In addition, two works reporting synthetic VLE measure-
ments were found, one from 1903 [24] and the other from
2014 [25]. A summary of these literature data is given in
Table 10.

Literature data at temperatures comparable to our mea-
surements [19, 21, 20, 23, 24, 22, 25] are plotted together
with our data in Figs. 5a to 5f. These figures give a general
overview of the varying agreement between our data and the
literature data. However, there are a few aspects of some of
the literature data that are not apparent from the figures,
which will be discussed here.

The data by Zenner and Dana [19] at 232.88 K were at
a slightly lower temperature than our data at 233.14 K, but
the data should be comparable as the temperature sensitivity
of the VLE compositions are relatively low at these tempera-
tures (cf. Tables S.2 and S.3 in the Supplementary Material).
Their data points at approximately 14.85 MPa did not agree
with our critical point prediction (See Section 5.3 below).
However, Zenner and Dana [19] indicated in their work that
these two points were outside the two-phase region.

At 273.15 K, the data by Fredenslund and Sather [20]
agreed reasonably well with our data. The authors sug-
gested that their bubble and dew points at 11.2 MPa might
be erroneous, caused by entrainment. Our bubble and dew
points neighboring these points were at respectively higher
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Table 10
Available isothermal (ISOT) and synthetic (SYN) VLE literature data and the temperature, pressure and composition ranges.

Authors Year Type T (K) p (MPa) Composition CO2 No. of points

Zenner and Dana [19] 1963 ISOT 218.19, 232.88, 273.15 2.2-14.9 0.147-0.967 58
Kaminishi and Toriumi [21] 1966 ISOT 233.18, 253.17, 273.15, 288.14, 293.14, 298.14 3.7-12.7 0.300-0.949 30
Fredenslund and Sather [20] 1970 ISOT 223.16, 233.16, 243.16, 253.15, 263.15, 273.15, 283.15 1.0-13.2 0.180-0.994 143
Fredenslund et al. [26] 1972 ISOT 223.76 0.9-14.2 0.186-0.996 21
Engberg et al. [27] 2009 ISOT 240.9 1.9-7.2 0.301-0.986 20
Muirbrook [23] 1964 ISOT 273.15 4.2-11.7 0.594-0.965 33
Keesom [24] 1903 SYN 283.21-296.38 6.7-10.4 0.8006, 0.8953 36
Booth and Carter [22] 1930 SYN 212.76-259.91 3.6-14.3 0.2, 0.3, 0.4, 0.5 34a

Ahmad et al. [25] 2014 SYN 277.35-298.35 4.1-8.1 0.9493, 0.9506, 0.9745, 0.9751 22

a The authors did not report VLE data directly, only the observed phases present at different pressure-temperature states at constant total composition. VLE data points approxi-
mated as mean of state variables where difference in temperature or pressure was small across a liquid to vapor-liquid or vapor to vapor-liquid transition.

and lower CO2 mole fractions, which indicated that this might
be correct.

As can be seen from Figs. 5a to 5f, the agreement be-
tween our data and literature data varied significantly, also
from one temperature to another by the same author. This
highlighted the inconsistencies in the literature data noted
in [3, 4, 5]. Compared with the existing literature data,
the data in the present work described the VLE at the six
measured temperatures with considerably less scatter, and
included several measurements in the critical region at each
temperature, thus forming a good basis for modeling the sys-
tem. In addition, the VLE measurements at 288.14 and
298.14 K constituted the only complete isotherms at tem-
peratures above 273.15 K.

5.3. Critical point estimation

The procedure for estimating the critical point in terms
of pressure and composition for a binary mixture at a cer-
tain temperature utilizing scaling laws from statistical me-
chanics [28, 29, 30] was described for the use on CO2+N2
mixtures in [1]. The same procedure was used for estimat-
ing the critical points in the present work, the only excep-
tion being the estimation of the uncertainty in the critical
composition, which is discussed below. The critical point
for a binary mixture in terms of pressure and temperature
is dependent on the composition. For a given temperature,
the composition, if any, where the critical point is attained,
is denoted the critical composition, with symbol zCO2,c, and
the corresponding critical pressure, with symbol pc, is iden-
tified as the point of maximum pressure in closed isothermal
pressure-composition phase envelopes for a binary mixture,
as seen in Figs. 5a to 5f.

Like in [1], the following scaling law was applied [31,
32]:

zCO2
= ẑCO2,c +

�

λ1 − ε
λ2

2

�

�

p̂c − p
�

− ε
µ

2

�

p̂c − p
�β ,

where (6)

ε=
�

1 for bubble points,
-1 for dew points,

and zCO2
was the bubble point (zCO2

= xCO2
) or dew point

(zCO2
= yCO2

) CO2 mole fraction at pressure p. Keeping β

fixed at 0.325 [33], the critical composition zCO2,c and pres-
sure pc and the parameters λ1, λ2 and µ were fitted at each
isotherm average temperature using the VLE data identified
in Table 11. The regression was performed using the ordi-
nary unweighted least squares method, giving the estimators
ẑCO2,c, p̂c , λ̂1, λ̂2 and µ̂ shown in Table 11.

The uncertainties in the estimated critical composition
and pressure, respectively u(ẑCO2,c) and u(p̂c), were estimated
according to Eqs. (16) and (17) in [1]. These estimates were
based on the uncertainties in the composition and pressure
of the VLE data used in the fitting, and the standard errors of
regression of the critical composition and pressure, SE(ẑCO2,c)
and SE(p̂c), respectively. The estimates for the uncertainty in
the composition of the VLE data used in the fitting, uc( x̄CO2

)
and uc( ȳCO2

), were calculated based on values for the com-
position derivatives with respect to pressure, ∂ zCO2

/∂ p, de-
rived from Eq. (6). The values that were calculated using
the scaling law are given in Tables S.2 and S.3 in the Supple-
mentary Material, and in Tables 7 and 8, indicated with the
marker symbol +.

The estimated critical compositions and pressures with
their corresponding uncertainties are given in Table 11, and
are plotted together with the critical region VLE data and the
supercritical state points from Table 9 in Fig. 6.

The standard errors of regression were very low com-
pared to the corresponding uncertainties in the compositions
and pressures in the VLE data used for each regression at all
temperatures.

Attempts to increase or decrease the number of VLE points
used to fit the parameters, compared to the sets of points
stated in Table 11, did not result in changes in the critical
compositions and pressures that were larger than the uncer-
tainties in these fitted parameters. However, this was only
valid if the VLE points closest to the mixture critical points
were included in the fit. If fewer of these VLE points were
included in the fit, the deviations in the estimated critical
compositions and pressures from the estimates given in Ta-
ble 11 became more pronounced. Two examples are given.
First, if the eight VLE points identified as L6-9 and V7-10 in
Tables 7 and 8 were used to fit the scaling law at 218.15 K,
the estimated critical composition and pressure were respec-
tively 0.4057 and 14.421 MPa. In this data set, the four
VLE points closest to the mixture critical point were not in-
cluded. The estimated critical composition did not change
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significantly, considering the uncertainty given in Table 11,
u(ẑCO2,c) = 0.00115. However, the estimated critical pres-
sure decreased with 0.014 MPa. Second, if the data set con-
tained the eight VLE points identified as L5-8 and V6-9 were
used for the fit, the estimated critical composition and pres-
sure were respectively 0.4052 and 14.346 MPa. In this data
set, the six VLE points closest to the mixture critical point
were not included. The estimated critical composition de-
creased slightly more compared to the estimate given in Ta-
ble 11. Also, the estimated critical pressure decreased with
0.089 MPa.

The supercritical state point pairs at each temperature in
Table 9 showed a small difference in composition. As indi-
cated in Section 2.3.2, there was always a possibility that the
content of the cell was in the two-phase region during these
measurements, but sufficiently close to the critical point such
that critical opalescence (see e.g. Ref. [34]) caused the cell
phases to become indiscernible. However, the differences in
composition shown in Table 9 were below the estimated un-
certainty in the composition analysis, 4.8 · 10−4. Hence, on
this basis, it was not possible to conclude that this differ-
ence suggested an actual difference in composition, caused
by the presence of two phases. In addition, as Fig. 6 shows,
the supercritical state points at 218.15, 233.14, 253.15 and
273.15 K were all at higher pressures than the predicted criti-
cal pressures, which supported the assumption that these su-
percritical measurements were indeed outside the two-phase
region.

Based on this discussion, it was assumed that the esti-
mates for the critical points were reasonable, and that the
VLE measurements in the critical region also were reason-
able, within their corresponding uncertainty estimates and
their aforementioned limitations.

5.4. Model fitting

5.4.1. Introduction
In [1], the model for the CO2+N2 system in the equation

of state called EOS-CG [3, 4] was fitted to the VLE data mea-
sured in [1]. The highly flexible structure of the GERG-2008
EOS [35], developed for natural gas mixtures, was used by
Gernert and Span [3] to develop EOS-CG, which was fitted
to data for the mixtures of some of the components expected
in captured CO2 in CCS processes [3]. The model and pa-
rameters used for the CO2+N2 system in EOS-CG were al-
most unchanged compared to that used in the GERG-2008
[3]. The EOS-CG model for the CO2+O2 system was an im-
provement compared to that of the GERG-2008 model. How-
ever, as noted in [3, 4], some restrictions on the number of
fitting parameters and number of terms utilized in EOS-CG
were set due to the inferior data situation. The quality of the
description of the CO2+O2 system by EOS-CG was reduced
accordingly.

The EOS-CG model calculations are plotted in Figs. 5a
to 5f. The deviations between the model and the new data
of this work were significant. The VLE data provided in the
present work considerably improved the data situation for

the CO2+O2 system, and can be used together with the other
available literature data for VLE and properties such as den-
sity and speed of sound, to improve the model description of
the system.

In this work, the parameters of the Peng-Robinson (PR)
cubic EOS [36] with the alpha correction by Mathias and
Copeman [37] (MC), the mixing rules by Wong and Sandler
[38] (WS), and the NRTL [39] excess Gibbs energy model
were fitted. This combination of EOS, alpha correction, mix-
ing rule, and excess Gibbs energy model, designated here
as PR-MC-WS-NRTL, has been used with some success to fit
VLE data of binary systems containing one supercritical com-
ponent in our previous work [1] (CO2+N2) and in the work
of Coquelet et al. [40] (CO2+Ar).

The data in Tables 7 and 8 formed the basis for the model
fitting. Similar to [1], the fitting was performed using or-
thogonal distance regression (ODR) [41]. ODR is particu-
larly suited to fit data where both the dependent and in-
dependent data have significant uncertainty. In this work,
the distances between the VLE data points (z̄i,CO2

, p̄i,f) for
each temperature and the corresponding closest point of the
model prediction (zi,CO2,calc, pi,calc) were calculated, where
the deviations in composition and pressure were normalized
with their respective uncertainties. z̄CO2

is equal to either
x̄CO2

or ȳCO2
. The objective function can be stated as

S2 =
1

n− np

∑

i

�

pi,calc − p̄i,f

uc(p̄i,f)

�2

+
1

n− np

∑

i

�

zi,CO2,calc − z̄i,CO2

u(zCO2
)

�2

, (7)

where n is the total number of experimental data points, np
is the number of parameters adjusted in the model fit and
u(zCO2

) is the composition uncertainty caused by the analysis
given in Table 6. In addition to S, two other statistics were
used to quantify the agreement between model and data:
the absolute average deviation (AAD) and the bias (BIAS),
whose formulas are given in Table 12.

5.4.2. Peng-Robinson EOS
The formulas and corresponding nomenclature used in

the present work for the MC alpha correction [37], the WS
mixing rules [38] and the NRTL [39] excess Gibbs energy
model were given in [1] and are not reproduced here. The
critical temperature and pressure used in the EOS phase equi-
librium calculations for i = CO2 or O2 are given in Table 13,
together with the parameters c1,i , c2,i and c3,i used in the MC
alpha correction.

The parameters of the PR-MC-WS-NRTL EOS consist of
the Wong-Sandler binary interaction parameters, ki j , the bi-
nary interaction parameters of the NRTL model, τi j , and the
non-randomness parameters of the NRTL model, αi j .

These parameters were restricted according to Eq. (27)
in [1], and a constant value for α12 = α21 = 0.3 was assumed
for a system of two non-polar components such as CO2+O2
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ẑCO2 ,c = 0.9273
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Fig. 6. Comparison of the predictions of the pressure-composition phase behavior in the critical region by three different
models: PR-MC-WS-NRTL Case 1 and Case 2 EOSs, and the scaling law model in Eq. (6). Please note that the scales of the
graphs are very different from each other. Please refer to Table 11 for an overview of the VLE points used to fit the scaling
law and the parameters at the different temperatures. Supercritical measurements are shown in Table 9.

18



Table 11
Parameters of the scaling law in Eq. (6) fitted to critical region data from this work at six different average temperatures.

T Used pointsa np λ̂1 λ̂2 µ̂ ẑCO2,c p̂c SE(ẑCO2,c) u(ẑCO2,c) SE(p̂c) u(p̂c)
(K) (-) (MPa−1) (MPa−1) (MPa−β ) (-) (MPa) (-) (-) (MPa) (MPa)

218.148 L8-11, V9-12 8 8.8655 · 10−3 −5.6184 · 10−2 -0.30221 0.4064 14.435 7.3 · 10−5 0.00115 3.6 · 10−4 0.0028
233.143 L22-25, V23-26 8 8.3022 · 10−3 −4.3134 · 10−2 -0.27699 0.4514 14.254 2.1 · 10−4 0.00130 6.3 · 10−4 0.0028
253.147 L34-37, V35-38 8 5.0483 · 10−3 −3.5444 · 10−2 -0.23569 0.5504 13.339 1.1 · 10−4 0.00104 6.3 · 10−4 0.0028
273.146 L46-48, V48-50 6 8.5843 · 10−4 −3.0614 · 10−2 -0.17810 0.6881 11.582 7.0 · 10−5 0.00156 1.3 · 10−4 0.0027
288.139 L55-58, V57-60 8 1.1095 · 10−2 −1.8503 · 10−2 -0.11004 0.8206 9.759 5.7 · 10−5 0.00055 5.1 · 10−4 0.0015
298.136 L64-66, V66-68 6 2.2534 · 10−2 −5.7951 · 10−3 -0.048162 0.9273 8.321 5.6 · 10−6 0.00056 2.5 · 10−5 0.0012

a Data from Tables 7 and 8, identified with the given IDs.

[39] (cf. [1, 40]). This leaves np = 3 adjustable parame-
ters in the PR-MC-WS-NRTL model: k12, τ12 and τ21. These
parameters were assumed to be temperature dependent, to
obtain the best possible fit of the data. It was therefore of in-
terest to fit the parameters to data at different temperatures,
and try to determine a model for the temperature depen-
dence of the parameters, enabling the use of the EOS over
the whole temperature range of the data.

The parameters of the model were fitted to the data at
each of the average temperatures 218.15, 233.14, 253.15,
273.15, 288.14 and 298.14 K. The fitted parameters for each
temperature are given in Table 12 and plotted in Figs. 7a
and 7b, denoted as Case 1. For the temperatures where there
were several measurements close to the critical point, only
the measurements at the highest pressure were included in
the fit, in order to avoid a too strong emphasis on this region.
An overview of the points that were excluded are given in
Table 12.

With reference to Fig. 7a, the temperature dependencies
of τ12 and τ21 could be approximately described by the func-
tion given in [42]:

τ12(T ) = aτ12
+ bτ12

·
�

�

�

�

T − Tc,CO2

�

/Tc,CO2

�

�

�

cτ12
, (8)

τ21(T ) = aτ21
+ bτ21

·
�

�

�

�

T − Tc,CO2

�

/Tc,CO2

�

�

�

cτ21
. (9)

Similarly, with reference to Fig. 7b, the temperature de-
pendency of k12 was assumed to be described by a simple
linear relationship:

k12(T ) = ak12
+ bk12

·
�

T − Tc,CO2

�

/Tc,CO2
. (10)

With Tc,CO2
given in Table 13, the parameters aτi j

, bτi j
,

cτi j
, ak12

and bk12
in Eqs. (8), (9) and (10) were fitted us-

ing ordinary unweighted least squares to the optimal Case 1
parameters in Table 12. The fitted parameters of these equa-
tions and the calculated values of τ12, τ21, and k12 are given
in the same table, denoted as Case 2. These calculated Case
2 EOS parameters are plotted in Figs. 7a and 7b with the
optimal Case 1 parameters.

The VLE predictions of the PR-MC-WS-NRTL model us-
ing both the Case 1 and 2 parameters are shown in Figs. 5a
to 5f together with the data from this work and literature. In
addition, the deviations between the Case 2 calculated mole
fractions and the experimental values are plotted in these

figures. The objective function value, absolute average devi-
ation and bias for both cases are given in Table 12.

With reference to Figs. 5a to 5f, the description of our
measurements by the Case 2 model was very close to that of
the Case 1 model, and this was reflected with only a minor
increase in the values for S and AAD, as seen in Table 12.
Therefore, for simplicity, only the Case 2 model will now be
discussed. First, the model will be compared with our data,
and, second, with the literature data in Table 10.

With reference to our measurement data, three aspects of
the Case 2 model could be observed. First, except in the crit-
ical region, the vapor CO2 compositions were slightly overes-
timated by the model, as seen in Figs. 5a to 5f. In fact, the de-
viations in composition were in general the largest for the va-
por phase, as seen from the pressure-composition deviation
plots in these figures. With reference to Table 12, the largest
absolute average deviation (AAD), including both liquid and
vapor measurements, was 0.01 in mole fraction, which was
approximately 3 times larger than the maximum final stan-
dard uncertainty of the mole fractions, uc(z̄CO2

), 3.1 · 10−3.
Second, the match between the Case 2 model critical points
and those estimated by the scaling law in Section 5.3, was
quite good, as seen in Figs. 6a to 6f. The critical pressures
estimated by the PR-MC-WS-NRTL Case 2 model were ap-
proximately 1% higher than the pressures predicted by the
scaling law, and the differences in critical compositions were
less than 0.015. Third, as seen in the pressure-composition
deviation plots in Figs. 5a to 5f, for each of the isotherms
the deviation in composition seemed to develop in a similar
manner as a function of pressure, with no apparent scatter. If
there had been any apparent scatter, there would have been
reason to suspect that the composition samples of the series
that deviated from the pattern did not represent the compo-
sition at VLE. To be precise, the absence of scatter indicated
that the samples represented the VLE composition, however
not necessarily that the measured mole fractions for these
samples were correct.

As the PR-MC-WS-NRTL Case 2 model was fitted against
our data only, it was of interest to compare the model with
the literature data in Table 10, and especially the data at
other temperatures than those we measured. Table 14 shows
the AAD and BIAS for the different VLE literature data in Ta-
ble 10. Since the AAD and BIAS were calculated as the dif-
ference between experimental and calculated mole fractions,
the values will in general be higher if a data set contained
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Table 12
Optimal parameters k12, τ12 and τ21 for the PR-MC-WS-NRTL model, fitted against data from the present work. Objective function Sc and absolute average
deviation AADd and bias BIASe.

Case 1a Case 2b Both cases

T (K) k12 τ12 τ21 S AAD (%) BIAS (%) k12 τ12 τ21 S AAD (%) BIAS (%) Excluded points

218.148 0.306378 1.271116 0.362629 16.98 0.74 -0.26 0.3065 1.2536 0.3510 18.75 0.77 -0.02 L9-10, V10-11
233.143 0.308267 1.351550 0.161755 22.38 0.94 -0.34 0.3095 1.3578 0.1698 23.02 0.97 -0.45 L23-24, V24-25
253.147 0.315030 1.507658 -0.093799 24.48 0.96 -0.30 0.3135 1.5281 -0.0806 24.91 0.99 -0.47 L35-36, V36-37
273.146 0.317778 1.753552 -0.350178 20.70 0.80 -0.17 0.3175 1.7628 -0.3453 20.74 0.81 -0.22 L47, V49
288.139 0.322426 2.067354 -0.529082 11.90 0.44 -0.09 0.3205 2.0384 -0.5598 12.81 0.50 0.10
298.136 0.320166 2.370883 -0.735367 5.89 0.22 -0.03 0.3225 2.3813 -0.7190 5.97 0.21 -0.07

a k12 = k21 varies freely, α= 0.3 b α= 0.3. τ12, τ21 and k12 = k21 calculated from Eqs. (8), (9) and (10) respectively using aτ12
= 3.87841, bτ12

=−3.42853, cτ12
= 0.211545,

aτ21
= −0.839864, bτ21

= 3.53709, cτ21
= 0.862063, ak12

= 0.323688, bk12
= 0.0606321 and Tc,CO2

= 304.19 K from Table 13. c Number of parameters fitted np = 3.

d AAD= (100/n)
∑

i

�

�

�zi,CO2
− zi,CO2,calc

�

�

�

e BIAS= (100/n)
∑

i

�

zi,CO2
− zi,CO2,calc

�
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data in the critical region. The data sets that contained criti-
cal region data with proximity to the critical point compara-
ble to our data are identified in Table 14. The AAD for these
data sets were comparable to or higher than the AAD for our
data at similar temperatures. The same was valid for the lit-
erature data sets in general, with a maximum AAD of 0.025
in mole fraction.

The synthetic VLE data sets in Tables 10 and 14 are plot-
ted in a pressure-temperature phase diagram in Fig. 8, to-
gether with the PR-MC-WS-NRTL Case 2 VLE calculations at
constant compositions. As seen from this figure, the data by
Booth and Carter [22] and Ahmad et al. [25] deviated more
from the model than the data by Keesom [24].

As it was not possible to find any literature data at tem-
peratures above 298 K (see Table 10), it was difficult to de-
termine how well the PR-MC-WS-NRTL Case 2 model extrap-
olates up to the critical temperature of CO2 at 304.19 K.

It has been established that the PR-MC-WS-NRTL Case 2
model provides a fairly accurate description of the VLE for
the CO2+O2 system given by our data from the tempera-
tures 218 to 298 K, with and AAD of maximum 0.01 in mole
fraction and an apparently good description of the critical
locus. The most significant shortcoming of the model was
the description of the vapor phase compositions, where the
deviations were at their largest. With respect to the ability of
the model to describe the literature data, the AAD were com-
parable or somewhat higher considering the lack of critical
region data for most of the literature data sets.

6. Conclusions

This work reports accurate vapor-liquid equilibrium (VLE)
data for the CO2+O2 binary system, at the temperatures
218.15, 233.14, 253.15, 273.15, 288.14 and 298.14 K.

The data measured in this study cover a large range of
VLE liquid and vapor phase compositions, spanning CO2 mole
fractions from approximately 0.45 to 0.987 in the liquid phase,
and from 0.15 to 0.956 in the vapor phase. The measured
CO2 vapor pressures at the six temperatures are consistent
with the values calculated from the Span-Wagner EOS, con-
sidering the uncertainty in both the measured pressures and
that of the EOS. The agreement between our data and lit-
erature data varies significantly, also from one temperature
to another by the same author. This highlights the inconsis-
tencies in the literature data noted in [3, 4, 5]. As in [1],
it was possible to perform very stable measurements close
to the mixture critical point at each temperature, and these

Table 14
AAD and BIAS for the literature data in Table 10, calculateda using the
PR-MC-WS-NRTL Case 2 model.

Authors Type T b, zCO2
c AAD BIAS nd

(K), (-) (%) (%)

Zenner and Dana [19] ISOT 218.19 1.29 -0.76 16
232.88 2.36 -1.70 22g

273.15 1.49 -1.29 18
Kaminishi and Toriumi [21] ISOT 233.18 1.02 1.02 2

253.17 2.46 1.46 10
273.15 2.16 1.89 8
288.14 0.73 0.31 4
293.14 0.82 0.13 5
298.14 1.19 -1.19 1

Fredenslund and Sather [20] ISOT 223.16 0.83 -0.79 26
233.16 1.50 -0.93 25
243.16 1.06 -0.99 22
253.15 0.92 -0.57 22
263.15 0.65 -0.13 20
273.15 0.63 -0.30 16
283.15 1.27 -0.76 12

Fredenslund et al. [26] ISOT 223.76 1.79 1.24 21g

Engberg et al. [27] ISOT 240.9 1.08 -1.08 20
Muirbrook [23] ISOT 273.15 1.10 0.06 31g

Keesom [24] SYN 0.8006 2.00 -1.77 10g

0.8953 0.74 -0.40 26g

Booth and Carter [22] SYN 0.2 1.67 -1.31 9
0.3 1.27 -0.73 8
0.4 1.56 -1.05 11g

0.5 2.04 1.20 6g

Ahmad et al. [25] SYN 0.9493e 2.38 2.38 5g

0.9506f 0.90 0.90 5g

0.9745e 1.01 1.01 6g

0.9751f 0.22 -0.20 6g

a CO2 mole fractions at VLE calculated at the temperature and pressure given in the
literature data. b Temperature T if type is ISOT. c zCO2

CO2 mole fraction if type

is SYN. d Number of temperature and pressure points that were in the VLE region
according to the PR-MC-WS-NRTL Case 2 model. e Dew points. f Bubble points.
g Data set contains critical region data.

Table 13
Critical propertiesa and Mathias-Copeman coefficientsb used in
PR-MC-WS-NRTL EOS for CO2 and O2.

i Tc,i (K) pc,i (MPa) c1,i c2,i c3,i

CO2 304.19 7.381 0.7050 -0.3185 1.9012
O2 154.58 5.043 0.4133 -0.0190 0.0944

a From Chiavone-Filho et al. [43]. Slightly different from the values used in [6]
and [44]: Tc,CO2

= 304.1282 K, pc,CO2
= 7.3773 MPa, Tc,O2

= 154.581 K, pc,O2
=

5.043MPa. b From Chiavone-Filho et al. [43].
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Fig. 8. Pressure-temperature phase diagram at constant compositions based on the PR-MC-WS-NRTL Case 2 model, and
synthetic VLE data from literature [22, 24, 25].

data formed the basis for the fitting of a scaling law, result-
ing in estimates for the critical points with low uncertainties.
These critical point estimates were slightly lower in pres-
sure than supercritical state point measurements performed
at each temperature, which showed the consistency of the
critical point estimates.

The Peng-Robinson (PR) cubic EOS [36] with the alpha
correction by Mathias and Copeman [37] (MC), the mixing
rules by Wong and Sandler [38] (WS), and the NRTL [39]
excess Gibbs energy model was fitted to the data in the present
work. Based on the parameters sets at each of the six tem-
peratures, expressions for the temperature dependencies of
the parameters were developed, resulting in an EOS that can
be utilized for VLE calculations over the temperature range
from 218 to 298 K and possibly be extrapolated to the crit-
ical temperature of CO2 at 304.19 K. This model described
our data quite accurately, and absolute average deviation of
our data compared to this model was maximum 0.01 in mole
fraction, and maximum 0.025 for the literature data. Addi-
tionally, the model matched well with the critical locus given
by the scaling law predictions. The critical points calculated
by the PR-MC-WS-NRTL model differed from the scaling law
prediction by being approximately 1% higher in pressure,
and differed in critical compositions with less than 0.015.

The data measured in the present work showed signifi-
cantly less scatter than the data found in literature, and in-
cluded measurements close to the mixture critical points for

all six temperatures. This data set significantly improves the
data situation for the CO2+O2 system. It can be used to
enhance highly flexible multi-parameter equations of state
such as EOS-CG [3, 4], which should be able to describe
other thermodynamic properties of the system more accu-
rately than the PR-MC-WS-NRTL model fit provided in the
present work.
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List of symbols
gL local acceleration of gravity. See Appendix A.1

in [1]. (m s−2)
hi i = 1,2, 3,4, liq. Distance used in phs

calculation. See Appendix A.1 in [1]. (m)
ki j WS binary interaction parameter between

components i and j in Eq. (25) in [1]. (−)
M molar mass (kg mol−1)
p pressure at VLE (MPa)
pc estimated critical pressure, defined in Section

5.3 (MPa)
pi absolute pressure of sensor i, where

i = 1,2, 3,4. See Appendix A.1 in [1]. (MPa)
phs hydrostatic pressure. See Appendix A.1 in [1].

(MPa)
p11 differential pressure. See Appendix A.1 in [1].

(MPa)
p̄ pressure at VLE: mean pressure before one

composition sample in Tables S.2 and S.3 in the
Supplementary Material (MPa)

p̄f pressure at VLE: mean of the pressures p̄ for a
series of composition samples in Tables 7 and 8
(MPa)

R resistance of SPRT at a temperature. See
Appendix A.2 in [1]. (Ω)

R universal gas constant = 8.3145J K−1 mol−1

RGa resistance of SPRT at TGa. See Appendix A.2 in
[1]. (Ω)

RH2O resistance of SPRT at TH2O. See Appendix A.2 in
[1]. (Ω)

RHg resistance of SPRT at THg. See Appendix A.2 in
[1]. (Ω)

Rref resistance of reference normal. See Appendix
A.2 in [1]. (Ω)

s(z) sample standard deviation of variable z
s(z̄) sample standard deviation of the mean of

variable z
S model fitting objective function to be minimized

(−)
SE standard error of regression. See Section 5.3.
T04 ITS-90 temperature of top flange SPRT (K)
T05 ITS-90 temperature of bottom flange SPRT (K)
T ITS-90 temperature at VLE (K)
T̄ ITS-90 temperature at VLE: mean temperature

before one composition sample in Tables S.2
and S.3 in the Supplementary Material (K)

T̄f ITS-90 temperature at VLE: mean of the
temperatures T̄ for a series of composition
samples in Tables 7 and 8 (K)

TGa ITS-90 temperature at gallium melting point.
See Appendix A.2 in [1]. (K)

TH2O ITS-90 temperature at water triple point. See
Appendix A.2 in [1]. (K)

THg ITS-90 temperature at mercury triple point. See
Appendix A.2 in [1]. (K)

u(z) standard uncertainty of variable z
uc(z) combined standard uncertainty of variable z
utot(z) total standard uncertainty of variable z = xCO2

or yCO2
, from Eq. (5). (−)

W ITS-90 ratio R/RH2O. See Appendix A.2 in [1].
(−)

Wb thermometry bridge ratio R/Rref. See Appendix
A.2 in [1]. (−)

xCO2
liquid phase CO2 mole fraction at VLE in Table
S.2 in the Supplementary Material (−)

x̄CO2
liquid phase CO2 mole fraction at VLE: mean
mole fraction a series of composition samples in
Table 7 (−)

xCO2,calc liquid phase CO2 mole fraction at VLE,
calculated from the PR-MC-WS-NRTL Case 2
model. See Section 5.4.2. (−)

yCO2
vapor phase CO2 mole fraction at VLE in Table
S.3 in the Supplementary Material (−)

ȳCO2
vapor phase CO2 mole fraction at VLE: mean
mole fraction a series of composition samples in
Table 8 (−)

yCO2,calc vapor phase CO2 mole fraction at VLE,
calculated from the PR-MC-WS-NRTL Case 2
model. See Section 5.4.2. (−)

zCO2
liquid or vapor phase CO2 mole fraction (−)

zCO2,c estimated critical composition in terms of CO2
mole fraction, defined in Section 5.3 (−)

Greek letters
αi j NRTL non-randomness parameter for binary

interaction between components i and j in Eq.
(26) in [1].

β universal critical exponent of scaling law in Eq.
(6)

λ1, λ2, µ parameters of scaling law in Eq. (6).
ρ density (kg m−3)
ρi density in the four different regions i = 1,2, 3,4

used for calculation of phs. See Appendix A.1 in
[1]. (kg m−3)

ρ4,1 density of pure CO2 in Region 4 used for
calculation of phs. See Appendix A.1 in [1].
(kg m−3)

ρ4,2 density of fluid in Region 4 used for calculation
of phs. See Appendix A.1 in [1]. (kg m−3)
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τi j NRTL parameter for binary interaction between
components i and j in Eq. (26) in [1]. (−)

Subscripts
c critical state

Superscripts
¯ arithmetic mean

Abbreviations
AAD absolute average deviation. See Section 5.4.1

and Table 12.
BIAS bias. See Section 5.4.1 and Table 12.
CAD computer-aided design
CCS carbon capture, transport and storage
EOS equation of state
EOS-CG equation of state for combustion gases and

combustion gas like mixtures [3, 4]
GC gas chromatograph
GUM ISO Guide for the Estimation of Uncertainty in

Measurement [12]
ITS-90 International Temperature Scale of 1990 [45]
MC Mathias-Copeman alpha correction [37]
NRTL non-random two-liquid excess Gibbs energy

model [39]
ODR orthogonal distance regression
PR Peng-Robinson EOS [36]
PR-MC-
WS-NRTL

PR EOS with MC alpha correction and WS
mixing rule with the NRTL excess Gibbs energy
model

SPRT standard platinum resistance thermometer
SW Span-Wagner EOS for CO2 [6]
TCD thermal conductivity detector in GC
VLE vapor-liquid equilibrium
WS Wong-Sandler mixing rule [38]
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Appendix A. Supplementary material

Supplementary material related to this article can be found at http://dx.doi.org/(...).
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