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Abstract

Phase equilibrium behavior of the carbon dioxide and argon system has been investigated at the temperatures 213, 223, 243,
263, 273, 283, and 299 K. The full vapor-liquid equilibria phase envelope has been measured at all temperatures using an
analytical technique where the compositions of both the liquid and vapor phase have been measured. In addition, the fluid
compositions at the three-phase line and phase equilibria involving solids at 213 K have been measured. The three-phase line
was determined at 213 K with an estimated uncertainty of 2 kPa. Otherwise, the estimated uncertainty is better than 13 mK
for the temperature measurements, 3.2 kPa for the pressure measurements, and 0.12 % in total combined uncertainty in terms
of mole fraction for all the 107 measured data points. The new data have been compared with existing models, and estimates
for the critical points of the 7 isotherms have been made. Together with recently established experimental results for
homogeneous density, speed of sound, and dew-point pressure, the vapor-liquid-equilibrium data were used to develop an
improved Helmholtz-energy-explicit mixture model. This new model enables the calculation of highly-accurate data for all types
of thermodynamic properties. Its development is part of the ongoing work on setting up an extended multi-fluid mixture model

for the description of carbon-dioxide-rich mixtures with various impurities as relevant for CCS applications.
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1. Introduction

The properties of CO, with impurities have received interest
over the last decade, primarily due to the desire to realize CO,
capture, transport, and storage (CCS) as a major mitigation
measure against anthropic global warming. According to the
IEA, as much as 6.4 Gt CO; should be captured annually in 2050
in order to fulfil the 2 degree / 450 ppm scenario [1]. Cost is a
major barrier to realize CCS. At the same time, unforeseen
breakdown of vital components, or, worse, accidents in early
phases could bar further deployment of CCS. Hence, both
design and operation of a range of CCS processes should be
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optimized in robust manner, which requires accurate
thermodynamic property data at all relevant conditions.

Impurities will be present in all processes of CCS [2]. In capture,
impurities will result from e.g. the exhaust to be enriched in CO,
or absorbents. Depending on the level of purification of the CO,
product, some of these impurities will be transported and
injected into the storage site, where the CO; product interacts
with the fluids already present in the reservoir. It is well known
that impurities can have a range of negative impacts on CCS
transportation, injection, and storage. For instance, relatively
small concentrations of water, in particularly in presence of
other impurities [3-5], can cause corrosion [6] or formation of



hydrates [7-9], whereas non-condensable gases generally
cause an increase in the compression costs due to lower density
and higher required pressure to avoid two-phase flow [10, 11].
In principle, impurities can be purified to a level where their
impact on CO; transport is negligible, but this is not likely to be
economical optimal, and, as mentioned, impurities will in any
case have to be taken into consideration during CO, capture
and injection / storage.

Thus, fluid models for COj-rich mixtures with relevant
components are crucial to provide the thermodynamic state
properties needed to realize CCS. The most accurate models for
mixtures with such a highly non-ideal mixing behavior are
empirical multiparameter equations of state explicit in the
reduced Helmholtz energy. The development of a first
reference CCS-mixture model based on this approach was
completed in 2013. The model was later on presented by
Gernert and Span [12] as the “equation of state for combustion
gases and combustion gas like mixtures” (EOS-CG). Its
mathematical structure enables the calculation of
multicomponent-mixture properties by modelling each binary
combination of the components. Hence, data on binary
mixtures are particularly important in order to fit the binary
interaction terms. Nevertheless, the models also have to be
verified through measurements of multicomponent mixtures.

As recent reviews have revealed, the data situation is far from
satisfactory for a number of properties and mixtures relevant
for CCS [12-15]. Hence, SINTEF Energy Research has
constructed, in cooperation with partners of the CO,Mix
project [11, 16], a facility to accurately measure phase
equilibria of CO,-rich mixtures with compositions and at
conditions relevant for CCS [17]. The focus has so far been on
vapor-liquid equilibria (VLE) of binary mixtures between CO,
and non-condensable gases such as nitrogen [18], oxygen [19],
methane[20], and carbon monoxide [21].

In this work, new experimental phase equilibria data on binary
mixtures of carbon dioxide and argon are presented. Argon is
an important impurity from various capture processes, in
particularly in oxy-fuel plants, where there can be several
percent of Ar in the CO, product prior to additional purification
steps [22]. Most of the data are on VLE, but, in addition, phase
equilibria involving dry ice have been measured at 213 K. More
specifically, new data are provided for frost points or vapor-
solid equilibria (VSE), freezing points or liquid-solid equilibria
(LSE), and three-phase line at vapor-liquid-solid equilibria
(VLSE). Knowing the limit at which dry ice forms is very
important for optimized design and operation of liquefaction
and low temperature separation processes, as freeze-out may

plug equipment. Knowledge of the freeze-out behavior is also
very important in order to build models for intentional or
accidental depressurization of for instance pipelines [23]. The
amount of thermodynamic data of solid CO, is very limited [24].
Most of the data on phase equilibria between dry ice and binary
mixtures with CO; is for CO, methane mixtures with low CO,
content in the fluids and hence at lower temperatures than
would be relevant for CCS [23]. No previous freeze-out data for
CO,, + Ar mixtures have been found in the public domain, except
two data points below 116 K [25], which is far below the
temperatures expected in CCS systems.

Based on the new VLE data an improved Helmholtz-energy-
explicit mixture model for CO, + Ar has been developed at
Ruhr-University Bochum (RUB). This new model replaces the
existing binary correlation within the EOS-CG. The refit of the
model for CO, + Ar is part of the ongoing work to extend and
update the EQS-CG, which is considered as the reference model
for CCS-relevant mixtures. The quality of the model presented
here is additionally enhanced by accurate new measurements
of homogeneous densities, speeds of sound, and dew-point
pressures [26-30].

In Section 2 of this article the experimental methods are
presented, before the experimental results, including data and
related uncertainty analysis, are presented in Section 3. In
Section 4, analysis of the new data and a comparison with
existing literature data and models are provided. This Section
includes estimation of critical points using a scaling law model
as well as fitting a Peng-Robinson cubic equation of state with
mixing rules by Wong and Sandler to the new phase equilibrium
data. In Section 5, the new multiparameter mixture model for
CO, + Ar is presented, taking into account all known
thermodynamic data for the system.

2. Experimental methods

The measurements have been performed using an accurate
setup designed specifically for mixtures and conditions relevant
for CCS, illustrated in Fig. 1. An analytical isothermal method
has been employed. The equilibrium cell consists of a sapphire
tube between two titanium flanges. The temperature of the
equilibrium cell of the 100 ml cell is controlled using
thermostatic baths and measured using standard platinum
resistance thermometers (SPRTs) located in the top and bottom
flange. The cell contents and the total composition are
controlled using pumps for injection and valves at the bottom
and top of the cell. The resulting pressure is measured using
and array of pressure sensors separated from the cell content
by a membrane and a differential pressure sensor. To



accelerate the relaxation towards equilibrium, the cell is
equipped with a magnetic stirrer. Fluid phase compositions at
nominal equilibrium conditions are measured by sampling and

(GC) with thermal
conductivity detector (TCD), using purpose specific integration

analysis using a gas chromatograph

and calibration methods.
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Fig. 1: Schematic diagram of experimental setup [18, 19]

The setup and methods used to produce the vapor-liquid
equilibrium (VLE) data and calibration of the various systems of
the current work are identical to what have been described in
[17-19], and further details will not be repeated here, with a
few notable exceptions to be discussed in the following
Sections 2.1-2.4. The same setup was also used to measure
vapor-solid (VS), vapor-liquid-solid (VLS), and liquid-solid (LS)
equilibria, requiring some additional procedures described in
Section 2.5.

2.1.
A favorable feature of the setup is, however, the ability to avoid

Pressure control

pressure loss due to sampling using a 1 ml bellows.

Unfortunately, the bellows broke for a period, and the

| Vacuum Pump (VP)

Vent.

isotherms at 223 and 273 K and most data points at 213 K were
measured without pressure compensation, during which the
bellows was substituted with a plug.

2.2. Sampling procedure

The sampling procedures were slightly modified compared to
previously reported work [18, 19]. After the isothermal
temperature has been reached, and cell content injected, the
cell is stirred until the pressure has stabilized within
experimental uncertainty. The stabilization period was
normally around 30 minutes, but was as high as 100 hours at
the three-phase line, as will be discussed in Section 3.3.3. The
samplers are then flushed, followed by another, but shorter,

stabilization period before the extraction of flushing and



measurement samples following the routine described in [18,
19]. The first extra flushing step, which was used in most of the
measurements in the current work, was not included in the
earlier published measurements using this setup [18, 19]. The
advantage is increased safety margin in the latter two flushing
samples as the composition in the sampler already would be
similar.

The number of measurement samples for each temperature
and pressure point for the isotherms at 273, 223, and for most
data points at 213 K was increased to 8 in order to partly
compensate for the lack of pressure compensation at these
temperatures.

2.3. Source gases

The gases used to make the calibration mixtures and used in
the VLE measurements are listed in Table 1. Helium was used
as carrier gas for the GC. No further purification or treatment
of the source gases was performed

2.4, Calibration of composition measurements

The VLE measurements of CO, + Ar followed immediately after
the measurements of CO,+ 0, were completed, and no
additional calibration were performed on the temperature and
pressure measurement systems. These systems have been
proven fairly stable, and as will be discussed in Section 3.3.2,
the impact of temperature and pressure measurement

uncertainty generally is significantly smaller than the impact of
the uncertainty in composition.

The calibration of the composition measurements was carried
through in a similar manner to what was described in [18]. 6
binary CO, + Ar calibration mixtures spanning the composition
range of interest were gravimetrically prepared with high
accuracy. The GC response of these calibration gases were
investigated by extracting a number of samples of each mixture
from the cell. The areas of the resulting chromatogram peaks
of the two components were recorded using a carefully
designed integration technique. The various samples varied in
mass, and hence areas, covering the range estimated for the
phase equilibrium measurements. These data were used to fit
a calibration function of identical functional form to what was
used in [18]:

kﬁcoz = ACOZ + 0.001C1(ACO2)C2, (13)
k ﬁAr‘ = C3AAr + 0.001C4(AAr)C5, (1b)
. _ Mo,
Ycoy,cal = m- (1c)

The parameters ¢; withi = 1 ... 5 were fitted by performing a
weighted least squares minimization of the objective function
described by Eq. (A.32) in [18]. Separate fits were made for the
liquid and vapor phase samplers.

Table 1: Specifications of single component mixtures used in the experiments.

Chemical name CAS#

Source Purification method Final mole fraction purity  Analysis method

Carbon dioxide  124-38-9 AGA None 0.999993 None
Argon 7440-37-1 AGA None 0.999999 None
Helium 7440-59-7 AGA None 0.999999 None
2.5. Equilibria with solid phase present and their Above the three-phase line pressure, vapor-liquid equilibria
investigation were measured using similar procedures as in the VLE

One of the isotherms measured was at 213 K, which is below
the triple point of pure CO,. Hence, at this temperature, dry ice
will occur at most pressures with high enough CO, content.
However, according to Gibbs phase rule, all degrees of freedom
are spent if gas, liquid, and solids phases are present
simultaneously, and hence this condition can only occur at a
single pressure per isotherm, the three-phase line pressure.
Below this pressure, only gas phase and solid phase can occur
at equilibrium. At higher pressures, only liquid phase can
coexist with the solid phase. In the current work, the three-
phase pressure and compositions were determined at 213 K.

measurements of the other isotherms. In addition, two melting
points (LSE), i.e. liquid in equilibria with dry ice, were measured.
Unlike VLE, the liquid phase in this case was sampled using the
sampling capillary normally used for the vapor phase located in
the upper flange. Below the 213 K three-phase pressure frost
points (VSE), i.e. vapor in equilibrium with dry ice, were
measured.

The equilibria measurements with solids were greatly aided by
the ability to inspect the cell content using a borescope in the
thermostatic bath. Prior to these measurements, CO, was



injected a few Kelvin above the triple point temperature until a
small amount of liquid formed inside the cell. The stirrer was
running while the cell subsequently was cooled down to 213 K.
This procedure ensured that the stirrer did not become stuck in
dryice. For all measurements of solids, the presence or absence
of solids was confirmed by visual inspection using the
borescope before sampling was initiated. The composition
measurement of the fluid phases followed the routines used for
VLE, although, the time needed to stabilize the pressure was
longer for measurements involving solids compared with other
states. As will be further discussed in Section 3.3.3, this was
particularly true at the three-phase line.

3. Experimental results and uncertainty

3.1 Summary of data

Phase equilibria have been measured at seven different
temperatures in this work, at the temperatures at 213, 223,
243, 263, 273, 283, and 299 K, and up to 16 MPa. The VLE and
LSE liquid mixture data are provided in Table 2 and 3,
respectively, whereas the VLE and VSE vapor data are provided
in Table 4 and 5. The three-phase line data at 213 K are
provided both in Table 2 and 3 for the liquid phase and Table 4
and 5 for the vapor phase, as all the fluid phase curves
investigated end there. Finally, in Table 6, the vapor pressure of
pure CO; is provided for the investigated temperatures. In total
49 liquid and 58 vapor phase equilibrium points are provided.
For each data point, the temperature, 7_}, pressure, ps, and CO;
mole fraction of the fluid phases, X, for the liquid phases and
Jco, for the vapor phases, are provided. In addition, the
uncertainties for the different measurands, as well as the total
uncertainty in terms of composition, w(¥co,) OF Uiet(Vco,)
are provided. The nomenclature is identical to Refs. [18, 19]
except for composition uncertainties to be discussed in 3.3 and
some new terms in Table 6 to be discussed in Section 3.4.

The tabulated data are plotted per isotherm in Figs. 2—8. As
seen, for all the 7 VLE isotherms the VLE full phase envelopes
have been well covered. At 213 K, the frost point curve of the
VSE below the three-phase line has been fully covered. Two SLE
freezing points have been covered, up to a maximum pressure
of 16 MPa.

As mentioned in Section 2.1, the pressure was controlled during
sampling for most of the phase equilibrium measurements
using a bellows, but not for the isotherms at 232 and 273 K and
most data points at 213 K. It has been indicated in the data
tables when the bellows have not been used.

In general, the selection of data points for VLE have been
performed such that the parts of the isotherm VLE that are
most difficult to model and describe have received most
attention. That means there for each isotherm is a higher
density of data points close to the critical point and in the
region with largest curvature, i.e. in the region of the phase
envelopes with lowest CO, content / retrograde condensation.

3.2. Composition measurement calibration

3.2.1. Reference gas mixtures

The estimated mole fractions of 6 gravimetrically prepared
reference gas mixtures sampled from the VLE in order to
calibrate composition measurements of this work are provided
in Table 7. In the same table, uncertainty contributions and
combined uncertainties of these estimated compositions are
provided as well. Yco,cal is the estimated composition,
u(ycoz‘cal,m) is the uncertainty in mole fraction due to the
gravimetric preparation, u(}}COz,calt Meff) is the uncertainty in
mole fraction due to uncertainty in molar mass.
u(yCOZ,cal' ads.) is the uncertainty in mole fraction due to the
stronger tendency of CO, than Ar to adsorb at the walls of the
VLE cell and gas cylinders, calculated from:

u(y ads ) . 1 AnC02,max.ads.,cyl.nAr,cyl.
COy,cal )5
2 (nCOZ,cyl. + nAr,cyl.)nCOZ,cyl. (2)

AnCOZ,maX.ads.,CellnAr,cell

(nCOZ,cell + nAr,cell)nCOZ,cell



Table 2: Experimental liquid phase VLE and VLSE data for CO, + Ar at mean temperature Tf, mean pressure Py, and mean liquid phase mole
fraction X¢o,, with estimated total compounded standard uncertainty of phase equilibrium measurements in terms of mole fraction,

Ugor(Xco,)-*

ID

L1 cd
L2

L3 ¢e
L4 ce
L5¢¢
L6“¢
L9¢
L10¢
L11e
L12<¢
L13
L14
L15
L16
L17
L18
L19¢
L20¢
L21¢
L22
L23
L24
L25
L26
L27
L28
L29¢
L30°
L31¢
L32¢
L33¢
L34¢
L35
L36“¢
L37¢
L38
L39¢
L40°¢
L41¢
L42¢
L43¢
L44
L45¢
L46°
L47¢
L48¢
L49°¢

Data point Temperature Pressure Composition

Ty by Xco,  Urot(Feo,) s(Ty) (1) uc(Ty) s(@r) uc(p) uc(Py) s(Xco,)  Uc(Xco,)  Uc(Fco,)

/K /MPa /K /K /K /MPa /MPa /MPa
213.146  6.8455 0.86621 1.7E-04 5.0E-05 4.6E-03 4.6E-03 2.1E-03 1.2E-03 2.4E-03 7.7E-05 1.5E-04 1.7E-04
213.139  9.0302 0.80825 1.5E-04 1.2E-04 5.0E-03 5.0E-03 1.0E-05 1.4E-03 1.4E-03 1.2E-05 1.5E-04 1.5E-04
213.145 10.9113 0.75037 1.7E-04 1.8E-04 4.4E-03 4.4E-03 - 2.7E-03 2.7E-03 6.5E-06 1.5E-04 1.5E-04
213.146 12.9654 0.66989 2.1E-04 1.2E-04 4.5E-03 4.5E-03 - 3.2E-03 3.2E-03 2.0E-05 1.5E-04 1.5E-04
213.147 14.4608 0.58309 2.9E-04 8.4E-05 4.7E-03 4.7E-03 - 3.1E-03 3.1E-03 5.6E-05 1.5E-04 1.6E-04
213.145 15.0971 0.51738 6.0E-04 2.3E-04 4.1E-03 4.1E-03 - 3.2E-03 3.2E-03 3.4E-05 1.5E-04 1.5E-04
223.146  5.0573 0.91098 1.5E-04 5.0E-05 2.7E-03 2.7E-03 - 1.1E-03 1.1E-03 1.2E-05 1.5E-04 1.5E-04
223.146  9.0439 0.80927 1.5E-04 7.2E-05 2.6E-03 2.6E-03 - 1.4E-03 1.4E-03 1.7E-05 1.5E-04 1.5E-04
223.147 13.0070 0.66075 2.1E-04 1.1E-04 2.6E-03 2.6E-03 - 2.7E-03 2.7E-03 7.8E-05 1.5E-04 1.7E-04
223.148 14.8864 0.49163 1.1E-03 9.8E-05 2.6E-03 2.6E-03 - 2.8E-03 2.8E-03 9.4E-05 1.5E-04 1.8E-04
243.122 2.5399 0.97800 1.6E-04 1.0E-04 1.1E-02 1.1E-02 5.1E-05 5.2E-04 5.2E-04 7.4E-05 1.5E-04 1.7E-04
243.121 4.5024 0.93623 1.5E-04 2.3E-04 1.2E-02 1.2E-02 8.3E-06 1.1E-03 1.1E-03 1.5E-06 1.5E-04 1.5E-04
243.120 6.9963 0.87687 1.5E-04 3.2E-04 1.2E-02 1.2E-02 3.2E-06 1.1E-03 1.1E-03 1.7E-05 1.5E-04 1.5E-04
243.120 9.0786 0.81941 1.6E-04 3.0E-04 1.2E-02 1.2E-02 3.4E-06 1.3E-03 1.3E-03 4.8E-05 1.5E-04 1.6E-04
243.119 11.0281 0.75435 1.8E-04 1.5E-04 1.2E-02 1.2E-02 1.8E-05 2.7E-03 2.7E-03 6.6E-06 1.5E-04 1.5E-04
243.120 12.5957 0.68575 2.0E-04 7.2E-05 1.3E-02 1.3E-02 6.6E-06 2.7E-03 2.7E-03 1.5E-05 1.5E-04 1.5E-04
243.120 13.8663 0.59223 3.7E-04 3.7E-04 1.3E-02 1.3E-02 4.7E-06 2.7E-03 2.7E-03 9.7E-06 1.5E-04 1.5E-04
243.121 14.0375 0.56416 6.4E-04 1.4E-04 1.3E-02 1.3E-02 1.1E-05 2.7E-03 2.7E-03 1.3E-06 1.5E-04 1.5E-04
243.120 14.0753 0.55458 8.6E-04 2.0E-04 1.3E-02 1.3E-02 9.6E-06 2.7E-03 2.7E-03 3.7E-06 1.5E-04 1.5E-04
263.133 3.1334 0.98995 1.8E-04 1.2E-04 8.9E-03 8.9E-03 7.4E-06 1.1E-03 1.1E-03 5.7E-06 1.5E-04 1.5E-04
263.134  4.1668 0.96776 1.5E-04 1.1E-04 8.7E-03 8.7E-03 5.8E-04 1.3E-03 1.2E-03 1.8E-06 1.5E-04 1.5E-04
263.134  5.1903 0.94463 1.6E-04 2.4E-04 9.1E-03 9.1E-03 8.8E-06 1.1E-03 1.1E-03 3.0E-06 1.5E-04 1.5E-04
263.132 6.6151 0.91006 1.6E-04 2.5E-04 9.5E-03 9.5E-03 2.4E-06 1.1E-03 1.1E-03 3.2E-06 1.5E-04 1.5E-04
263.132 8.0026 0.87315 1.5E-04 1.2E-06 9.8E-03 9.8E-03 1.4E-06 1.2E-03 1.2E-03 2.7E-06 1.5E-04 1.5E-04
263.134  9.4181 0.83051 1.5E-04 1.9E-04 7.7E-03 7.7E-03 2.3E-06 1.4E-03 1.4E-03 2.7E-06 1.5E-04 1.5E-04
263.134 11.1140 0.76717 1.7E-04 2.1E-04 8.6E-03 8.6E-03 5.9E-06 2.7E-03 2.7E-03 4.5E-06 1.5E-04 1.5E-04
263.135 12.3209 0.69537 1.7E-04 2.2E-04 7.4E-03 7.4E-03 9.5E-06 2.7E-03 2.7E-03 5.3E-06 1.5E-04 1.5E-04
263.135 12.5241 0.67129 1.6E-04 9.9E-05 7.2E-03 7.2E-03 1.0E-05 2.7E-03 2.7E-03 3.7E-06 1.5E-04 1.5E-04
263.135 12.5867 0.65867 1.7E-04 2.2E-04 7.8E-03 7.8E-03 2.8E-06 2.7E-03 2.7E-03 5.0E-06 1.5E-04 1.5E-04
263.134 12.6338 0.63983 2.6E-04 2.9E-04 7.8E-03 7.8E-03 5.1E-06 2.7E-03 2.7E-03 1.2E-05 1.5E-04 1.5E-04
273.257  8.3970 0.87850 1.5E-04 1.9E-04 1.4E-03 1.4E-03 - 1.3E-03 1.3E-03 1.5E-05 1.5E-04 1.5E-04
273.256  9.7371 0.83403 1.6E-04 1.2E-04 1.3E-03 1.3E-03 - 1.5E-03 1.5E-03 1.4E-05 1.5E-04 1.5E-04
273.259 10.8119 0.78776 2.0E-04 2.0E-04 1.2E-03 1.2E-03 - 2.6E-03 2.6E-03 6.9E-06 1.5E-04 1.5E-04
273.257 11.4475 0.74269 3.3E-04 9.2E-05 1.1E-03 1.1E-03 - 2.7E-03 2.7E-03 2.2E-05 1.5E-04 1.5E-04
273.257 11.5889 0.71988 8.0E-04 6.0E-05 1.0E-03 1.0E-03 - 2.7E-03 2.7E-03 3.6E-05 1.5E-04 1.5E-04
283.146  6.5205 0.95181 1.5E-04 2.4E-04 9.8E-04 1.0E-03 4.5E-06 1.1E-03 1.1E-03 2.4E-06 1.5E-04 1.5E-04
283.145 8.5703 0.89281 1.5E-04 1.5E-04 1.4E-03 1.4E-03 8.5E-06 1.2E-03 1.2E-03 4.1E-06 1.5E-04 1.5E-04
283.146  9.4405 0.86078 1.5E-04 1.9e-04 9.3E-04 9.5E-04 6.7E-06 1.4E-03 1.4E-03 6.3E-06 1.5E-04 1.5E-04
283.144  9.7627 0.84627 1.5E-04 4.0E-04 1.0E-03 1.1E-03 1.0E-05 1.4E-03 1.4E-03 2.2E-06 1.5E-04 1.5E-04
283.144  9.7627 0.84625 1.5E-04 7.3E-04 9.6E-04 1.2E-03 1.2E-05 1.4E-03 1.4E-03 3.2E-06 1.5E-04 1.5E-04
283.144 10.1842 0.82121 1.5E-04 6.2E-04 1.0E-03 1.2E-03 1.2E-05 2.6E-03 2.6E-03 4.0E-06 1.5E-04 1.5E-04
299.217  7.2436 0.98187 1.5E-04 4.5E-04 2.6E-03 2.6E-03 1.4E-04 1.1E-03 1.1E-03 2.4E-06 1.5E-04 1.5E-04
299.218  7.8172 0.96284 1.5E-04 2.5E-04 2.5E-03 2.5E-03 7.5E-06 1.1E-03 1.1E-03 1.8E-06 1.5E-04 1.5E-04
299.218 8.0370 0.95315 1.5E-04 1.6E-04 2.0E-03 2.1E-03 6.7E-06 1.1E-03 1.1E-03 1.8E-06 1.5E-04 1.5E-04
299.218 8.0370 0.95314 1.5E-04 2.3E-04 2.1E-03 2.1E-03 1.3E-05 1.1E-03 1.1E-03 1.0E-06 1.5E-04 1.5E-04
299.217  8.1205 0.94756 1.5E-04 6.3E-04 2.5E-03 2.6E-03 8.5E-06 1.2E-03 1.2E-03 1.3E-06 1.5E-04 1.5E-04
299.218  8.1440 0.94468 1.5E-04 1.6E-04 2.7E-03 2.7E-03 6.6E-06 1.2E-03 1.2E-03 4.2E-06 1.5E-04 1.5E-04

2 For the measurements performed without pressure stabilization, pf and %o, are interpreted as the estimated mean values before the first sample. See the main
text for details.
b Estimated uncertainty terms listed in the table:

s (7_}_)
u.(T)
U (Tf )
s(pr)
u.(p)
U (p_f )
s(%co,)

Sample standard deviation of the mean of the temperatures

Mean of the standard systematic uncertainty of the temperature measurements
Combined standard uncertainty of the temperature data points

Standard deviation of the mean of the sample pressures for the data points measured with pressure stabilization

Mean of the standard systematic uncertainty of the pressure measurements
Combined standard uncertainty of the pressure data point
Sample standard deviation of the mean of the mole fractions for the data points measured with pressure stabilization during sampling, and the
standard deviation of the regression line at p; for data points measured without such pressure stabilization.
Uc(%co,) Mean of the systematic standard uncertainty of the mole fractions
uc(¥co,) Combined standard uncertainty of the mole fraction data point



¢ Sampling performed without pressure stabilization
9 Solid phase present in cell (VLSE at three phase line). Identical data are provided in Table 3. All other data of Table 2 are from VLE measurements. The estimated

standard deviation in pressure for this data point is estimated from the general fluctuations in pressure in the hours before and after sampling. See the main text for
details.
¢ The fitted scaling law model presented in Section 200 is used to calculate the derivative (02602/6p)T needed to estimate w,(Jco,) from equation (5). For other data
points, EOS-CG is used.

Table 3: Experimental liquid phase LSE and VLSE data for CO, + Ar at mean temperature Tf, mean pressure Py, and mean liquid phase mole
fraction X¢o,, with estimated total compounded standard uncertainty of phase equilibrium measurements in terms of mole fraction, u(X¢o,)-*

ID

L®
L7¢
L8°

Data point Temperature Pressure Composition
Ty Py Xco,  Urot(¥co,) s(Ty) ac(T) uc(Ty) s(Dy) u.(p) uc (D) s(Xco,)  Uc(Xco)  uc(Fco,)
/K / MPa /K /K /K / MPa / MPa / MPa
213.146  6.8455 0.86621 1.7E-04 5.0E-05 4.6E-03 4.6E-03 2.1E-03 1.2E-03 2.4E-03 7.7E-05 1.5E-04 1.7E-04
213.137 13.9186 0.81524 2.9€-04 9.6E-05 5.1E-03 5.1E-03 4.4E-05 2.8E-03 2.8E-03 2.5E-04 1.4E-04 2.9€-04
213.138 16.1441 0.78630 1.8E-04 1.6E-04 5.4E-03 5.4E-03 8.6E-06 2.8E-03 2.8E-03 1.1E-04 1.4E-04 1.8E-04

? Estimated py and X, and uncertainty terms listed in the table are defined as in Table 2.
5 Vapor phase present in cell (VLSE, three phase line). Identical data are provided in Table 2. All other data of Table 3 are from VSE measurements. The measurements are
performed without pressure stabilization during sampling. The estimated standard deviation in pressure is estimated from the general fluctuations in pressure in the

hours before and after sampling. See the main text for details

¢ The derivative (6zco2/6p)T needed to estimate u,(Jco,) from equation (5) is calculated by applying the two-point formula to the data. For L1 EOS-CG is used.

Table 4: Experimental vapor phase VLE and VLSE data for CO, + Ar at mean temperature Tf, mean pressure pPs, and mean vapor phase mole

fraction y¢o,, with estimated total compounded standard uncertainty of VLE measurement in terms of mole fraction, uy(¥co,)-*

V5 b,c
V6
V7
V8 b,d
V9 b,d
V10
V1104
v13P
V14°
V1504
viebd
V18
V19
V20
V21
V22
v23¢
v24¢
v25¢
V27
V28
V29
V30
V31
V32
V33
v34¢
v35¢
v36¢
v37¢
V39°
V40P
V4104
V4204
V43P
V4404

Data point Temperature Pressure Composition

Ty Py Yco, Usot (Vco,) s(Ty)  u.(T)  u(Tp) s@r) u.p)  u@y) $Fco,) Uc(Weo,) Uc(Fco,)

/K / MPa /K / K) /K / MPa / MPa / MPa
213.146 6.8449 0.13132 2.7E-04 6.6E-05 4.8E-03  4.8E-03 4.0E-03 1.1E-03  4.1E-03 6.2E-05 1.4E-04 1.5E-04
213.139 9.0302 0.13313 1.5E-04 1.1E-04 5.1E-03  5.1E-03 7.3E-05 1.4E-03 1.4E-03 6.8E-05 1.4E-04 1.6E-04
213.137 9.0302 0.13349 1.4E-04 1.1E-04 4.8E-03 4.8E-03 1.5E-05 1.4E-03  1.4E-03 1.4E-05 1.4E-04 1.4E-04
213.146 10.9217 0.14882 1.5E-04 1.3E-04 4.8E-03 4.8E-03 - 2.7E-03  2.7E-03 4.2E-05 1.4E-04 1.5E-04
213.146 12.9793 0.19008 1.6E-04 1.3E-04 4.5E-03 4.5E-03 - 3.0E-03  3.0E-03 3.5E-05 1.4E-04 1.4E-04
213.147 14.4762 0.25502 2.2E-04 7.7E-05 4.9E-03  4.9E-03 - 2.8E-03  2.8E-03 2.8E-05 1.4E-04 1.4E-04
213.145 15.1040 0.31634 5.0E-04 9.4E-05 4.2E-03  4.2E-03 - 2.8E-03  2.8E-03 4.4E-05 1.4E-04 1.5E-04
223.146 5.0632 0.21190 8.8E-04 7.2E-05 2.7E-03  2.7E-03 - 1.1E-03  1.1E-03 8.7E-04  1.4E-04 8.8E-04
223.146 9.0512 0.18189 1.5E-04 8.9E-05 2.7E-03  2.7E-03 - 1.4E-03  1.4E-03 6.5E-05 1.4E-04 1.5E-04
223.146 13.0196 0.23183 1.5E-04 1.3E-04 2.6E-03  2.6E-03 - 2.7E-03  2.7E-03 2.0E-05 1.4E-04 1.4E-04
223.147 14.8924 0.36516 1.2E-03 1.4E-04 2.6E-03  2.6E-03 - 2.8E-03  2.8E-03 5.2E-05 1.4E-04 1.5E-04
243.121 4.5024 0.41406 2.0E-04 8.5E-05 1.2E-02  1.2E-02 1.2E-06 1.1E-03  1.1E-03 1.7E-05 1.4E-04 1.4E-04
243.120 6.9963 0.32878 1.7E-04 2.3E-04 1.2E-02 1.2E-02 8.3E-06 1.1E-03  1.1E-03 1.8E-05 1.4E-04 1.4E-04
243.120 9.0787 0.30893 1.6E-04 2.4E-04 1.2E-02 1.2E-02 2.6E-06 1.3E-03  1.3E-03 6.2E-06  1.4E-04 1.4E-04
243.120 11.0279 0.31569 1.6E-04 1.4E-04 1.2E-02 1.2E-02 8.1E-05 2.7E-03  2.7E-03 2.2E-05 1.4E-04 1.4E-04
243.120 12.5957 0.34311 1.8E-04 6.7E-05 1.3E-02  1.3E-02 5.1E-06 2.7E-03  2.7E-03 6.5E-06  1.4E-04 1.4E-04
243.120 13.8663 0.41171 3.4E-04 5.3E-05 1.2E-02 1.2E-02 2.0E-05 2.7E-03  2.7E-03 2.9E-05 1.4E-04 1.4E-04
243.120 14.0375 0.43814 6.0E-04 1.6E-04 1.3E-02 1.3E-02 7.5E-06 2.7E-03  2.7E-03 6.6E-05 1.4E-04 1.5E-04
243.120 14.0753 0.44809 8.1E-04 2.6E-04 1.3E-02 1.3E-02 1.0E-05 2.7E-03  2.7E-03 2.7E-05 1.4E-04 1.4E-04
263.134 3.1334 0.88303 4.4E-04 1.8E-04 8.6E-03  8.6E-03 5.4E-06 1.1E-03  1.1E-03 2.2E-05 1.4E-04 1.4E-04
263.134 4.1674 0.72201 2.0E-04 2.5E-04 8.8E-03 8.8E-03 1.5E-05 1.1E-03  1.1E-03 7.6E-06  1.4E-04 1.4E-04
263.134 5.1903 0.62697 1.1E-03 1.2E-04 9.0E-03  9.0E-03 1.4E-05 1.1E-03  1.1E-03 5.9-05 1.4E-04 1.5E-04
263.133 6.6151 0.54864 1.9E-04 1.8E-04 9.6E-03  9.6E-03 5.8E-06 1.1E-03  1.1E-03 6.2E-06  1.4E-04 1.4E-04
263.132 8.0026 0.50717 6.0E-04 3.1E-04 9.6E-03  9.6E-03 2.1E-06 1.2E-03  1.2E-03 3.5E-05 1.4E-04 1.4E-04
263.134 9.4181 0.48823 2.9E-04 3.9E-04 8.2E-03 8.2E-03 5.9E-06 1.4E-03 1.4E-03 1.4E-05 1.4E-04 1.4E-04
263.134 11.1140 0.49429 2.0E-04 2.5E-04 9.1E-03  9.1E-03 1.1E-05 2.7E-03  2.7E-03 7.0E-06  1.4E-04 1.4E-04
263.134 12.3209 0.53774 1.9E-04 3.1E-04 7.6E-03  7.6E-03 7.5E-06 2.7E-03  2.7E-03 7.8E-06 1.4E-04 1.4E-04
263.135 12.5240 0.56042 3.2E-04 5.3E-05 7.7E-03  7.7E-03 4.1E-06 2.7E-03  2.7E-03 1.9e-05 1.4E-04 1.4E-04
263.134 12.5867 0.57349 1.8E-04 2.8E-04 7.4E-03  7.4E-03 7.1E-06 2.7E-03  2.7E-03 7.4E-06 1.4E-04 1.4E-04
263.134 12.6338 0.59424 2.0E-04 2.5e-04 7.7E-03  7.7E-03 5.3E-06 2.7E-03  2.7E-03 8.3E-06  1.4E-04 1.4E-04
273.258 6.8595 0.66489 1.6E-04 1.5E-04 1.4E-03 1.4E-03 - 1.1E-03  1.1E-03 7.0E-05 1.4E-04 1.6E-04
273.256 8.3912 0.61313 1.4E-04 1.3E-04 1.5E-03  1.5E-03 - 1.3E-03  1.3E-03 1.2E-05 1.4E-04 1.4E-04
273.257 9.7469 0.59654 1.4E-04 1.1E-04 1.3E-03 1.3E-03 - 1.5E-03  1.5E-03 2.1E-05 1.4E-04 1.4E-04
273.257 10.8209 0.60553 1.5E-04 1.2E-04 1.1E-03 1.1E-03 - 2.6E-03  2.6E-03 1.3E-05 1.4E-04 1.4E-04
273.257 11.4565 0.63721 2.9E-04 8.5E-05 1.0E-03  1.0E-03 - 2.7E-03  2.7E-03 1.5E-05 1.4E-04 1.4E-04
273.257 11.5965 0.66165 9.0E-04 1.7E-04 1.0E-03  1.0E-03 - 2.7E-03  2.7E-03 4.1E-05 1.4E-04 1.5E-04



V46
V47 ¢
v48¢
V494
v50¢
V514
V53

V544
v55¢
V564
v57¢
V584

283.145
283.145
283.144
283.145
283.143
283.144
299.218
299.218
299.218
299.218
299.218
299.218

6.5204
8.5703
9.4405
9.7626

10.1842
10.4050

7.2437
7.8173
8.0370
8.1205
8.1440
8.1440

0.80919
0.72667
0.71655
0.71807
0.72944
0.75465
0.96083
0.93733
0.93312
0.93420
0.93613
0.93600

1.4E-04
1.4E-04
1.4E-04
1.4E-04
1.4E-04
5.0E-04
1.4E-04
1.4E-04
1.4E-04
1.4E-04
1.4E-04
1.4E-04

3.1E-04
1.2E-04
6.6E-04
4.7E-04
3.3E-04
4.4€-04
1.76-04
3.0E-04
1.4E-04
3.2E-04
2.3E-04
1.5E-04

9.4E-04
1.4E-03
1.1E-03
9.3E-04
8.9E-04
9.8E-04
2.5E-03
2.5E-03
2.0E-03
2.5E-03
2.6E-03
2.7E-03

9.9E-04
1.4E-03
1.3E-03
1.0E-03
1.2E-03
1.1E-03
2.5E-03
2.6E-03
2.0E-03
2.6E-03
2.6E-03
2.7E-03

9.4E-06
9.1E-06
1.4E-05
5.5E-06
1.2E-05
8.7E-06
1.4E-05
8.9E-06
1.1E-05
4.7E-06
3.4E-06
4.1E-06

1.1E-03
1.2E-03
1.4E-03
1.4E-03
2.6E-03
2.6E-03
1.1E-03
1.1E-03
1.1E-03
1.2E-03
1.2E-03
1.2E-03

1.1E-03
1.2E-03
1.4E-03
1.4E-03
2.6E-03
2.6E-03
1.1E-03
1.1E-03
1.1E-03
1.2E-03
1.2E-03
1.2E-03

6.0E-06
5.2E-06
6.7E-06
4.1E-06
5.9E-06
9.7E-06
6.8E-07
3.5E-06
7.5E-06
1.6E-06
1.1E-06
8.8E-06

1.4E-04
1.4E-04
1.4E-04
1.4E-04
1.4E-04
1.4E-04
1.4E-04
1.4E-04
1.4E-04
1.4E-04
1.4E-04
1.4E-04

1.4E-04
1.4E-04
1.4E-04
1.4E-04
1.4E-04
1.4E-04
1.4E-04
1.4E-04
1.4E-04
1.4E-04
1.4E-04
1.4E-04

@ Except that vapor mole fraction Jco, is used instead of liquid mole fraction X¢o,, estimated p and jico, and uncertainty terms listed in the table are defined as in Table 2.
b Sampling performed without pressure stabilization

¢ Solid phase (dry ice) present in cell (VLSE, three phase line). Identical data are provided in Table 5. All other data of Table 4 are from VLE measurements. The estimated
standard deviation in pressure of this data point is estimated from the general fluctuations in pressure in the hours before and after sampling. See the main text for

details.

4 The fitted scaling law model presented in Section 200 is used to calculate the derivative (6zcoz/ap)T needed to estimate u,;(Jco,) from equation (5). For other data

points, EOS-CG is used.

Table 5: Experimental vapor phase VSE and VSLE data for CO, + Ar at mean temperature Tf, mean pressure Py, and mean liquid phase mole

fraction X¢g,, with estimated total compounded standard uncertainty of VLE measurement in terms of mole fraction, w:(¥co,)-*

Data point Temperature Pressure Composition
ID T Py Yeo,  Uot(Veo,) s(Tp) a.(T)  uc(Tp) s(®r) u(p)  uc(Py) sFco,)  UcWeo,) ucFeo,)
/K /MPa /K /K /K /MPa /MPa /MPa
V2 213.146  1.0495 0.42357 2.6E-04 1.2E-04 5.1E-03 5.1E-03 - 5.1E-04 5.1E-04 1.0E-04 1.4E-04 1.7E-04
V3 213.146  2.5952 0.20333 1.6E-04 5.4E-05 5.1E-03 5.1E-03 - 5.2E-04 5.2E-04 6.4E-05 1.4E-04 1.5E-04
V4 213.146  5.4909 0.13572 1.5E-04 1.4E-04 5.2E-03 5.2E-03 - 1.1E-03  1.1E-03 6.2E-05 1.4E-04 1.5E-04
V5 213.146 6.8449 0.13132 2.7E-04 6.6E-05 4.8E-03  4.8E-03 4.0E-03 1.1E-03 4.1E-03 6.2E-05 1.4E-04 1.5E-04

@ Estimated uncertainty terms listed in the table defined as in Table 4. All data points are collected without pressure stabilization during sampling. EOS-CG is

used to calculate the derivative (azwz/ap)T needed to estimate u(Jco,) from equation (5).

b Liquid phase present in cell (VLSE, three-phase line). Identical data are provided in Table 4. All other data of Table 5 are from VSE measurements. The

estimated standard deviation in pressure of this data point is estimated from the general fluctuations in pressure in the hours before and after sampling. See

the main text for details.

Table 6: CO, vapor pressure measurements, with estimated total compounded standard uncertainty in terms of pressure, umt(f?f), compared
with reference model results®.

V1P
V12
v17°®
V26 °
V38
V45
V52

Data point Estimated uncertainties Analysis

Ty Py Yeo, Ut (Py) uc(Ty) u (@)  uc(co,) Pex Prmod Apey Apy

/K / MPa / MPa /K / MPa / MPa / MPa / MPa / MPa
213.220 0.4104 0.99999 1.0E-03 5.1E-03 5.2E-04 1.0E-05 0.4104 0.4106 -2.2E-04 -1.7E-04
223.146 0.6818 0.999993  1.3E-03 2.7E-03 1.1E-03 1.5E-06 0.6817 0.6822 -4.8E-04 -4.2E-04
243.129 1.4263 0.99999 5.1E-03 1.1E-02 5.2E-04 1.0E-05 1.4261 1.4268 -7.1E-04 -5.4E-04
263.134  2.6467 0.99999  6.5E-03 8.9E-03 5.2E-04 1.0E-05 2.6463 2.6475 -1.2E-03 -8.4E-04
273.220 3.4913  0.999998 1.7E-03 1.4E-03 1.1E-03 1.0E-06 3.4912 3.4916 -4.4E-04 -3.3E-04
283.146  4.5023 0.999997 1.6E-03 1.0E-03 1.1E-03 1.0E-06 4.5021 4.5017 3.6E-04 5.7E-04
299.219 6.5950 0.999985 4.1E-03 2.6E-03 1.1E-03 3.0E-06 6.5929 6.5940 -1.1E-03  1.0E-03

2 Estimated uncertainty terms listed in the table defined as in Table 2, except that the total compounded uncertainty is provided

in terms of pressure. In addition, the following parameters are provided:

Pex: Measured vapor pressure py extrapolated to pure CO> using the gradients of EOS-CG [12]
Pmod: Vapor pressure from Span-Wagner [31] / Jager-Span [24]

Apex = Pex ~ Pmod
APf = Pf — Prmod

® Composition of the cell content was not measured, and values and uncertainties of Yco, are set to 1- 10 ppm and 10 ppm,
respectively. Hence all measured cases (with impurities up to 15 ppm) are included within one standard uncertainty.
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Fig. 2: Isothermal VLE, VLSE, VSE, and LSE measurements of the current work at 213.146 K for the binary system CO, + Ar. Measurement
uncertainties in pressure and mole fraction is indicated by the cross within each marker. Model predictions for VLE are shown for the new model
presented in Section 5, the original EOS-CG [12], GERG-2008 [32, 33], SRK with binary interaction coefficient kcoz:+ar= 0.180 from [34], and PR-WS
fitted to the phase equilibrium measurements of the current work. More details on the latter is provided in Section 4.4. Freezing (LSE) equilibria
were calculated using the solid model of Jager-Span [24] combined with fluid models, as discussed in more detail in Section 4.3.
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Fig. 3: As Fig. 2, but at a temperature of 223.146 K. No solids are present at this temperature. In addition, literature data of Lasala et al. [35] at

223.07 K are included.
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Fig. 4:

CO2 mole fraction

As Fig. 3, but at a temperature of 243.120 K and with literature data of Képke and Eggers [36, 37] at 244.5 K.
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Fig. 5: As Fig. 3, but at a temperature of 263.134 K and with dew point data of Tsankova et al at temperatures 263.418 [26] and 263.577 K [27] for

CO, mole fractions of 0.7499 and 0.9495, respectively.
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Fig. 6: As Fig. 3, but at a temperature of 273.257 K and with literature data of Coquelet et. al. at [38] 273.26 K, Kaminishi et al. at 273.15 [39],
Kopke and Eggers [36, 37] at 273.1 K, Lasala et al. [35] and Tsankova et al. at temperatures 272.895 [26] and 272.696 K [27] for CO, mole fractions
of 0.7499 and 0.9495, respectively.
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The combined composition uncertainty of the calibration
mixtures in the cell, uc(yCOZ,cal) are calculated as a root sum
squared of these contributions, i.e. assuming they are
independent of each other. As seen in Table 7, ,
u(YCOZ,cab Meff) is highest when the two components have
similar concentration, u(yCOZ,cal: ads.) is increasing with
decreasing yco,,cal, Whereas there is no clear trend regarding
u(ycoz‘cal,m). The combined uncertainty in Yco, cal is for all
calibration mixtures below 40 ppm, which will be seen is not of
significance for the composition measurements of the phase
equilibrium data. Further details regarding the preparation of
the calibration mixtures and their uncertainty estimates can be
found in Ref. [18]

Table 7: Estimated composition and uncertainty contributions and
combined uncertainty of the composition for the 6 reference
mixtures used to calibrate composition measurements of this work.

yCOZ,Cal u(}’CO ,calrm) u(}’co ,calr Meff) u(yCOZ,calv ads.) U (}’co ,cal)

0.1368765 3.8-10°® 3.1-10°® 3.8-10° 3.8-10°
0.3031530 1.1-10°® 5.6-10°® 1.4-10° 1.5-10°
0.5148980 9.3-107 6.6-10° 5.6-10° 8.7-10°
0.7016058 1.8:10° 5.6-10° 2.5-10° 6.4-10°°
0.9002078 2.7-10°® 2.4-10° 6.6-107 3.7-10°
0.9494091 2.1-10°® 1.3-10° 3.2:107 2.5-10°
3.2.2. Fitting of calibration function

The results of the fitting of equation (1) to the calibration
measurement as discussed in Section 2.4 are provided in Table
8. Deviations between the fit and calibration measurements are
plotted in Fig. 9. As seen, these deviations are at least a factor
four higher than the uncertainty of the calibration mixtures.
Since these uncertainty terms can be considered independent
of each other, the estimated total systematic uncertainty in
composition measurements is hence indistinguishable from the
standard error of regression of the mole fraction, SE(ZCOZ),
where z¢, is substituted with x¢¢, and Yo, for samples from
the liquid and vapor samplers, respectively. In other words, the
systematic uncertainty in mole fraction is given by ﬂc(xcoz) =

1.5-107*and . (yco,) = 1.4 - 107,

Table 8: Fitting results of the parameters of equations (1) to sampling
of the calibration mixtures.

Variable Liquid sampler  Vapor sampler
Cq 0.130432 0.093257
cy 1.748033 1.776062
C3 1.079110 1.079383
Cy 1.430834 0.811486
Cs 1.423961 1.504501
Se(zco,) 1.5x 10 1.4 x 10

N 20 28
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Fig. 9: Difference between nominal calibration mixture composition
¥co,, cal from gravimetric preparation and estimated compositions
¥co,, ca €quation (1) of GC calibration samples extracted by the liquid
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3.3. Data and uncertainty estimation

In Tables 2 - 5, the sample standard deviations, the systematic
standard uncertainties, and the combined uncertainties of the
mean temperature, pressure, and composition measurements
of the data points are provided. In addition, the total standard
uncertainties of the phase equilibrium data are provided in
terms of composition. The nomenclature for these properties
are provided in Tables 2 and 4. In general, the sources and
estimation of systematic uncertainty was identical to what was
described in Refs. [18, 19], and will not be further described
here. Estimation of standard deviations and measurement
points

For the phase equilibrium measurements with pressure
compensation employed bellows, the estimation of standard
deviations and measurement points in temperature, pressure,
and composition was also performed in an identical manner as
described in Section 3 of Ref. [19].

3.3.1 Data and standard deviation estimation when
pressure compensation was not employed
Without  pressure  compensation, the temperature
measurement point and its standard deviation have been
estimated the same way as for the other data points. However,
each sampling drives the system to a slightly lower pressure.
Because the time period between each sample is limited and
without stirring, the system will not necessarily return to an
equilibrium state (at lower pressure) within measurement

accuracy. Nevertheless, after the two flushing samples of these



phase equilibrium measurements, a clear linear trend is seen in
the measured pressure as a function of measured composition
for the subsequent data samples, as illustrated in Fig. 10.
Hence, the pressure of these data points, pr, was set equal to
pressure prior to the first flushing sample, whereas data point
composition (Xco, Or ¥co,) was found by linear regression from
the data samples. The estimator of the variance of the mole
fraction of the regressed line at py was used as standard
deviation of the mean composition [41]:

s(Zco,) = Se(2co,) (3a)
where
Spp = Z(Pi - D)% (3b)
i=1

and z should be substituted with x or y for liquid or vapor
sample, respectively, ny is he number of measurement
samples, p; are the pressures of each measurement sample, p
is the mean measured pressure of these samples, and SE(ZCOZ)
is the standard error of regression of the measurement
samples' composition as a function of pressure.

Since the pressure standard deviation s(py) is implicitly
included in s(z‘coz) from equation (3), s(py) is for these data
points in most cases not provided in the tables. For the two data
points L1 and V5 at the three-phase line at 213 K, however, the
pressure standard deviations were estimated from the
fluctuations during a prolonged period prior to the first flushing
sample, as these fluctuations were higher than the systematic
pressure uncertainty. This exception will be further discussed in
Section 3.3.3.

S —F— Data samples ' i "
4l +  Flush samples + 1
Regressed line
© L Data point i
& 3 St. dev. regression
=~ | - Sample st. dev ]
§ 2 Model slope
£
o 17 1
Q
£
R i
)
& ar 1
2+ 4
_3 ) 1 1 1 1
-100 -50 0 50 100 150

6
(y-ysample mean)>< 10
Fig. 10: Example of estimation of data point and composition
uncertainty when pressure stabilization was not employed during

sampling.
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3.3.2. Systematic and combined uncertainty

The systematic standard uncertainties in temperature, #.(T),
pressure, U.(p), and composition, . (xco,) or U:(yco,) for
each data point were estimated using the same methodology
as was presented in Refs. [18, 19]. As discussed in Section 3.2,
the uncertainty in composition is dominated by deviations
between the calibration function and the composition
calibration measurements.

As in previous work, the combined uncertainties in the three
measurands pressure, temperature, and composition is found
by a root mean sum of the estimated standard deviation and
systematic uncertainty, since these uncertainty contributions
can be assumed independent of each other. In order to get the
total uncertainty of a phase equilibrium measurement, the
uncertainties of all three measurands must be propagated and
combined into a single uncertainty [42]. The estimation of total
uncertainty will be further discussed in Section 3.3.4.

The combined estimated uncertainty in pressure ranges from
0.5 kPa (V2) to 4.1 kPa (V5). It should be noted though, that the
former is attained without any estimate for standard deviation,
for reasons discussed in Section 3.3.1. However, except for the
three-phase line, where the pressure uncertainty will be further
discussed in Section 3.3.3, all pressure standard deviations
s(py) of data points that actually have been calculated are
significantly smaller than the systematic uncertainty. Excluding
the three-phase line measurements, the maximum estimated
pressure measurement uncertainty is 3.2 kPa (L4 and L6). In
relative terms, the combined uncertainty in pressure varies
between 1.4-10* (several points) and 6.1-10% (again V5).
Except the vapor point at the three-phase line, the maximum
relative uncertainty is at V2 with 4.9-10%, i.e. the data point
with smallest estimated absolute pressure uncertainty.

The estimated uncertainty in temperature ranges from around
1 mK to 13 mK, the latter attained at 243 K.

The estimated composition measurement uncertainty ranges
between 1.4-10* (several points) and 8.8-10** (V13). The latter
is an outlier in terms of uncertainty due to high estimated
standard deviation. For this data point, there was no pressure
compensation, so the estimated standard deviation in
composition also implicitly includes scatter in pressure
measurements, as explained in Section 3.3.1. Except the
freezing point L7, all other data points have estimated
uncertainty in the composition measurement at or lower than
1.8:10%, and an estimated standard deviation smaller than the
systematic uncertainty. Hence, even if there is a tendency that
the standard deviation estimates for composition data are
somewhat lower with pressure compensation than without,



the composite uncertainty is in most cases not affected to a
large degree. However, even with the careful procedures
followed in this work, described in Sections 2.2 and 3.3.1, data
point V13 illustrates that pressure compensation could reduce
uncertainty at certain conditions, and certainly for other binary
mixtures.

3.3.3. Measurement of the three-phase line at 213.146
K

With solid, liquid and vapor simultaneously present in the cell
at 213.146 K, the system was significantly slower to reach
equilibrium than the other investigated systems. Further, the
instability in pressure was higher than the systematic
uncertainty in the pressure measurements. Hence, in this case,
the uncertainty in pressure data is expected to be mainly due
to deviations from equilibrium state rather than the
uncertainty in the pressure measurements.

In order to verify and get a better estimate of the three-phase
line pressure, it was measured twice, separated by a period of
about 8 days, during which ordinary VLE states were measured
at the same temperature. The first investigation of the three-
phase line pressure was ended by a composition measurement
of the vapor phase, data point V5 in Tables 4-5. The second
investigation was ended by a composition measurement of the
liquid phase, data point L1 in Tables 2-3. A more detailed
description of the two three-phase line measurements and the
estimation of their unsystematic uncertainties is provided in
Appendix A.

Our best estimate of the three-phase line pressure is found by
calculating an average of the two measurements weighted with
their inverse uncertainties:

(LD 12) + B L2y LD
p3p u? (ﬁf’ Ll) + u% (ﬁf’ LZ)

_ _ 2
[5(pf' Ll)s(pf, LZ)] (4b)

s2(pp,L1) + s2(ps, L2)
Here ps, is the best estimate of the three-phase pressure at

, o (4a)

uc(ﬁSp) ~ ﬁg(ﬁmﬂ) +

213.146 K, whereas the nomenclature defined in Table 2 is used
otherwise. The value and uncertainty of the two measurements
of the three-phase line pressure measurements as well as the
best total estimate are shown in Table 9. It should be noted,
that the total uncertainty for both the vapor and liquid point is
dominated by the composition measurement, not the pressure
measurements.
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Table 9: Estimation of the three-phase pressure at 213.146 K

Pror Bsp  u, Bounds of p; or P, T
/ MPa / MPa / MPa /K
Min Max
Liquid (L1) 6.8455  2.4E-03 6.8431 6.8479 213.146
Vapor (V5) 6.8449  4.1E-03 6.8408 6.8490 213.146
Weighed mean 6.8453  2.2E-03 6.8431 6.8476 213.146

3.34. Total uncertainty

Like in Refs. [18, 19], total standard uncertainty of the phase
equilibrium data, uo (¥co,) OF Ugor (Yo, ), are provided in terms
of mole fractions, assuming that the combined uncertainty in
temperature, pressure, and composition measurements are
independent of each other. From basic theory of uncertainty
propagation [42], it follows that:

utot(Z_COZ) =

0z 2 0z, z (5)
CO: = co _ _
(#) u2(Te) + ( p 2) uz(py) + u¢(Zco,)
P T
where z should be substituted with x or y for liquid or vapor

samples, respectively. The partial derivatives are estimated in
different ways. The temperature derivatives (azcoz/ar)p and

pressure derivatives (azwz/ap)T at lower pressures are
estimated using EOS-CG [12]. For the VLE data points closer to
the critical point, the scaling model to be discussed in Section
4.1 is used to estimate (azcoz/ap)T as all equation of state
(EOS) models deviate somewhat from the data. For the freezing
point data above the three-phase line, a simple two-point
estimation based on the data is used. The selected method to

estimate (6ZCO2/0p)T is indicated for each data point.

For most data points the combined uncertainty in composition,
uf(ycoz), is the dominating term on the right-hand side of
equation (5). Hence, the estimate for total uncertainties of
majority of the data points are indistinguishable from the
measurement uncertainty in composition, or utot(z'coz) =
uc(Zco,), with the minimum value of the systematic
uncertainties of ﬁc(xcoz) =1.5-10"* and ﬁg(ycoz) =14-
10™* attained for many of them. Around the critical points,
minor changes in pressure lead to major changes in
composition, and the dominating systematic uncertainty
source are due to the pressure measurements, mainly the
uncertainty of the calibration of these sensors. The maximum
standard measurement uncertainty of the data points is
utot(}_’coz) = 1.2 - 1073 for V16. According to the estimate to
be presented in Section 0, this data point is 42 kPa, or 0.3 %,
below the critical pressure of this isotherm. At no data point is



temperature uncertainty u, (Tf)a significant contributor to the

total estimated uncertainty utot(Z_COZ)-

3.4. CO:z vapor pressure measurements

In Table 6 the vapor pressure measurement of this work is
presented. Unlike Refs. [18, 19], impurities of the second
component, in this case Ar, have been taken into account. For
most of the data points, the content of the cell was analyzed,
and a crude estimate of the impurity level was estimated from
the gas chromatograms where a small peak occurred at the
retention time of Ar, which indicate that the flushing of the cell
was not complete within detection limits. For V1, V17 and V26,
the cell content was not sampled, and the impurity level and
composition uncertainty was set to 10 ppm, which for these
data points ensures inclusion of all measured impurity levels
within the standard uncertainty limits. The total uncertainties
of the vapor pressure measurements have been calculated
similarly to the total uncertainty in terms of composition for the
other data points:

Utot (ﬁf) =

Op)z - _ ( ap )2 _
v uZ(Ty) + u? + | = u? :
(GT Yoo, c( f) c(Pf) GYCOZ . c(}’coz)

(6)

Based on the estimated impurity, the vapor pressure was
extrapolated down to pure CO, using the gradient of EOS-CG
[12], pey. Further, the model vapor pressure, py.q, of Jager-
Span at 213 K [24] and Span-Wagner [31] at other temperatures
were calculated. In all cases, the deviation between the model
vapor pressure and both the measured and extrapolated values
are well within the estimated measurement standard
uncertainty +uyo. (7).

4. Analysis of data

4.1. Comparison with literature data

Nine previous experimental works on the phase equilibria of
this binary system have been identified and are summarized in
Table 17. Only Preston et al. [25] have reported freezing point
data (LSE), but at temperatures about 100 K lower than the
present work and ambient pressure where the liquid phase has
a very low CO; content. The other previous work all reports VLE
data. Except for Refs. [26, 27, 40, 43], all authors report
analytical measurements where the compositions of the fluid
phases present are measured at a given equilibrium condition
to identify the phase borders.
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No comparable previous data have been found for the
isotherms at 213 of the current work, but for the other
isotherms plotted in Figs. 4-8 literature data has been included
where relevant. Of the previous works, the data by Coquelet et
al. [38], Tsankova et al. [27] , and Lasala et al. [35] appear most
self-consistent. The data of Ref. [27] seems consistent with the
current data where comparable at 263, 273 and 283 K, noting
that the measurements of Ref. [27] shown in Fig. 7 are at
slightly different temperatures. The data set of Ref. [38] has a
match in temperature with the current measurements at 273
and 299 K, whereas the data set of Ref. [35] matches the
current work in temperature at 223 and 273 K. The facilities
used in Refs. [35, 38] are similar, both being designed and
constructed by the same group. For the data at 273 K shown in
Fig. 6, there is a deviation between the current work and Refs.
[35, 38] of about 1 % for the dew points around 10 MPa, where
the CO; concentration is at its lowest. These deviations are
larger than the experimental uncertainties reported by those
two works. Ref. [35] reports a standard uncertainty in
composition of about 0.5 %. Ref. [38] provides an estimated
uncertainty in mole measurements of 1.6 and 0.8 % for pure Ar
and CO, respectively. At a vapor mole fraction of yco, = 0.6,
this corresponds to an uncertainty in mole fraction between 0
and 0.6 % dependent on if and how the deviations in mole
measurements are correlated. Hence, the deviation between
the current measurements and those of Ref. [38] in this specific
region seems outside their mutual estimated uncertainty
bounds. Similarly, there is a deviation of about 0.8 % in
composition between the present data and that of Ref. [35] in
the same region of the 223 K isotherm shown in Fig. 3,
compared with the 0.4 % standard uncertainty reported by Ref.
[35] for those data points. It is beyond the scope of this work to
speculate about the reasons for these discrepancies, but in our
experience, multipoint rather than pure component GC
calibration, the use of a GC integration technique that takes
into account overlap between peaks in the spectrographs, and
sufficiently long test cell stabilization periods prior to sampling
are all important factors needed to obtain accurate
composition measurements.

In other regions of the 223 and 273 K isotherms, as well as at
299 K shown in Fig. 8, Refs. [35, 38] are consistent with each
other within measurement uncertainty. This is probably also
true regarding the deviations between the current work and
the data of Kdpke and Eggers [36, 37] at 243 K in Fig. 4 and
perhaps 273 K in Fig. 6, judging by the scatter of the latter's
data. Finally, the data of Kaminishi et al. [39] at 273 K shown in
Fig. 6 and Ahmad et al. at 283 K shown in Fig. 7 cannot be said
to be in agreement with the current work or any other sources.
None of the isotherms of the current work are close in



temperature to the single isotherm of Sarashina et al. [43] at
288 K or the two data points at cryogenic temperatures of
Preston et al. [25].

The temperature, pressure, and type of phase equilibria
investigated by all VLE works listed in Table 17 are shown in Fig.
11. The VLE regions of CO,+Ar in terms of pressure and
temperature estimated by EOS-CG and the new equations of
state to be presented in Section 5 are also indicated in the
figure, as well as the pure CO, freezing curve. The current data
spans most of the VLE region, and measures VLE at lower
temperatures, and at slightly higher pressures, and hence
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closer to the critical locus, than previous works. With the
assumption that Refs. [26, 27, 35, 38] and possibly Ref. [43]
have reported the most accurate data until now, the new data
also fills rather wide gaps in data around 263 K and 243 K.
Finally, with regards to the binary phase equilibria
measurements involving dry ice of the current work, the only
related measurement for any binary system with CO, that has
been identified is the three-phase line measurements of
CO, + N, and CO; + H, by Fandifio et al. [44].
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Fig. 11: Summary of phase equilibrium data of current and previously published work [26, 27, 35-40, 43]. For illustration, the critical loci of the
original EOS-CG [12] and the new model and the pure CO, vapor pressure curve from Span Wagner [31] are included, as well as the pure CO;
freezing curve from Jager and Span [45]. The freezing point data of Preston et al. [25] at 109 and 116 K are far off the temperature scale and hence
not included.

4.2. Comparison of VLE data with SRK, GERG-2008, and °

EOS-CG
In Figs. 2-8 of the isotherms, the isothermal VLE phase
envelopes of five EOS are included:

e  Soave-Redlich-Kwong (SRK) cubic EOS [46] with the
binary interaction coefficient kcgz4ar = 0.180 of Li
and Yan [34].

Peng-Robinson cubic EOS with mixing rule by Wong-
Sandler (PR-WS), fitted to the present data and to be
further discussed in Section 4.4.

e  GERG-2008 multiparameter EOS [32, 33]

e  Original EOS-CG multiparameter EOS [12]

e A new model to be presented in Section 5 based on
EOS-CG with revised mixing rule



These modeling curves have been produced by the internal
thermodynamic tool of SINTEF Energy Research [47].

The SRK EOS with k,, = 0.180 generally fits the dew point data
at higher CO; fractions fairly well, but estimates bubble points
with too low pressure at high CO, fractions and critical points
with too high pressure and too low CO; fraction. In preparation
for this work, VLE curves have been produced with a range of
different binary interaction coefficients. However, with only
one fitting parameter available, it is in fact not possible to fit
the SRK EOS satisfactory to the experimental data even for a
single temperature. It is possible to obtain better fits in selected
regions, though, say at high CO, mole fraction or for the critical
region at a given temperature, but it would come at cost of
higher deviations in other temperature/pressure/composition
domains. As will be further discussed in Section 4.3, SRK with
k4, = 0.180 do not predict liquid phase at any pressure at 213
K.

GERG-2008 [32, 33] is an advanced multiparameter EOS
designed mainly for accurate prediction of natural gas
properties, and not for high CO,-content mixtures relevant for
CCS. One consequence is that GERG-2008 uses a simplified
model for pure CO, compared with the Span-Wagner EOS [31]
used by EOS-CG. In general, GERG-2008 agrees fairly well with
the data at high CO, mole fractions. However, compared with
the data, the model predicts a lower critical point pressure at
213 K, and a significantly higher critical point pressure and
lower CO, mole fraction for temperatures at and above 243 K.
At 283 K, the mismatch in pressure is about 2.2 MPa. At 299 K,
the critical argon mole fraction of GERG-2008 is more than
twice as high as the data supports. One problem with GERG
might be that the CO,+Ar model seems to have been
developed for GERG-2004, at which time only the VLE data of
Kaminishi et al. [39] and Sarashina et al. [43] were available. As
seen in Fig. 6 on the 273 K isotherm, GERG-2008 seems to fit
the data of Ref. [39] almost perfectly, but these data differ
systematically from all the three more recent sources.

As expected for a multiparameter EOS targeting CO,-rich
mixtures, EOS-CG [12] has significantly better agreement with
both the current data and literature data than the SRK EOS used
in this work and GERG-2008. The largest absolute deviations are
seen at 213 K displayed in Fig. 2, which is natural, since the
previous literature at lowest temperature until now were at
233 K [38, 39]. Compared with the data, the dew point line of
EOS-CG above the three-phase line generally is too low in
pressure, but the critical point comes at a too high pressure and
CO; fraction. The overall shape of the VLE curve is more pointed
than the data. For the isotherms at 263 K and higher
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temperatures, EOS-CG estimates a higher critical pressure and
lower critical CO, mole fraction than the data. Hence, in relative
terms, the largest deviations between the experimental data
and EOS-CG occur at 299 K, as seen in Fig. 8. At high CO,
fractions, EOS-CG in general conforms well with the data at all
investigated temperatures

The performance of the new multiparameter model of this
work will be analyzed in detail in Section 5. However, from Figs.
2-8, it is clear that the new mixing rule significantly improves
the model's agreement with the measurements at the
investigated temperatures.

4.3. Models for phase equilibria with solid state

In Fig. 2, the measurements of frost points (VSE), freezing
points (LSE) and three-phase line (VLSE) is accompanied by
model predictions using the dry ice model of Jager-Span [24]
combined with fluid models in a way also prescribed by Ref.
[24]:

933, (T,p) = pea, (T, Xco,) (LSE), (7a)
983, (T.p) = uge. (T.p.Yco,) (VSE). (7b)

Here gé‘(’)lz is the molar Gibbs free energy of solid CO, from Ref.

[24] and ylcigz and ,u‘clgz are the chemical potentials of CO; in
the liquid and vapor phase, respectively, calculated from the
fluid model. The underlying assumptions is that the solid phase
is pure CO,.

The fluid models used are listed in Section 4.2, but regarding
the freezing point curve (SLE), only the predictions of the
multiparameter equations of state are shown. The calculations
are performed using the thermodynamic tool of SINTEF Energy
Research [47].

At the three-phase line pressure (VLSE), a further constraint
compared with equations (7) is that the chemical potentials

/1282 and ugo, must be equal. Compared with the data, the

fitted PR-WS and the new model to be presented in Section 5
in combination with Jager-Span estimate a three-phase line
pressure about 50 kPa below and 0.13 MPa above the
measured value, respectively. The other models have higher
deviations. In fact, for SRK with a binary interaction coefficient
of ki, = 0.180 combined with Jager-Span, no second fluid
phase is apparent, and hence no VLE envelope, three-phase
line, or freezing curve. Further studies revealed that k;, must
be reduced to 0.16 before the liquid phase appears.

The main differences between the freezing point curves (SLE)
produced using GERG-2008 versus EOS-CG and the new model



seem to be the starting point which is determined by the three-
phase line pressure and liquid composition. As such, the new
model curve provides the clearly best fit, although it does not
appear to include the full curvature suggested by the two
measured freezing points.

The frost points of all models at lower pressure agree
reasonably well with each other and the experimental data. The
convergence of the different models at lower pressure is
expected since the vapor is approaching an ideal gas.

It should be noted that unlike Wong-Sandler, the new model to
be further discussed in Section 5 has not been fitted to the
measured frost point or freezing point data. Hence, the great
improvement in the description of the fluid - solid phase
equilibria seen from the original to the revised EOS-CG is due to
improvements in the fluid model only. As discussed in Section
3.4, the Jager and Span method for EOS vapor pressure
prediction of solid state CO, [24] agree with the current
experimental results within measurement uncertainty.

4.4. Peng-Robinson EOS with Wong-Sandler mixing rule
As in previous works [18, 19], Peng-Robinson EOS with Wong
Sandler mixing rules [48, 49], the formulation of Mathias and
Copeman [50] for the alpha correction, and the NRTL
formulation [51] for the Gibbs free energy were fitted to the
experimental data. The model has been denoted the acronym
PR-WS in the current work. Three parameters have been fitted:
the binary interaction parameter k;, of the Wong-Sandler
mixing rule, and the two parameters 7;, and 7,; of the NRTL
model. Further details and nomenclature of the models,
nomenclature, and fitting technique can be found in Ref. [18].

Although PR-WS has relatively few fitting parameters, it has
shown to describe VLE data with CO; fairly well. It is also of
interest to compare the fitting results of the new recent data
on CO; + Ar to the results of Coquelet et al. [38], who employed
the same model.

The pure component critical and Mathias-Copeman
coefficients are provided in Table 10.

Table 10: Critical and pure component critical data and Mathias-
Copeman used in the PR-WS model fitted in this work.

i Tei/K Pei / MPA Cii Cai C3,i
Ar 150.8 4.8737 0.397483 -0.28239 0.796288
CO. 304.2 7.3765 0.704606 -0.31486 1.89083

The results of the temperature dependent fit of the three
parameters k;,, 712, and T,; to the seven measured isotherms
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of this work are provided in shown in Fig. 12, labeled "Case 1"
in line with [18, 19]. In the same figure, also the similar results
of Coquelet et al. [38] are indicated. The binary interaction
coefficients of the two works are fairly similar except for the
isotherm at 299 K, but the NRTL parameters differ significantly
at all temperatures. It should be noted though, that in Ref. [38]
the objective function is very different from the one used here.
In the current work, as defined in Refs. [18, 19], both
composition and pressure are minimized using orthogonal
distance regression (ODR) [52]. In Ref. [38] the relative
composition is fitted. In addition, the parameters of Table 10 is
somewhat different, so exact match in the model parameters
are not to be expected.

As in Refs. [18, 19], a temperature dependent model was made
("Case 2") for the three fitted parameters k;,, 715, and 7,5, of
the PR-WS model. Unlike previous work, no strong nonlinear
trend at the higher temperatures could be identified, and a
simple linear model was assumed:

k12 = aklz + bklZT' (83)
Ty = ale + leZT' (Sb)
Ty = aTZl + b1-21T. (8(:)

The fitted coefficients a; and b; are provided in Table 12, the
resulting values of ky,, 715, and t,, are provided in Table 11,
and the resulting VLE curves are shown in Figs. 2-8 together
with the measured isotherms and the other models. In Fig. 2
also the frost curve is provided for 213 K, which already is
commented on in Section 4.3. Overall, the model provides one
of the best fit to the VLE data of the investigated models. It
behaves particularly well at higher temperatures and close to
the critical point. However, it tends to overestimate the
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Fig. 12: PR-WS parameters k4, (top) and 74,, and 7,4 (bottom) fitted
to each measured isotherm of this work ("Case 1") and linearly
regressed values of these values as a function of temperature ("Case
2"), as well as the results of Coquelet et al. [38]
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Table 11: Fitted parameters of the PR-WS model in this work, as well as a characterization of the quality of the fit in terms of objective function
value (S), absolute average deviation in terms of composition, and bias in terms of composition.

T/K Case 1 Case 2
K1z Tqy Ty S AAD/% Bias/% ki Tio Ty S AAD/% Bias/%
213.146 0.317 1.306 0.362 28.1 0.56 0.19 0.314 1.193 0.349 62.9 1.25 -0.71
223.146 0.310 1.314 0.250 37.2 0.77 -0.06 0.316 1.318 0.219 40.2 0.87 -0.29
243.120 0.315 1.487 -0.047 59.6 1.19 -0.35 0.319 1.568 -0.040 66.3 1.22 0.06
263.134 0.316 1.558 -0.249 52.7 0.92 -0.19 0.323 1.818 -0.300 62.7 0.91 0.40
273.257 0.332 1.897 -0.477 49.0 0.79 -0.14 0.325 1.945 -0.432 59.0 0.80 0.32
283.144 0.349 2.445 -0.796 49.2 0.94 0.15 0.326 2.068 -0.561 53.0 0.94 0.37
299.218 0.312 2.177 -0.577 12.7 0.15 0.01 0.329 2.269 -0.769 18.0 0.21 -0.15
minimum CO, concentration of all phase envelopes, in Table 12: Fitting results for the coefficients of a; and b; of the simple

particular at higher temperatures. It should further be noted

that this model is only fitted to phase equilibrium data, and due

to inherent properties of the cubic model it will probably not

provide estimates of other thermodynamic properties that will

be as accurate as those of eg. the new model.

linear model defined in equations (8) for the three fitted coefficients
k12, T12, and T21 of PR-WS

i: ki, T12 T21
a; 0.32452 1.9435 -0.4306
b; 0.00018 0.0125 -0.013




4.5. Critical point estimation

Like in Refs. [18, 19], a scaling law model was fitted to the data
in order to estimate the critical CO, mole fraction, z¢g, ¢, and
pressure, p. of each isotherm [53, 54]:

A A2\ , . u. .
Zco,c = Zco,c T (/11 + S?) B —p) + €§(Pc -p)¥,
where (9)
_ {1 for bubble points
| -1 for dew points ’

and z¢o, was the bubble or dew point CO, mole fraction at
pressure p. B was kept at 0.325 while the other 5 parameters
were fitted to the data specified in Table 13. The model is most
suitable close to the critical point, and hence only the data
points with highest pressures were considered. The number of
data point selected was for 6 of the isotherms such that the
standard error of the regression in pressure and in most cases
mole fraction, z¢g, ¢, was minimized. With 5 parameters to fit,
the smallest number of data points needed in order to estimate
the standard error of regression is n = 6. For 283 K, the
smallest error of regression was achieved with this least
possible value of n, and two of the data points were very close
to each other and with overlapping standard uncertainty
bounds. Hence, in this case, two additional data points were
included in the fit.

The fitted parameters of the scaling model (9) are provided in
Table 13 together with the standard errors of regression of
pressure, Sg (p) and composition, Sg (écoz), for the seven
isotherms, as well as standard uncertainties of the critical point
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estimates in pressure, u (p.), and composition u (Z“COZ,C). The
standard uncertainties include experimental uncertainty in
addition to regression errors. These terms are defined and
discussed in more detail in Ref. [18]. The estimated uncertainty
of the critical points varies between 1 and 7 kPa in pressure and
0.02 and 0.07 % in mole fraction.

The scaling law curves are plotted together with the data points
used in the fit, the estimated critical points, and the two
versions of PR-WS presented in Section 4.4. The estimated
critical points are also included in the plots of the different
isotherms provided in Figs. 2—8. As discussed in Section 4.4, the
fit of PR-WS is fairly good even in the critical region, but neither
this EOS nor EOS-CG adequately reproduces the flatness of the
phase envelope around the critical point, and hence, as
discussed in Section 3.3.4, should not be used to calculate total
uncertainty from equation (5).

In Fig. 14, the critical point estimation presented in the current
section is compared with the results of the new model for
CO, + Ar to be presented in Section 5 and the results of the
critical point estimation provided by Coquelet et al. [38].
Compared with the scaling law estimates, it appears as if the
new model provides a better estimate of critical pressure and
composition at the highest temperatures than Ref. [38]. This is
not surprising, given that this model has included the current
measurements in its data basis. However, the critical point
estimations of the new model seem to drift off somewhat
compared with the scaling law estimates at the lower
temperatures.

Table 13: Data selection and result of fitting of scaling law model (9) applied around the critical point of the 7 isotherms experimentally

investigated in this work.

Mean T A A H Zco,c Pe S (2c0,)  u(Zco,e) Sz () u (Pc)
/K Used data points n /(MPa™Y)  /(MPa™Y) /(MPa~F) /MPa /MPa /MPa
213.146 L4-6, V9-11 6 7.1620-10% 1.7231-10% 0.33441 0.41301 15.2911 4310*  5.3.10* 6.3-10° 6.6:10°
223.146 L10-12, V14-16 6 1.1671-102  3.9390-10° 0.34070 0.4252  14.9350 1.7-10° 18103 5.8-10° 6.2:10°
243.120 L19-21, V23-25 8 9.1690-10° 2.1801-10° 0.26899 0.50026 14.1307 3.5-10* 3.8-10* 3.0-10° 3.6-10°
263.134 L29-32, V34-37 8 -3.1000-10*  2.8957-10% 0.21461 0.61642 12.6422 3.9-10*  4.1-10* 8.4-10 2.0-10°
273.257 L35-37, V42-44 6 9.8370-10% 1.2721-10% 0.18455 0.68845 11.6204 7.2:10*  7.4-10* 4.8-10° 5.2:10°
283.144 L40-43, V48-51 8 1.7855-102 -4.1910-10° 0.14981 0.77098 10.4145 49-10*  5.2:10* 1.5-10° 2.2:10°
299.218 L46-49, V55-58 8 2.6054-102 -5.7110-10% 0.041886 0.94014 8.1514 4610°  1.5-10* 6.3-10 1.3-10°
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Fig. 13: Critical point estimation using the scaling law model (9) compared with the fitted PR-MC-WS-NRTL Case 1 and 2 fitted models
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Fig. 14: Critical locus in terms of pressure (top) and composition
(bottom) of the CO; + Ar binary system predicted by the scaling law
model at the measured temperatures and the new model of this
work, compared with the model of Coquelet et al. [38].

5. New Model

5.1 Fundamental Equation of State

Thermodynamic properties of the system CO,+ Ar can be
calculated by means of various equations of state. Two of these
equations are based on the state-of-the-art approach of
thermodynamic mixture modelling, namely the GERG-2008 of
Kunz and Wagner [33] and the EOS-CG of Gernert and Span
[12]. This approach enables the description of multicomponent
mixtures by modelling each binary combination of the involved
components. Since the GERG-2008 was developed for the
description of natural-gas mixtures, CO,+ Ar was a binary
system of minor relevance during the development of the
mixture model. Thus, the GERG-2008 model for this binary
mixture is significantly less accurate than the one included in
the EOS-CG, which was explicitly developed for an accurate
description of CO-rich mixtures as relevant for CCS
applications. However, within this article, results calculated
from the GERG-2008 are compared to values obtained from the
new mixture model, since the GERG-2008 is widely used within
the CCS-community, although it was not developed for this
application. Furthermore, such comparisons are meaningful,
since the new model is based on the mathematical structure
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introduced with the GERG-2008. The EOS-CG mixture model
was published in 2016, but its development had already been
completed in 2013. Since then, additional accurate data for
CO, + Ar became available that allowed for a refit of the existing
binary model. The new data sets include accurate density,
speed of sound, and dew point measurements carried out at
Ruhr-Universitdt Bochum, as well as the vapor-liquid
equilibrium data measured at SINTEF Energy Research and
presented within this article. The refit of the binary model for
CO, +Ar , is part of the ongoing work on extending and
updating the EOS-CG mixture model.

5.2. Mathematical Structure

The thermodynamic correlation presented here is a
fundamental equation of state. This type of equation provides
a mathematical connection between thermal and caloric state
properties. The result is a functional form that allows for the
calculation of all thermodynamic properties by combining its
derivatives. The most commonly used type of these
correlations is explicitly formulated in the Helmholtz energy a
with temperature T, density p, and molar composition Z as
independent variables. These input variables enable a clear
description of all state points including phase-equilibria. In
practical applications, it is more convenient to work with
dimensionless correlations. Therefore, the present equation of
state follows the reduced functional form, which was also
applied for the GERG-2008 of Kunz and Wagner [33] and the
EOS-CG of Gernert and Span [12]. The general structure of the
mixture model reads

a 1T;Z - > -
% =a(5,1,2) =a®(p,T,Z2) + a"(5,1,2), (10)
where « is the reduced Helmholtz free energy, R is the molar
gas constant, § is the reduced density and t is the reciprocal
reduced temperature according to

p dr = Tr(z*).

S = m an T (11)

As apparent from equation (10), the functional form is
separated in two parts. The first part a® considers the behavior
of a hypothetical mixture of ideal gases, whereas a” represents
the residual Helmholtz energy that results from molecular
interactions in the real mixture. The ideal-gas part of the
equation is given as

N
a’(p,T,Z) = Z Zi[agli(&)ri,ro_i) +1In zi], (12)

i=1



where N is the number of components in the mixture and ag;
is the dimensionless ideal-gas part of the Helmholtz free energy
of the pure component i with the mole fraction z;in the mixture.
The ideal-gas Helmholtz energy of each component is
calculated from the corresponding equation of state for the
pure component at the reduced density &, and the reciprocal
reduced temperature ;. For the pure fluids, density and
temperature are reduced by their critical parameters.
Consequently, the reduced input variables are defined as

P ci
Sp; =— andty; =

-~ i = (13)
Cl

The residual part of the Helmholtz free energy of the mixture
reads

N

a'(p,T,Z2) = Z zia§;(8,7) + Aa"(8,7,2), (14)

i=1

where ag ; is the residual, reduced Helmholtz free energy of the
pure component j which is here evaluated at 5and raccording
to equation (11). For real mixture calculations, temperature
and density are not reduced by their critical parameters, since
these are different for each pure component. Besides, the
overall critical point of the mixture is, if existing, composition
dependent and therefore complex to determine [55]. Instead,
Kunz and Wagner [33] formulated the so-called “reducing
functions” T.(Z) and p,(Z) spanning a composition-dependent
surface between the critical parameters for density and
temperature of each pure component in the mixture. These
functions are given by

N
@ =) 2T,
. s
zZ; + z; 05
+ Z Z 22;2;Prj Vmﬁlz—;Z(Tc,iTc,j)
=1 j=it+1 LSO
and
N
1 N, 1
14
,01«(2) = Pe,i
N-1 N 3 (16)
+ZZZ/3 it 1(1+1
ZiZjPy,ij 1/3 1/3 |
=1 ST ﬁv L]Zl + Z] pcl pc}
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These two reducing functions contain the binary parameters
B and vy, which are adjustable parameters fitted to
experimental data. They obey the following symmetry rules

1

.. , d
‘BT‘U .8 T,ji ‘81“] Bv,ji n (17)

Yrij = Yr,jirYv,ij = Yv,ji-

For every binary system within a multicomponent mixture one
to all four of these parameters can be fitted to experimental
data. If no or no reliable data are available, they can be adjusted
by means of a simple linear or quadratic combination rule. For
the system CO,+Ar, the experimental database is
comprehensive enough to fit all four parameters. The
corresponding values are given in Table 14.

Equation (14) additionally contains the function Aaf(6,7,2),
which models the deviation of the real mixing behavior from
the simple linear combination of the residual equations of the
pure components evaluated at corresponding states. This so-
called “departure function” is defined as

Aa*(6,1,2) = Z Z z;zjF;j aj; (6, 7). (18)

i=1 j=i+1

The departure function includes the binary specific departure
function a; (6 7) for the binary mixture of the components i
and j as well as the weighting factor Fj, which enables the use
of generalized binary departure functions for a group of binary
systems [56]. Since the database for the system CO,+ Ar
allowed for the development of a binary specific departure
function, F; was not adjusted but set to unity. The binary
specific departure function is an empirical model that is only
loosely tied to physical information. Its mathematical structure
can contain different types of terms such as simple
polynomials, exponential terms or so-called “special
exponential terms”. The number of terms is chosen by the
correlator while fitting the equation to experimental
thermodynamic properties of a specific binary mixture. For the
system CO, + Ar, the functional form contains two polynomials
and four “special exponential terms”. It reads:

2

6
T — d.< t.< d.. t..
aij(5, T) = Z nij'ké' kgtijk 4 Z nl-j_k5 kgtijk
k=1 k=3 (19)

* exXp [_nij,k((s - gij,k)z - Bij,k((S - Vij,k)] .

The coefficients n; and the exponents dj, t;, Iy, n;j, &;, Bij, and
¥;j are adjustable parameters varied by the fitting algorithm to
obtain the best agreement between the experimental data and



the respective properties calculated from the equation of state.
The final set of parameters for CO, + Ar is given in Table 14.With
regards to equations (10) to (19) it becomes apparent that the
mixture model contains not only mixture-related terms (p.(Z),
T.(2), and Aa"(§,7,2)) but also the functions ag; and ag;
describing the pure components in the mixture. For each
component considered in the mixture model, an equation of
state describing the pure fluid states is mandatory. These
equations have to be structured analogously to equation (10)
consisting of an ideal and residual part, which are then
contributing to equations (12) and (14). The parameters of the
reducing functions as well as the binary specific departure
function for CO, + Ar were developed by applying the reference
equations of state for pure carbon dioxide and argon of Span

Table 14: Parameters of the new equation of state.
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and Wagner [31] and Tegeler et al. [57], respectively. The
structure of these reference equations will not be discussed in
here, but can be seen in the corresponding publications. The
mixture specific functions presented here could also be used in
combination with different equations of state for the pure
fluids.
significantly deviate from the ones shown in this work.

However, the results of such calculations might

As initially mentioned, all mixture properties can be calculated
by combining derivatives of the mixture model. These
derivatives will not be presented within this article, but can be
taken from Span [58] or Kunz and Wagner [33]. Nevertheless,
to assist users in computer-program verification, test values for
various state properties are given in Table 15 and Table 16.

Parameters of the reducing functions

Sri yr12 Sz Y12 F12
0.998705 1.0396748 1.0037659 1.0138330 1
Parameters of the binary specific departure function
k N1z t12, dizk ok E12,k Dok Y12,k
1 -0.0656 3.22 2 - - - -
2 0.0237 2.9 3 - - - -
3 3.5217 1.9 1 1.243 0.65 1.208 0.5
4 -2.831 1.57 1 1.072 0.727 0.82 0.5
5 -1.406 2.73 1 1.465 0.648 1.527 0.5
6 0.864 1.08 2 0.946 0.706 0.86 0.5

Table 15: Thermodynamic property values in the single-phase region for selected values of temperature T, density p, and composition zco; as

calculated with the new equation of state.

T/K o/ (mol m?) Zco2 p/MPa ¢/ () molt K?) w/(ms?)
273.15 915 0.25 2.00274 16.7461 286.969
4000 0.50 6.98643 24.6084 255.285
18400 0.70 18.0108 33.3998 415.969
323.15 1175 0.50 2.99922 22.0310 293.881
40 0.75 0.107170 25.6280 287.368
24000 0.95 89.4303 39.5474 922.065

Table 16: Thermodynamic property values in the two-phase region for selected values of temperature T and composition z¢o; as calculated with
the new equation of state. The specified vapor and liquid phases are not in equilibrium, but at the same composition.

T/K Zco2 Puap / MPa piq / MPa Puap / (Mol m?) Piq / (mol m3)
223.15 0.60 1.20861 14.2684 716.791 23240.3
0.95 0.722354 3.27724 430.586 25974.9
273.15 0.70 6.13145 11.6669 4038.89 14337.0
0.99 3.53628 3.95956 2250.97 20957.3




5.3. Fitting Procedure

The adjustable parameters of the new mixture model for the
system CO; + Ar were fitted to experimental data by means of
a nonlinear fitting algorithm developed by Dr. Eric W. Lemmon
at the National Institute of Standards and Technology (NIST) in
Boulder, Colorado. The algorithm allows to adjust all
coefficients and exponents at the same time. A selection of the
reliable experimental data is individually weighted
corresponding to the data type, state region, and experimental
uncertainty. During the fitting process, all types of
thermodynamic data can be simultaneously used as input data.
These weighted data contribute to an overall sum of squares,
which is minimized by varying the adjustable parameters of the
model. In addition to the experimental values, various
thermodynamic constraints can be included in the fit. These
constraints shape the representation of the physical behavior
of the fluid in between and beyond the experimentally
investigated state points. This possibility is especially important
for mixtures, since the experimental data are not only
dependent on temperature and density or pressure, but also on
composition. Thus, in most cases the available experimental
data just partly cover the entire composition range. During the
fitting process, the model was continuously evaluated by
means of the software packages REFPROP [59] and TREND [60].
A more detailed description of the fitting procedure and the
employed nonlinear algorithm was given by Lemmon and
Jacobsen [61].

54. Comparisons to the Data

Compared to many other binary mixtures, the experimental
database used for developing the new equation of state for
CO; + Ar is quite comprehensive. It includes homogeneous
density data over a wide range of composition for pressures up
to 101 MPa and within a temperature range of 253 K to 573 K.
In addition, experimentally obtained dew and bubble points are
available covering temperatures from 213 K to about 300 K.
Reliable speed of sound data at equimolar composition and at
75 mol% CO, were also used to fit the new mixture model.
These speed of sound values range from 275K to 500K in
temperature and cover pressures up to 8 MPa. Additionally,
some data on the second virial coefficient and the Joule-
Thomson coefficient can be found in the literature. However,
these data were of less importance during the fitting process
and will not be discussed here.

Within this section, comparisons between the relevant
experimental data and calculated values from the equation of
state are discussed. Therefore, the percentage deviations of
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measured data points to values obtained from the equation of
state are calculated. Relative deviations in any thermodynamic
property X can be written as

Xexp - Xcalc)

(5.1)
Xexp

AX/X = (

Comparisons of the equation to complete data sets are based
on the average absolute relative deviation (AAD). This property
is defined as the arithmetic average of all absolute relative
deviations of a data set and reads

n
1
AAD = ;zHoo AX;/X;], (5.2)
i=1

where n is the number of data points given in the corresponding
reference. The AAD for all collected data sets are given in Table
17. It has to be noted that calculating an overall AAD for one
data set might lead to false conclusions. For example, the AAD
of a data set including many excellent measurements at one
given composition can be deteriorated completely by some less
accurate data points for a mixture with different mole fractions.
Thus, for all references presenting data in the homogeneous
state regions not only an overall AAD, but also AAD for every
investigated composition were calculated. For vapor-liquid
equilibrium (VLE) data, it is not reasonable to combine
deviations of dew and bubble points within one data set. The
shapes of the saturation lines are often quite different and thus
the accuracy of their descriptions. Therefore, the AAD are
separately given for both phases. With regards to the AAD for
VLE data sets, some further comments on the calculation of
deviations are important. Within the literature, different ways
of presenting such deviations are common, namely with regard
to saturation pressure, saturation temperature, or composition
along the phase boundary. Since the order of magnitude of
these deviations varies significantly, it can be challenging to
provide meaningful information. The values given in Table 17
were calculated according to the experimental method
employed by the presenting authors. For dew-point or bubble-
point experiments at given composition, the AAD was
calculated with regards to the saturation pressure. When the
data was obtained by taking samples from the separated
phases in a vapor-liquid-equilibrium cell and analyzing their
compositions, the AAD is the average absolute deviation with
regards to composition and given in mol%.
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Table 17: Overview of the available experimental thermodynamic property data and the representation of fluid state points with the new
equation of state. For solid-phase-equilibrium data no average absolute relative deviation (AAD) is given, since the Helmholtz-energy-explicit
model is limited to the description of fluid phases.

VLSE data
Authors Year N Ny Ny T/K p / MPa X y
This work 2017 7 3 4 213.14 1.05-16.14 0.786 - 0.866 0.131-0424
Preston et al. [25] 1971 2 2 0 109.00 - 115.90 0.10 <0.0002
VLE data
Authors Year N Nx N, T/K p/ MPa X y AADx AAD,
This work* 2017 100 46 54 213.14 - 299.22 2.54-15.01 0.492 - 0.990 0.131-1.000 1.035% 0.688*°
Ahmad et al. [40] 2013 21 10 10 278.35-300.35 4.20-7.93 0.944 - 0.975 0.945 - 0.975 2.942¢ 2.739°
Coquelet et al. [38] 2008 62 62 62 233.32-299.21 1.52-14.03 0.423-0.993 0.292 - 0.986 1.068° 1.680*
Kaminishi et al. [39] 1968 19 13 19 233.18-273.15 2.57-13.20 0.650-0.967 0.246 - 0.851 0.509° 1.250*
Koépke and Eggers [36, 37] 2007 63 63 63 244.30 - 283.30 1.78 - 13.45 0.645 - 0.990 0.305 - 0.886 0.602° 1.458°
Lasala et al. [35] 2016 137 66 71 223.07 - 293.07 0.70-14.55 0.544-0.989 0.012 - 1.000 1.820° 3.270%°
Sarashina et al. [43] 1971 12 4 8 288.15 5.69-9.78 0.833-0.940 0.793-0.940 0.768° 0.755°¢
Tsankova et al. [26]* 2016 14 0 14 252.95 - 280.44 2.83-6.94 0.750 0.075°¢
Tsankova et al. [27] 2017 10 0 10 257.54-291.13 2.41-6.01 0.950 0.042°
w data
Authors N T/K p/MPa z AAD
Al-Siyabi [62] 2013 59 268.15 - 301.15 9.31-41.75 0.955 0.906
Wegge et al. [30] 2016 67 274.99 - 500.50 0.45-8.22 0.501 0.065

82 276.09 - 500.49 0.49-8.20 0.750 0.140
Overall* 149 274.99 - 500.50 0.45-8.22 0.501-0.750 0.106¢
ppT data
Authors N T/K p/ MPa z AAD
Abraham and Bennett [63] 1960 13 323.13 5.07 -101.33 0.831 0.255

13 323.13 5.07 -101.33 0.751 0.276

13 323.13 5.07-101.33 0.642 0.295

13 323.13 5.07-101.33 0.464 0.12

13 323.13 5.07-101.33 0.371 0.162

13 323.13 5.07-101.33 0.238 0.135

13 323.13 5.07-101.33 0.129 0.046
Overall* 91 323.13 5.07 -101.33 0.129-0.831 0.184¢
Al-Siyabi [62] 2013 47 283.15-301.15 7.80-48.23 0.95 1.052
Altunin and Koposhilov [64] 1976 15 313.14 0.32-15.33 0.351 0.182

15 313.14 0.66 - 18.71 0.811 0.221

14 313.14 0.66 - 20.91 0.501 0.234

16 313.14 0.30-14.81 0.661 0.216
Overall 60 313.14 0.30-20.91 0.351-0.811 0.213¢
Altunin and Koposhilov [65] 1977 14 303.14 0.30-10.76 0.362 0.212

12 303.14 0.51-10.98 0.481 0.104

14 303.14 0.31-10.30 0.534 0.052

10 303.14 1.01-9.29 0.647 0.208

12 303.14 0.31-10.30 0.665 0.134

13 313.14 0.56 - 14.83 0.351 0.29

14 313.14 0.66 - 20.91 0.501 0.233

15 313.14 0.32-13.24 0.575 0.172

16 313.14 0.30-14.81 0.661 0.235

15 313.14 0.66 - 18.71 0.811 0.224

16 323.14 0.36 - 23.07 0.37 0.104

13 323.14 0.88 -21.95 0.486 0.094

17 323.14 0.32-24.72 0.528 0.073

16 323.14 0.42-23.71 0.559 0.172

17 323.14 0.37-20.80 0.801 0.091

14 343.14 0.53-20.07 0.435 0.054

15 343.14 0.38-18.21 0.483 0.277

15 343.14 0.48 - 18.63 0.608 0.268

15 343.14 0.56 - 22.20 0.754 0.340

14 373.14 0.53-20.40 0.526 0.128

15 373.14 0.43-20.23 0.673 0.223
Overall 302 303.14-373.14 0.30-24.72 0.351-0.811 0.175¢
Ben Souissi et al. [28] 2016 15 273.15-298.15 0.51-8.01 0.500 0.005

6 323.15 0.52-9.02 0.500 0.008

35 273.15-323.15 0.50-9.05 0.751 0.022

Overall* 56 273.15-323.15 0.50 - 9.05 0.500-0.751 0.016¢



Kestin et al. [66] 1966 48 293.14-303.14 0.10-2.60 0.268 - 0.918 0.877

Kosov and Brovanov [67] 1979 31 313.03-353.12 6.46 - 58.80 0.714 3.297
30 313.03-353.12 5.96 - 58.80 0.479 1.07
30 313.03-353.12 5.87 - 58.81 0.204 0.533
Overall 91 313.03-353.12 5.87 - 58.81 0.204-0.714 1.652¢
Mantovani et al. [68] 2012 100 303.22-383.14 1.00-20.01 0.969 0.570
94 303.22-383.14 1.00 - 20.00 0.831 1.676
Overall 194 303.22-383.14 1.00 - 20.01 0.831-0.969 1.106°
Sarashina et al. [43] 1971 88 288.15 2.43-14.53 0.700 - 0.940 1.332
Schénmann [69] 1971 28 373.01 0.50 - 59.02 0.188 0.103
54 473.14 - 573.05 0.50-58.32 0.200 0.065
29 373.01 0.42 -59.23 0.398 0.094
55 473.14 - 573.05 0.41-58.92 0.411 0.060
30 373.01 0.39-59.27 0.598 0.090
55 473.15-573.05 0.43 - 58.86 0.609 0.071
29 373.00 0.47 - 58.88 0.802 0.086
55 473.15-573.05 0.45 - 59.38 0.804 0.093
Overall* 355 373.00 - 573.05 0.39-59.38 0.188 - 0.804 0.079¢
Tsankova et al. [26] 2016 30 273.20-293.28 0.45 - 6.50 0.751 0.170
29 255.10-313.30 0.97 -7.08 0.950 0.185
Overall 59 255.10-313.30 0.45-7.08 0.751-0.950 0.177¢
Wang et al. [70] 2015 18 308.15 - 358.15 7.00 - 23.00 0.858 12.538
Wegge [71] 2016 121 253.15-453.15 2.39-18.79 0.500 0.947
13 253.15 1.02-4.50 0.500 0.076
58 253.15-453.15 2.30-20.01 0.750 0.213
53 253.15-283.15 1.00-5.99 0.751 0.069
Overall* 245 253.15-453.15 1.00 - 20.01 0.500-0.751 0.537¢
Yang et al. [72] 2015 66 298.17 - 423.36 10.97 - 30.96 0.010 0.274
66 298.12-423.34 10.98 - 30.96 0.050 0.490
Overall 132 298.12-423.34 10.97 - 30.96 0.010-0.050 0.382¢
Yang et al. [29] * 2016 38 273.15-323.36 0.49 - 8.99 0.950 0.037

Joule Thomson coefficient data

Authors N T/K p/MPa z AAD
Strakey et al. [73] 1974 41 233.16 - 383.12 1.01 - 20.27 0.464 1.818

32 233.16 - 383.12 1.01 - 20.27 0.754 5.185
Overall* 73 233.16- 383.12 1.01-20.27  0.464-0.754 3.294¢

2" virial coefficient data

Authors N T/K p/ MPa z AAD

Bose and Cole [74] 1970 5 320.84-322.84 0° 62.19
Cottrell et al. [75] 1956 3 303.13-363.12 0° 6.308f
Martin et al. [76]* 1982 3 290.00 - 319.99 0°¢ 0.359
Schmiedel et al. [77] 1980 12 213.01-474.96 0°¢ 6.615
Schénmann [69]* 1971 22 373.12-573.11 0.050 - 0.950 0.578f
Schramm and Miller [78] 1982 1 296.14 0° 1.418f

# Composition of phases measured by means of an analytical measurement technique. AAD given with respect to composition in mol%.

® AAD without deviations for pure vapor pressures, since these are not defined by the mixture model but by the pure-fluid reference equation of state.

¢ Dew or bubble point of a prepared mixture was identified by means of a synthetic measurement technique. AAD given with respect to saturation pressure.
9 Calculated deviation between the equation of state and the complete data set.

¢ The 2" cross virial coefficient is independent on composition.

fThe deviation is given in cm*mol™.

* Data set included in the fitting process.



54.1. Comparisons to Vapor-Liquid Equilibrium Data
An overview of the available vapor-liquid equilibrium (VLE) data
is given in Fig. 15. Within this figure, deviations between
calculated saturation pressures at given temperature and
composition and the experimental values are presented.

p/MPa
C Ahmad et al. (2013) O New Bubble Point Data
3 Coquelet et al. (2008) Y New Dew Point Data
O Kaminishi et al. (1968) v Sarashina et al. (1971)
+ Kopke and Eggers (2007) M Tsankova et al. (2016)
¢ Lasala et al. (2016) m Tsankova et al. (2017)

Fig. 15: Percentage deviations Ap / p = (Pexp — Pcaic) / Pexp between
various experimental VLE data [26, 27, 36-40, 43] and values
calculated with the new equation of state. Data points that are
outside the VLE region predicted by the model are not included.

It can be seen that the mixture model represents most of the
reliable data within deviations of about 2% in pressure.
However, based on deviations in saturation pressure it is
apparently quite challenging to make a clear statement on the
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accuracy of the mixture model. Even the new and most
accurate data measured at SINTEF Energy Research and
presented within this article exhibit a wide spread of
deviations, although the model was intensively and almost
exclusively fitted to these VLE measurements. The reason for
this becomes more evident with regard to the pressure versus
composition diagrams given in Figs. 2—8. Since argon is a super-
critical fluid at all investigated conditions, the vapor-liquid
equilibrium region of the mixture does not cover the entire
composition range. The shape of the dew line at “lower” CO,-
fractions is consequently defined by retrograde-condensation
effects. At these conditions, small changes in composition lead
to comparably large differences in saturation pressure (large
value of dp / dy). Thus, the discussion of deviations in pressure
is not meaningful over the entire range of the vapor-liquid-
equilibrium region. Nevertheless, the accuracy with regards to
this property is of special interest during the development of
the mixture model, since the standard method of fitting its
parameters to VLE information is a minimization of deviations
between calculated saturation pressures (at given T and Z) and
the experimental data. In order to provide a more meaningful
impression of the modelling accuracy, deviations in
composition (at given T and p) should be considered too.

As above-mentioned, the description of phase boundaries by
means of the new model was defined by fitting its adjustable
parameters to the new VLE data. Deviations between the data
and calculated values are shown in Fig. 16. Following the
considerations discussed in the previous paragraph, deviations
in saturation pressure as well as in composition are presented.
The data points are plotted over temperature and pressure to
get a clearer impression of their location along the phase
boundary.
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Fig. 16: Deviations between the new experimental VLE data and values calculated with the new equation of state. Depending on the location of
a state point along the dew or bubble line, the deviation in composition might be more meaningful then in saturation pressure or vice versa.
Deviations in pressure are given as Ap / p = (Pexp = Pcaic) / Pexp and deviations in composition as Azcoz = (Zcoz,exp — Zco2,calc). Data points that are

outside the VLE region predicted by the model are not included.

The mixture model represents the majority of the data within
deviations of 1 mol% in composition. Higher deviations occur
along the 213 K isotherm and in the critical region at 223 K and
243 K. During the fitting process, the representation of the data
at 213K could not be improved without deteriorating the
description of accurate data on homogeneous density and
speed of sound. This behavior is probably not caused by a
contradiction between these different data sets, but by
numerical problems that occur when evaluating the reference
equation for pure CO, below the triple-point temperature
(Tico2 = 216.59 K). With regards to the critical region data, it has
to be noted that a quantitatively accurate description of this
region is always particularly challenging not only for mixtures
but even for pure fluids. For quite asymmetric mixtures, it
requires strong and thus mathematically complex departure
terms, which are in most cases not compatible with a
reasonable extrapolation behavior beyond the experimentally
covered region. In addition, deviations in terms of composition
are less meaningful in the critical region due to the flat shape
of the phase boundaries. In this region, relatively small
uncertainties lead to
composition (large dy/dp). The deviations in saturation

in pressure large deviations in

pressure are relatively smooth along the bubble line - with
higher deviations in the critical region of each isotherm - but

exhibit significant scatter along the dew line. The reason for this
is the introductorily explained change of dp / dy along the dew
line. The highest deviations occur at medium pressures for each
isotherm, hence in the
condensation effects.

region defined by retrograde-

The pressure versus composition diagrams given in Figs. 2-8
also enable some qualitative comparisons of the VLE
description provided by other mixture models with the new
equation of state. The diagrams include the original EOS-CG
model of Gernert and Span [12], the GERG-2008 of Kunz and
Wagner [33] and the cubic equations of Soave [46] (SRK, Soave-
Redlich-Kwong) and Wong and Sandler [49] (PR WS, Peng-
Robinson equation with Wong-Sandler mixing rule). As
mentioned in Section 4.2, within the SRK the binary interaction
coefficient of Li and Yan [34] (kcoz:ar = 0.180) was employed,
whereas the parameters of the PR WS were fitted to the new
VLE data and are given in Section 4.4. In general, the new model
provides significantly more accurate results than the GERG-
2008 or the SRK. Especially for temperatures above 243 K, it
also enables a much better description of the experimental
data than the original EOS-CG model. VLE calculations with the
PR WS yield excellent results along the bubble line and for the
lowest two isotherms (213 K and 223 K) even more accurate



results than the Helmholtz-energy model presented within this
section. However, as already noted the parameters of the
PR WS were exclusively fitted to the new VLE data and do not
enable an accurate description of the available data on
homogeneous state properties.

Prior to the measurements presented in this article, the work
of Coquelet and co-workers [38] had provided the most
comprehensive and reliable VLE database including 62 data
points on five different isotherms. Thus, these data were an
important input for the description of this binary mixture within
the EOS-CG model of Gernert and Span [12]. Within the
corresponding publication Coquelet et al. [38] explain that they
obtained the data by a so-called “static-analytic” method,
which is based on sampling the liquid and vapor phase from a
fully established equilibrium. The uncertainty of the pressure
measurement is claimed to be within 0.0003 MPa. This value
seems too optimistic, since the manufacturer specifies the full-
scale stability with 0.02 MPa. The purity of the carbon dioxide
and argon samples is 99.999vol% and 99.995 vol%,
respectively. For the gas chromatograph estimated
uncertainties of 1.6 % and 0.8 % for the mole fractions of argon
and carbon dioxide in both phases are given. Since the authors
did not estimate a total combined uncertainty in terms of
pressure, it was calculated according to the propagation of
error. The estimation for an average total combined expanded
(k = 2) uncertainty is 4.5 % for the liquid phase and 2.5 % for the
gas phase. As can be seen from Fig. 15, most of the data are
represented within this experimental uncertainty except for
very few points, for which deviations in saturation pressure are
as discussed not meaningful. The overall good description of
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the data highlights the quality of the mixture model, since none
of the data points was included in the final fit.

As already described in section 4.1, Lasala et al. [35] used a
similar apparatus to measure 137 VLE data points along three
isotherms. The data deviates from the ones by Coquelet et al.
[38]. Thus, they also exhibit higher deviations to the EOS that
lead to an AAD of 1.820 mol% for the vapor phase and
3.270 mol% for the liquid phase. The data were not included in
the fitting process, since the model was fitted to the VLE data
presented within this article.

Accurate dew point measurements were performed by
Tsankova and co-workers at Ruhr-Universitat Bochum. The
results are published in Tsankova et al. [26] and recently in
Tsankova et al. [27]. Two mixtures containing 75 mol% and
95 mol% carbon dioxide were investigated in a microwave re-
entrant cavity resonator. This apparatus is designed for the
experimental determination of dielectric permittivity values. In
order to obtain dew points, the investigated sample is cooled
at isochoric conditions while the permittivity is continuously
detected. A sudden change in the derivative of this property
with respect to temperature occurs when the dew line is
crossed. Thoroughly analyzing the thereby collected data leads
to quite accurate dew point data. The total combined
uncertainty in terms of pressure are between 0.146 % and
0.303 % for the mixture containing 75 mol% carbon dioxide and
between 0.237 % and 0.391 % for 95 mol% carbon dioxide.
Deviations between these data and calculated values from the
new mixture model and the original EOS-CG model are shown
in Fig. 17. Since all data points are given with the corresponding
uncertainty, these are indicated as error bars.
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Fig. 17: Percentage deviations Ap / p = (Pexp — Pcaic) / Pexp between experimental VLE data measured by Tsankova et al. [26, 27] and values
calculated with the new equation of state (top) as well as calculated with the original EOS-CG model of Gernert and Span [12] (bottom).

Although these data were not available for the development of
the original EOS-CG model, the binary function represents all
dew points of the 95 mol% mixture within their uncertainty.
Thus, only the representation of the 75 mol% mixture needed
to be improved in the refit. As apparent in the deviation plots,
the new model enables a description of all data points within
their experimental uncertainty. This aspect is particularly
important, since it allows for a reliable statement on the
uncertainty of calculated VLE properties with respect to
saturation pressure. Conservatively estimated, this uncertainty
is below 0.4% the
compositions.

for experimentally investigated

In addition to the data discussed above, dew and bubble point
measurements of Ahmad et al. [40]and Sarashina et al. [43] as
well as complete VLE data sets of Kaminishi et al. [39] and
Kopke and Eggers [36, 37] are available. However, comparisons
with the model and the reliable VLE data presented here and
by Coquelet et al. [38] show that these data are of lower

accuracy or simply obsolete. Thus, none of these data sets was
included in the fitting process.

54.2. Comparison to Homogeneous Density Data

Highly accurate density data in the homogeneous gas phase
were published by Ben Souissi et al. [28] in a temperature range
of 273.15 K to 323.15 K and for pressures up to 9.1 MPa. The
authors investigated two different mixtures at 50 mol% and
75 mol% carbon dioxide. The measurements were performed
by means of a two-sinker magnetic suspension densimeter. The
combined expanded (k=2) uncertainty was calculated
according to GUM and is stated to be within 0.033 %. The same
apparatus was used to obtain the data of Yang et al. [29]. These
data cover the same temperature and pressure range for a CO,-
rich mixture containing 95 mol% carbon dioxide. The total
expanded combined uncertainty of the data for this mixture is
0.043 %. Comparisons between both data sets and the mixture
model are given in Fig. 18 for all three compositions along
selected isotherms.
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Fig. 18: Percentage deviations Ap/ p = (pexp — Praic) / Pexp between highly accurate experimental density data measured by Ben Souissi et al. [28]
and Yang et al. [29] and values calculated with the new equation of state at selected isotherms. For further comparisons, deviations to values
calculated with the original EOS-CG model of Gernert and Span [12], the GERG-2008 by Kunz and Wagner [33], and the SRK by Soave [46]

(kcoz+ar= 0.180 from [34]) are presented as well.

The new model represents most of these data within their
experimental uncertainty. However, for some points the
deviations are somewhat higher, especially at elevated
Further fitting of these data

deviations, but always led to a less accurate description of other

pressures. reduced these
properties. Thus, minor concessions had to be made in order to
enable a description that represents the best compromise
along all types of data. Still the AAD between the new model
and the data of Ben Souissi et al. [28] is 0.016 % and thus
exceptionally small. The data of Yang et al. [29] are represented
with an AAD of 0.037 %. The new mixture model provides for

both data sets a significantly more accurate description than
the original EOS-CG model. Thus, it can be noted that the
accuracy of the model presented here was significantly
enhanced by the experimental work carried out after the
development of the EOS-CG model.

Prior to the initially discussed measurements with a two-sinker
densimeter Yang et al. [72] measured the gas density of two
CO,-rich mixtures with a single-sinker densimeter. The authors
calculated a combined expanded (k = 2) uncertainty of 0.12 %.
Within this uncertainty analysis the composition was found to
be the main contributor. During the fitting process it was not



possible to set up a functional form that would reproduce the
data within their experimental uncertainty. As apparent in Fig.
19, all isotherms exhibit a systematic offset. Since the
corresponding publication contains density measurements in
pure carbon dioxide, which are in good agreement with the
reference equation of state, it seems unlikely that the offset is
caused by an error in the apparatus. Discussions with the
authors lead to the result that the reported composition does
not agree with the one of the investigated sample, because of
adsorption effects in the measuring cell or insufficient purging
of the system. In order to prove this, the composition was
adjusted to the equation of state during the fitting process.
Thereby, the compositions were corrected from 95 mol% to
93.25 mol% and from 99 mol% to 97.873 mol%. As a result, the
offset vanished. None of these or the original data points was
included in the final fit, but the corrected data set was used for
comparisons.
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Fig. 19: Percentage deviations Ap/ p= (Oexp = Peatc) / Pexp betWeen
experimental density data measured by Yang et al. [72] and values
calculated with the new equation of state at selected isotherms.
Compositions are as given in the corresponding reference without
any corrections.

The single-sinker densimeter technique was also employed by
Wegge [71]. The author carried out measurements in two
gaseous mixtures containing 50 mol% and 75 mol% CO,. The
data cover temperature from 253.15K to 453.15K and
pressures up to 20 MPa. Exemplary comparisons to the results
are shown in Fig. 20.
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Fig. 20: Percentage deviations Ap / p = (Oexp — Pralc) / Pexp between experimental density data measured by Wegge [71] and values calculated with
the new equation of state at selected isotherms. For further comparisons, deviations to values calculated with the original EOS-CG model of
Gernert and Span [12], the GERG-2008 by Kunz and Wagner [33], and the SRK by Soave [46] (kco2+ar = 0.180 from [34]) are presented as well.

The author provides total expanded (k =2) uncertainties for
every state point that range from 0.047 % to 0.123 % for the
equimolar mixture and from 0.032 % to 0.130 % for the sample
containing 75 mol% CO,. As apparent from the deviation plots
in Fig. 20, neither the new model nor the original EOS-CG model
represents the data within their experimental uncertainty.
Especially at low temperatures and elevated pressures both
models deviate considerably from the data. Personal
communication with the author revealed that filling the utilized
densimeter at these conditions is challenging and that the
mixture might have decomposed during this process. However,
while the resulting shift in composition would be a satisfying
explanation for high deviations of a single isotherm, it
contradicts with the good reproducibility of the results of the
different, independent measurement runs performed at low
temperatures and elevated pressures. Since the data are
currently being further evaluated by the author and no other
experimental data were available to prove the trend of the
data, they were not included in the final fit of the present
mixture model. Nevertheless, it should be noted that a more
intensive fitting of the data at supercritical temperatures

probably would have led to a description that matches the
experimental uncertainty at these conditions.

The two initially discussed references by Ben Souissi et al. [28]
and Yang et al. [29] provide by far the most accurate density
data for the system CO, + Ar. Nevertheless, some other sources
of data were used to fit the mixture model or were at least of
interest for the validation of the model. A rough overview of
the data situation is given in Fig. 21, which shows deviations
between the new equation of state and the available data at
various compositions along four different isotherms. In one of
the deviation plots included in Fig. 21 the data situation at
about 300K is presented. With regards to this isotherm it
becomes evident that the overlapping data of Kestin et al. [66],
Mantovani et al. [68], and Al-Siyabi [62] are of low accuracy.
Thus, these data were not included in the fitting process and
will not be discussed here. The work of Altunin and Koposhilov
[65] is one of the most comprehensive experimental studies of
the thermophysical properties of CO, + Ar. A detailed analysis
of their data revealed inconsistencies at pressures higher than
about 5 MPa and other references were found to be more
reliable; their data were consequently not used to fit the
mixture model.
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Fig. 21: Percentage deviations Ap / p= (Pexp — Pealc) / Pexp between various experimental density data [28, 29, 43, 62, 63, 65, 66, 68, 69, 71, 72] and

values calculated with the new equation of state at selected isotherms.

Abraham and Bennett [63] published compressibility factors
over a wide range of compositions and for pressures up to
100 MPa. These values were converted into gas densities and
partly included in the fitting process to shape the functional
form at elevated pressures. Within the corresponding
publication no details about the experimental apparatus are
provided, but some information regarding uncertainties is
given. The temperature and pressure measurements are
accurate within 0.01°K and 0.01%,
investigated samples contained impurities of up to 0.1 mass%,

respectively. The

which means a relatively high level of contamination. The
compressibility factors are given as smoothed values with four

digits resulting in a rounding error of 0.1 % to 0.3 %. Thus, the
given uncertainty of 0.14 % is quite questionable. An estimation
of a combined expanded uncertainty as calculated in this work
lead to a more realistic average value of 0.24 % and a maximum
uncertainty of 0.65%. These results are in line with the
minimum deviations obtained during the fitting process and are
shown for some isotherms in Fig. 21. The AAD between the data
and the mixture model is 0.184 %. Thus, the model agrees with
the data within their experimental uncertainty.

A comprehensive experimental data set was published by
Schonmann [69]. This study includes gaseous mixtures with



eight different compositions at temperatures up to 573 K and
pressures up to 60 MPa. The data was obtained by means of
the Burnett method. The author estimates the overall
uncertainty for the compressibility factor to be within a range
of 0.04% to0.3%. Since the corresponding publication
provides relatively detailed information on the accuracy of the
employed experimental set-up this total combined uncertainty
was recalculated in order to avoid “overfitting” the data. The
uncertainty with regards to pressure is given with 0.0002 bar,
whereas the uncertainty in temperature is stated to be 0.06 K
for temperatures up to 100 °C and 0.16 K up to 300 °C. The
estimated uncertainty in composition is 0.5 mol%. Considering
all given uncertainties, the recalculated total combined
expanded (k = 2) uncertainties range from 0.06 % to 0.72 %. As
shown in Fig. 21 the mixture model represents the data with a
deviation of 0.08 % for pressures up to 3 MPa and 0.3 % for
pressure up to 30 MPa. At higher pressures, the offset increases
to0 0.5 %. The AAD between this data set and the mixture model
is 0.079 % and thus clearly within the experimental uncertainty
range.

The experimental work of Tsankova and co-workers [26] was
mentioned above within the discussion of the VLE database.
The microwave re-entrant cavity resonator employed to obtain
the presented dew point measurements also allows for the
determination of homogenous gas densities. In fact, these
densities are not directly measured but calculated from
dielectric permittivity values. For these data, no exact
uncertainty analyses were carried out, but the accuracy was
estimated by means of the overlapping and highly accurate
measurements of Ben Souissi et al. [28]. The total combined
expanded (k = 1.73) uncertainty was thereby estimated to be
within 0.3 %. With regard to the deviations shown in Fig. 22,
this estimation seems to be reasonable. The new mixture
model agrees with these data with an AAD of 0.177 %.
Unsurprisingly this AAD agrees with the estimated uncertainty,
since the model was fitted to the experimental data of Ben
Souissi et al. [28]. Although the data of Tsankova and co-
workers consequently are not the most accurate values, they
are mentioned here for completeness. In addition, their work
demonstrates that the technique leads to reliable mixture
densities, that can be obtained comparably quickly, namely
within one day per isotherm.
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Fig. 22: Percentage deviations Ap/ p=(Oexp — Peaic) / Pexp bEtWeen
experimental density data measured by Tsankova et al. [26] and
values calculated with the new equation of state. For further
comparisons, deviations to overlapping data points from the most
accurate density measurements by Ben Souissi et al. [28] and Yang
et al. [29] are presented as well.

5.4.3. Comparisons to Speed of Sound Data

Speed of sound data are always of high interest during the
fitting process of mixture models or pure-fluid equations of
state, since calculating this property requires the combination
of multiple different derivatives of the functional form.
Consequently, fitting such data has a strong impact on the final
equation of state. In addition, by thorough experimental work
quite low uncertainties can be achieved, which makes this type
of data very valuable for fitting. The database for the speed of
sound in CO, + Ar is unfortunately very limited. Two sources of
experimental results are available, namely the dissertation of
Al-Siyabi [62] and the work of Wegge et al. [30]. During the
fitting process, the data of Al-Siyabi [62] were found to be of
low accuracy, which is most likely caused by their means of
filling the apparatus with the sample. During the filling process,
the author had no technical capability to heat the mixture
above its critical temperature. Consequently, the almost
isenthalpic expansion when filling the mixture from the cylinder
into the measuring cell results in crossing the two-phase region,
which leads to a shift in the composition of the investigated
sample. With regard to the systematic offset of the data, as
evident in Fig. 23, this explanation seems plausible. The



measurements of Al-Siyabi [62] were therefore not used to fit
the present mixture model.
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In their publication Wegge et al. [30] describe a supercritical
filling procedure. Due to the use of this method and the overall

thoroughness of their experimental work, the presented data

1':; ST = ' R are deemed to be of quite high quality. The measurements
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Fig. 23: Percentage deviations Aw / W = (Wexp — Weaic) / Wexp between
experimental speed of sound data [30, 62] and values calculated with
the new equation of state.
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2008 by Kunz and Wagner [33], and the SRK by [46] (kcoz2+ar= 0.180 from [34]) are presented as well.



The mixture model represents most of the data within their
experimental uncertainty, except for some points at low
temperatures and higher pressures. The original EOS-CG model
of Gernert and Span [12] was developed prior to the publication
of these experimental results and is thus in surprisingly good
agreement with the data. In fact, the points that cannot be
reproduced within their experimental uncertainty by means of
the new model, also significantly deviate from the EOS-CG.
Since Wegge and co-workers carried out comparisons between
the data and the EOS-CG, these higher deviations are discussed
within the corresponding publication. Finally, the authors
identified some data points for which they assume pre-
condensation effects caused by sound-indicated pressure
waves. In Fig. 23 to Fig. 25 these points are depicted with
different symbols and indicated as “rejected points”. Pre-
condensation effects seem to be possible in the vicinity of the
phase boundary. With regards to Fig. 25, only some of the
measurements for the CO,-rich mixture were carried out that
close to the saturation line.
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Fig. 25: p,T-diagrams along isochors calculated with the new
equation of state for the two compositions covered by the
experimental speed of sound data of Wegge et al. [30]. The location
of the data is presented with regard to the phase boundary.
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For the other state points, other factors contributed to higher
uncertainties and thus larger deviations from the mixture
models. Including all data points, the AAD to the new model is
0.106 %, whereas rejecting the less reliable points leads to an
AAD of 0.04 %.

5.5. Extrapolation Behavior

As briefly discussed before, the development of empirical
mixture models based on experimental data is particularly
challenging, since the Helmholtz-energy function has to be
shaped within a multidimensional surface defined by
temperature, density, and composition. Thus, only parts of this
large surface are defined by experimental data. In order to
ensure that the final model also yields reasonable results in
state regions where it was not fitted to experimental data,
diagrams of various state properties are consistently calculated
from preliminary models during the fitting process. The
validation of these diagrams is of special interest in state
regions defined by extreme values of temperature, pressure, or
density. A smooth extrapolation behavior of the model is
crucial not only to ensure reasonable results at extreme
conditions, but also in technically relevant state regions that
are not sufficiently covered by the experimental database. In
Fig. 26, the pressure is plotted over enthalpy, density, and
temperature. Within these property plots the mixing behavior
is shown for pressures up to 1 GPa and temperatures up to
3000 K in the p,h-diagram and 10000 K in the p, p-diagram. Even
at high temperatures and pressures the isolines are smoothly
shaped and no bumps or crossings are found. In addition to
these plots, a variety of other diagrams were calculated and
validated including a selection of derivatives of the Helmholtz
energy function. Based on these validations, the overall
extrapolation behavior of the mixture model was found to be
excellent. However, it has to be noted that especially at very
high pressures or temperatures below the triple point of pure
CO; (Tico2 = 216.59 K), the formation of solid structures has to
be considered. Since the present model enables only the
description of fluid phases, additional models and algorithms
(as implemented within the software package TREND) are
required to predict solidification (see, e.g., Jager and Span [24]
and Jager et al. [79]) .
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5.6. Estimated Uncertainties of Calculated Properties
Based on comparisons to the most recent and accurate VLE
measurements presented within this article, the uncertainty of
VLE data calculated from the new mixture model for CO, + Ar is
within 1 mol% except for temperatures below the triple point
of pure CO; (Ticoz = 216.59 K) and in the critical region at low
temperatures (T<243K). For the uncertainty in saturation
pressure, reliable estimations are only possible for dew points
of the experimentally investigated mixtures containing
75 mol% and 95 mol% CO,. Within a temperature range from
253 Kto 291 K this uncertainty is below 0.4 %. Over most of the
composition range and for temperatures up to 573K,
homogenous densities in the gas phase and in supercritical
states can be calculated with an uncertainty of 0.3 % for
pressures up to 30 MPa and 0.6 % for pressures up to 100 MPa.
For the molar composition of 50 mol%, 75 mol%, and 95 mol%
CO,, highly accurate homogeneous gas densities were used to
fit the mixture model within a temperature range from 273 K to
323 K and for pressures up to 9 MPa. Thus, the maximum
uncertainty of calculated gas densities in this temperature and
pressure region is within 0.035 % for the 50 mol% and 75 mol%
CO; mixture and within 0.045 % for the mixture containing
95 mol% CO,. The uncertainty of calculated liquid densities
cannot be estimated, since no reliable poT data are available in
this state region. Comparisons to the reliable speed of sound
data in the gas phase at 50 mol% and 75 mol% CO, for
temperatures up to 500 K and pressures up to 8 MPa yield an
estimated uncertainty of the model below 0.06 %.

In general, the present mixture model is valid over the entire

fluid state region. However, estimating uncertainties of

calculated properties is only possible in state regions that are
covered by reliable experimental data or at least by data of
known accuracy. Since the extrapolation behavior of the model
was carefully constrained even at extreme values of
temperature and pressure, calculated properties at other
conditions than above-discussed are in most cases within the
same order of accuracy. Nevertheless, for more detailed
information about the quality of calculated data in a state
region of interest, the experimental database as presented in
Table 17 should be evaluated thoroughly.

6. Conclusions

A thorough investigation of the CO, + Ar mixture system has
been reported. The investigation has produced both new and
accurate phase equilibrium data and a new multiparameter
fundamental equation of state based on explicit expression of
the Helmholtz free energy. In addition, the accurate new phase
equilibrium data has been used to fit a scaling-law model to
predict the critical point as well as a Peng-Robinson equation of
state with Wong-Sandler mixing rule.

The new phase equilibrium data cover a large part of the VLE
region of the system, spanning from 213 K to 299 K in
temperature, and from 0.4 to 16 MPa in pressure. 7 vapor-
liquid equilibria (VLE) isotherms have been measured, at the
temperatures 213, 223, 243, 263, 273, 283, and 299 K, including
both dew and bubble points. 213 K is below the triple point of
CO,, and here also phase equilibria including solids have been
investigated: liquid-solid equilibria (LSE) above the three-phase
line and vapor-solid equilibria (VSE) below the three-phase line.



LSE and VSE measurements have been performed by measuring
the pressure and composition of the liquids (freezing points)
and vapor (frost points), respectively, in equilibria with solid
CO,. Finally, the three-phase line itself (VLSE) has been
investigated. All measurements have been performed with
great accuracy, and a thorough uncertainty analysis has been
performed. The total, combined accuracy in terms of mole
fraction is for a large part of the data estimated to be 0.015 %
for bubble point measurements and 0.014 % for dew point
measurements. In the critical regions and for phase equilibria
involving solids, the estimated uncertainties are higher, up to
0.1 %. The relative measurement uncertainty estimates in
pressure varies between 0.014 and 0.06%. Estimated
temperature measurements uncertainty ranges from 1 to 13
mK. The new data have been compared with existing data
where relevant, but the isotherms at 213, 243, and 263 have
not previously been covered by a self-consistent data set, and
the new data set extends further towards the critical point for
all isotherms than previously reported work. The only previous
report involving solids for CO, + Ar equilibria was on two
freezing points 100 K below the 263 K isotherm of the current
work.

Based on the new data accurate estimates of the critical points
at each investigated temperature are provided by fitting a
scaling law-model to the VLE data in the critical region, with
uncertainties ranging from 0.02 to 0.2 % in composition and 1
to 7 kPa in pressure. The data have also been used to fit a Peng-
Robinson equation of state with Wong Sandler mixing rules, the
formulation of Mathias and Copeman for the alpha correction,
and the NRTL formulation for the Gibbs free energy. With
temperature dependent fitting coefficients, this model
provides good fit with the experimental data.

In addition to the Peng-Robinson-Wong-Sandler model, the
new VLE data were used to develop an improved Helmholtz-
energy-explicit mixture model. The fitting process was
enhanced by other accurate and recently established data for
homogeneous density, speed of sound, and dew-point
pressure. The mathematical structure of this model enables the
calculation of all types of highly-accurate thermodynamic data
by combining derivatives of the functional form. The
uncertainty of calculated VLE data is within 1 mol% except for
temperatures below the triple point of pure CO,
(Tico2 = 216.59 K) and in the critical region at low temperatures
(T<243 K). Homogeneous state properties are mostly
described within the experimental uncertainty of the most
accurate underlying data used to fit the model. The new model
will be implemented in an extended multi-fluid mixture model
for the description of carbon-dioxide-rich mixtures with various
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impurities as relevant for CCS applications, which is developed
at RUB, Bochum.
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Appendix A. Measurements of the three-phase line at
213.5K

This appendix provide a more detailed description of the

measurements of the three-phase line at 213.15 K of this work.

In Fig. A.1, the measured cell pressure and stirrer operation in
most of the 100 hours preceding measurement V5 is shown.
During this period, several sample series were extracted before
the final samples included in V5, which where extracted at
around the time 105 hours. Since the bellows was not in
operation, each sampling series led to a drop in pressure,
whereas the impact of the stirrer was not so systematic. As



usual, the pressure of the data point, p;, was measured right
before the first sample of V5, whereas the unsystematic
standard uncertainty in pressure set to 4.1 kPa, which includes
all the extreme measured values in pressure during the last 40
hours before V5 was measured, with the exception of periods
when the system was pushed away from equilibrium due to
sampling.

In Fig. A.2, a similar plot is shown for the many hours leading to
the liquid data point L1. The data point pressure and its
unsystematic uncertainty is estimated like for V5. Even though
the paths leading to V5 and L1 were quite different, the two
measurements of pressure were in agreement taking into
account their respective uncertainties.
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Fig. A.1: Estimation of pressure standard deviation for vapor data
point V5 at the three-phase line at 213.146 K.
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Fig. A.2: Estimation of pressure standard deviation for liquid data
point L1 at the three-phase line at 213.146 K.
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