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PREFACE  

This book contains all manuscripts approved by the reviewers and the organizing committee of the 

12th International Conference on Computational Fluid Dynamics  in the Oil & Gas, Metallurgical and 

Process Industries. The conference was hosted by SINTEF in Trondheim in May/June 2017 and is also 

known as CFD2017 for short. The conference series was initiated by CSIRO and Phil Schwarz in 1997. 

So far the conference has been alternating between CSIRO  in Melbourne and SINTEF  in Trondheim. 

The conferences  focuses on  the application of CFD  in  the oil and gas  industries, metal production, 

mineral processing, power generation, chemicals and other process industries. In addition pragmatic 

modelling  concepts  and  bio‐mechanical  applications  have  become  an  important  part  of  the 

conference. The papers in this book demonstrate the current progress in applied CFD.  

The conference papers undergo a review process involving two experts. Only papers accepted by the 

reviewers  are  included  in  the  proceedings.  108  contributions were  presented  at  the  conference 

together with  six  keynote presentations. A majority of  these  contributions  are presented by  their 

manuscript in this collection (a few were granted to present without an accompanying manuscript).  

The organizing committee would like to thank everyone who has helped with review of manuscripts, 

all  those who  helped  to  promote  the  conference  and  all  authors who  have  submitted  scientific 

contributions. We are also grateful for the support from the conference sponsors: ANSYS, SFI Metal 

Production and NanoSim. 

Stein Tore Johansen & Jan Erik Olsen 
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ABSTRACT
Aggregate shape and structure significantly impact rheological
properties of fluids in many fields such as extractive metallurgy,
oil field drilling and mineral processing. The morphology of the
aggregates determines the porosity of solid structures and their di-
mensions, which in turn affects the solid-liquid and solid-solid in-
teractions in the mixture, and hence the rheology of the system.
Aggregates can undergo morphological changes induced by shear
flow. The response of aggregate mixtures in terms of rheology as a
function of their shear history has thus been studied in many fields
(Coufort et al., 2005) with experimental approaches. Numerical in-
vestigations of aggregation dynamics and aggregate restructuration
have also been conducted in low Reynolds conditions (Frungieri
and Vanni, 2016), or using free draining approximation, in which
the fluid particle interactions are exclusively through Stokesian drag
(Eggersdorfer et al., 2010). In this study, a fully coupled Eulerian-
Lagrangian approach is developed to evaluate the restructuring of
aggregates in shear flows for low Reynolds numbers. In particu-
lar, a Discrete Element Method (DEM) is used for particle track-
ing, coupled with Lattice Boltzmann Method (LBM) for solving
the liquid flow. An Immersed Boundary Method (IBM) is incorpo-
rated so that primary particle shapes and hydrodynamic interactions
between particles are fully resolved (Niu et al., 2006). Selected
particle-particle interaction models have been implemented in the
DEM to represent the mechanical behaviour of aggregates. General
attractive and repulsive force models, and the bending moment as
described by Pantina and Furst (2005) have been included.

Artificial aggregates were created and characterized using fractal di-
mension and radius of gyration. The evolution of these shape indi-
cators over time has been studied while aggregates are subjected to
a shear flow. Preliminary results obtained with fully coupled liquid-
solid simulations were also compared with results based on the free
draining approximation. In fully coupled simulations, significant
perturbations in the flow field were observed due to the presence
of particles, which leads to a significant difference in aggregate’s
restructuring. Different solid interaction contributions and their un-
derlying impact on aggregate restructuring have been compared, at
a given shear rate. While increasing shear or maximum cohesion
forces lead to denser aggregates, effect of tangential forces on the
aggregate’s morphology appears to be more complex. Also, tangen-
tial forces were found to have a tendency to favor aggregate break-
age.

Keywords: Aggregates, shear flow, restructuring, CFD-DEM, free
draining, lattice-Boltzmann method, immersed boundary method. .

NOMENCLATURE

Greek Symbols
α Acceleration force coefficient, [kg].
β Velocity force coefficient, [kg · s].
γ Force contribution, [N].
γ̇ Shear rate, [s−1].
ρ Mass density, [kg ·m−3].
µ Dynamic viscosity, [Pa · s].
ξ Spring elongation, [m].
ω angular velocity, [rad · s−1].
Ω LBM collision operator, [ ].
δ Regularized Dirac function, [ ].
∆ Step, [ ].

Latin Symbols
AH Hamaker constant, [J].
A Surface area, [m2].
D f Fractal dimension, [ ].
f LBM quantities, [ ].
f Volume force, [N ·m−3].
F Force, [N].
J Tensor of inertia, [kg ·m].
m Mass, [kg].
N Number of particles, [ ].
NBorn Born constant, [ ].
P Projection matrix, [ ].
q LBM solution vector, [ ].
Rg Radius of gyration, [m].
Rp Particle radius, [m].
S Structure factor, [ ].
T Torque, [N ·m].
t Time, [s].
v Velocity, [m · s−1].
V Force potential, [J].

Sub/superscripts
f Fluid.
i Index i.
j Index j.
M Marker point.
n Normal component.
t Tangential component.
p Particle.
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INTRODUCTION

The efficiency of most industrial processes involving fluid-
solid systems strongly depends on aggregate behaviours,
either directly or through their impact on rheological pa-
rameters of the fluid-solid mixture. In mineral processing
(Laskowski and Ralston, 2015) or liquid metal treatments
(Zhang and Thomas, 2003), shear induced aggregation is of-
ten used to form bigger aggregates which are easier to re-
cover. In extractive metallurgy as well as in the oil sand in-
dustry, aggregation of colloidal clay particles in the tailings is
necessary to separate them out (Plumpton, 2013). Whatever
the material they are made of, floc and aggregate properties
are conditioned by the flow conditions (Vaezi G. et al., 2011;
Khashayar Rastegari et al., 2004; Coufort et al., 2005; Daoud
et al., 2011).
Aggregates are formed by primary particles that come suf-
ficiently close to each other, so that they undergo cohesive
forces. When they are transported in a fluid phase, they ex-
perience hydrodynamic forces that compete with the cohe-
sive forces holding them together. Consequently, in such
conditions, their morphology evolves, which impacts both
the distributions of the hydrodynamic stresses and the con-
tact/cohesive forces within the aggregate.
Early attempts to predict the aggregation kinetics are a cen-
tury old, when Smoluchowski (1917) first gave the equation
to predict the net rate of aggregation of particles based on
collision frequency. However, his work did not explain the
underlying mechanics. Earlier, due to the complexity of the
physics, the aggregates were assumed to be of simple shapes
such as spheres, and stresses across the sphere were calcu-
lated in shear flow to predict its rupture (Bagster and Tomi,
1974). Later, porosity of aggregates was taken into account
by Adler and Mills (1979). However, it was concluded by
Sonntag and Russel (1987) that this approach was not sup-
ported by experimental data as it did not take into account
the complex shapes of aggregates.
With the advancements in computational resources, attempts
were made to model evolution of aggregates composed of
discrete particles. Using the Discrete Element Method
(DEM) (Cundall and Strack, 1979), it became possible to
model the forces between every primary particle. For hy-
drodynamic forces, free-draining approximation has been ex-
tensively used (Chen and Doi, 1989; Potanin, 1993; Becker
et al., 2009; Eggersdorfer et al., 2010). It assumes that each
particle experiences Stokesian drag as if no other particle
were present in its vicinity. Brady and Bossis (1988) devel-
oped Stokesian Dynamics (SD) which accurately accounts
for the impacts of hydrodynamic interactions on aggregates
(Harshe et al., 2011; Vanni and Gastaldi, 2011; Seto et al.,
2012; Harshe and Lattuada, 2012; Conchuir et al., 2014; Ren
et al., 2015). However, SD is only valid for spheres and is
accurate only for low Reynolds conditions. Schlauch et al.
(2013) have developed a Finite Element Method (FEM) in
which Stokes equation is discretized and solved over the sur-
face. Again, this approach is limited to low Reynolds con-
ditions, but allows complex shape primary particles. Im-
mersed Boundary Method (IBM) (Peskin, 1972) is now be-
ing widely used for full coupling between complex shape ob-
jects and full Navier-Stokes flow solver. Different variants of
IBM have proven able to handle even high Reynolds condi-
tions (Yang and Stern, 2013; Taira and Colonius, 2007; Lācis
et al., 2016). Schlauch et al. (2013) have done a compara-
tive study of these coupling methods (namely, FEM, SD and
LBM), however, their particles were fixed in a fluid flow. Till

now, fully coupled liquid-solid simulations are still very rare
due to their high computation cost, thus there remains a lack
of understanding about the impact of hydrodynamic interac-
tions on the aggregate structures.
Lattice Boltzmann methods (LBM) have proved efficient to
solve the flow field around complex shapes. Binder et al.
(2006) used LBM to compare results with accelerated SD
and Schlauch et al. (2013) used LBM to resolve the flow
around their fixed aggregates.
In various studies, different force models have been used de-
pending on the physical system. Commonly used models in-
clude spring-dashpot model (Kadau et al., 2002; Iwashita and
Oda, 1998; Seto et al., 2012). Other studies have used DLVO
model to describe the normal forces in colloidal systems
(Becker and Briesen, 2008; Becker et al., 2009; Ren et al.,
2015; Conchuir et al., 2014; Harshe et al., 2011). Even mag-
netic models have been used is specific studies (Dominik and
Nübold, 2002). Normal forces have thus been extensively
studied, however, in many systems such as colloidal suspen-
sions, tangential forces have also been observed (Pantina and
Furst, 2005) and modelled (Becker and Briesen, 2008). Still,
no study has been done so far to quantify the relative effect
of the involved forces in restructuring of an aggregate.
From all these works that have been conducted so far, it ap-
pears that in many systems, cohesive forces between primary
particles have both tangential and normal components. The
way the hydrodynamic forces are balanced by the contact
forces is what drives the restructuring of aggregates. It is thus
expected that the relative weight of the two contributions of
the cohesive force may significantly impact the morpholog-
ical changes of the aggregates. Using fractal dimension to
characterize aggregate morphology, we have compared the
relative effect of selected forces in a shear flow. The forces
that we have considered are maximum attractive force, drag
force and maximum bending moment.
Due to the major role of the drag force in the problem, pre-
liminary studies using IBM in Lattice-Boltzmann simula-
tions have also been conducted and compared to the free-
draining approximation.

SIMULATION SETUP AND NUMERICAL METHODS

Generation and characterization of initial aggre-
gates

Aggregate size and density are the most natural quantities
to characterize aggregates (Gregory, 1997). Several stud-
ies have worked on relating these two properties through
the concept of fractal dimension (Gregory, 1997; Woodfield
and Bickert, 2001; LI and Ganczarczyk, 1989; Bushell et al.,
2002). It is defined on the basis that the mass of an aggre-
gate scales as a power of its size, this power being the frac-
tal dimension. This allows to characterize morphology us-
ing a unique quantity. To ensure that fractal dimension is
a valid way to characterize aggregate morphological evolu-
tions, simulations have been run for 10 different aggregates
with the same fractal dimension (D f ) and the same number
of particles (N), namely D f = 2.30±0.01, radius of gyration
(Rg) = 22.76 ±.01µm and N = 50, as represented in figure 1.
To estimate the fractal dimension, is has been derived from
the number of particles and the radius of gyration, which are
straightforward to calculate.

N = S
(

Rg

Rp

)D f

(1)

In equation (1), S is the static structure factor, for which there
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1 2 3 4 5

6 7 8 9 10

Figure 1: The 10 artificially created initial aggregates that have
been used in the simulations (N = 50, D f = 2.30±0.01),
Rg = 22.76± .01µm

exists an empirical expression as a function of the fractal di-
mension (Gmachowski, 2002).

S=

√1.56−
(

1.728−
D f

2

)2

−0.228

D f(
2+D f

Dp

)D f
2

(2)
Some studies (Harshe et al., 2011) also include radius of
gyration (Rg) to characterize an aggregate. However, since
equation (1) includes Rg, there is no need to track it along
with D f .
The initial structures of the simulated aggregates (see fig-
ure 1) were produced algorithmically. An initial sphere is
placed, then all the other spheres are added one after the other
to the aggregate. Each new sphere is placed at random posi-
tion relative to another existing sphere. Sixteen (16) random
positions are tested for every new sphere, and the chosen po-
sition is the one that yields the fractal dimension that is clos-
est to the target fractal dimension. This process is repeated
until the aggregate contains the desired number of primary
spheres.

Discrete Element Method

To study the restructuring of an aggregate, each particle has
to be tracked independently. In the Discrete Element Method
(DEM) (Cundall and Strack, 1979), all forces acting on ev-
ery individual particle are calculated, and the equations of
motion for all particles are solved.
Forces are evaluated at each time step by iterating over every
individual particle and all particle pairs that are closer than
a given maximum interaction distance. Then particle veloci-
ties and positions are updated. After that, the next time step
starts again by calculating the forces applied to each parti-
cle, as well as computing interphase coupling forces when
the liquid flow is resolved, and so on. The forces applied to
each individual particles (driving forces) and to particle pairs
(interaction forces) are described in the next section. Parti-
cle velocities are calculated by solving Newton’s equations
of motion for every particle.

m
d~vi

dt
= ∑~Fi (3)

J
d~ωi

dt
= ∑~Ti (4)

To solve these equations, we use a semi-explicit approach
where all forces that depend on particle acceleration and ve-
locity are accounted for as linear functions, represented by
coefficients α and β in equation (5).

mp
d~v
dt

= α
d~v
dt

+β~v+~γ (5)

The term~γ contains the forces that do not depend on particle
motion. The velocity calculation at each time step comes di-
rectly from equation (5) following a semi-implicit approach,
which yields a simple linear equation.

mp
~v(t +∆t)−~v(t)

∆t
=

α
~v(t +∆t)−~v(t)

∆t
+β~v(t +∆t)+~γ (6)

Equation (6) is solved for~v(t +∆t).

~v(t +∆t) =

(
mp−α

∆t

)
~v(t) +~γ

mp−α

∆t
−β

(7)

The equation for the angular moment is expressed in the
same way, and it is solved similarly.
In this specific study, α = 0 and particle inertia is negligible,
so equation (7) practically boils down to~v=−~γ/β. However,
inertia has been kept in the solver since it helps stabilize the
particle motion when interaction forces see very steep vari-
ations, and it is physically there anyway. Finally, particle
position is updated with the new velocity.

~x(t +∆t) =~x(t)+∆t~v(t +∆t)+
∆t
2
(~v(t +∆t)−~v(t)) (8)

This integration scheme, while not being of high order accu-
racy, helps stabilizing the interactions between primary parti-
cles since it dissipates energy from the otherwise purely elas-
tic interactions, but it preserves the maximum values of the
different forces. Due to the low inertia of the particles, the
acceleration term is negligible, except for the few time steps
when new bonds are created between primary particles.
The DEM is only a tracking method for the primary particles
that the aggregate is made of. All the interesting physics
must be captured by the force models that are included. The
forces here are of two nature, driving forces and pair particle
interactions.

Forces involved

In a solid-liquid system, the dynamics of every primary parti-
cle is governed by primarily two types of interactions: inter-
particle forces and hydrodynamic forces.
DLVO theory has been used to represent particle interactions,
which includes Van der Waals forces as cohesive forces. Nor-
mal forces then derive from a potential (V ). Since the con-
sidered primary particles are spherical, a simplified form for
the potential has been used (Hamaker, 1937).

VVDW(s) =− −AH

12(s−2)
(9)

Here, AH is the Hamaker constant, and s is the non-
dimensional distance between two particles. Attractive Van
der Waals forces must be balanced by a steeper very short
range force that prevents particle from overlapping. Born re-
pulsion (Feke et al., 1984) plays this role.

VBorn(s) =
AHNBorn

s

[
s2−14s+54

(s−2)7

+
60−2s2

s7 +
s2 +14s+54

(s+2)7

]
(10)
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Here, Nborn is the Born constant. When combined, these two
attractive and repulsive contributions form an energy barrier
that must be overcome for particles to separate. This energy
barrier corresponds to a maximum attractive force.
Moreover, a tangential force has been included. This tangen-
tial force is responsible for providing a bending moment to
the aggregates similar to that seen in an elastic rod (Becker
and Briesen, 2008). In this model, when two particles come
close and stick to each other due to cohesive forces, they in-
teract in an elastic manner modelled by springs (kt ) whose
elongation (ξ) corresponds to the relative tangential displace-
ment of the interacting particles.

d~ξi j

dt
= (1−~ni j⊗~ni j)(~v j−~vi)−2Rp (~ω j×~ni j) (11)

where i and j are particle indices, ~v is their velocity, ~ω is
their angular velocity and ni j is the unit vector pointing from
the center of particle i to the center of particle j. Force and
moment depend on spring elongation (ξ).

~Fj = kt (~ξi j−~ξ ji) (12)

~Tj = 2Rp kt~n ji×~ξ ji (13)

The maximum bending moment that particles can exert on
each other is fixed through a critical elongation (dmax) after
which springs can no longer elongate. Thus, the maximum
tangential force between a pair of particles is kt ·dmax.
All the values for the constants (AH , NBorn, kt and dmax) were
chosen so that the forces cover a range that is expected for
2 µm clay particles in water. The overall set of conditions
that have been tested is summarized in tables 1 and 2. (dmax)
has been chosen as 2% of particle’s diameter.
The driving forces for aggregate restructuring are hydrody-
namic forces. In this study, two approaches haves been
considered: Free Draining Approximation and Immersed
Boundary Method.

Free Draining Approximation

In the free draining approximation, it is assumed that the hy-
drodynamic forces acting on a particle are not affected by
the presence of other particles. They do not account for the
perturbation of particles on the fluid flow. Thus, it is only
a one-way coupling. It tends to overestimate the forces as
it does not compensate the surface area of primary particles
shielded by other particles. It is calculated using Stokes’ law,
since the particle Reynolds number remains small in the con-
sidered cases. A pure shear flow is imposed for the liquid
phase.

~Ff/p = 6πµRp(~vp− γ̇z~ex) (14)

~Tf/p = 8πµR3
p(~ωp−

1
2

γ̇~ey) (15)

where µ is the dynamic viscosity of the fluid, index p is for
particle properties and γ̇ is the shear rate in liquid flow.
To resolve the hydrodynamic interactions between particle,
such as shielding, two-way coupling is required and a flow
solver is needed. A lattice Boltzmann method has been used
for that.

Lattice Boltzmann Method

Aggregate restructuring is driven by particle contacts. Inter-
action forces have very steep variations according to inter-
particle distance and collision are instantaneous events, thus

the time and the length scales induced by the particle interac-
tions are much shorter than the ones of the liquid flow. Thus,
an explicit method is well suited to solve for the fluid flow,
since flow evolutions will be slow compared to other physical
mechanisms that put stronger constrains on the time steps.

Lattice Boltzmann methods have become the most common
explicit flow solvers. Moreover, the inherent difficulty to use
complex meshes in such methods has also led to the devel-
opment of several ways to represent solid boundaries inside
the fluid phase, which is also a significant asset for the study
of aggregate restructuring, since changes in the contacts be-
tween particle make it particularly difficult to represent par-
ticles using mesh boundaries.

For these reasons, a lattice Boltzmann method has been used
for simulations in which the liquid flow was resolved. Lattice
Boltzmann methods are based on the resolution of the Boltz-
mann equation (16) in which the flow field variables are only
solved as moments of the probabilities (f ) associated to a
given mass at a given position in space, moving at a given
velocity.

∂f
∂t

+~c ·~∇x f = Ω(f )−~f ·~∇c f (16)

ρ =
∫
R3

f (~c)d~c ρ~u =
∫
R3
~c f (~c)d~c

Once discretized over a lattice, that is a finite set of positions
in space and a finite set of velocities (~ci) at which mass prob-
abilities can travel from one node to its neighbours during
a time step, the Boltzmann equation can be solved explic-
itly using a time-splitting approach, where the dynamics are
solved in two steps: collision and streaming. Hereafter, ex-
ternal volume forces (~f) are accounted for during the colli-
sion step, that is, included into the so-called collision opera-
tor (Ω).

streaming︷ ︸︸ ︷
fi(~x+~ci ∆t, t +∆t)=

collision︷ ︸︸ ︷
fi(~x, t)+Ωi

(
f (~x, t),~f(~x, t)

)
∆t (17)

Bhatnagar et al. (1954) have expressed the collision opera-
tor as a relaxation towards an equilibrium state (which for
kinetic theory of gases corresponds to the lattice-discretized
Maxwell distribution) and through which the flow dynam-
ics can satisfy the Navier-Stokes equations, under the condi-
tion that some unphysical high order terms that appear due
to the discretization remain low. More recently developed
lattice-Boltzmann methods operate the relaxation in a pro-
jection of the probabilities (f ) on another basis than lattice
velocities (~ci), which allows to relax different combinations
of their moments with different relaxation coefficients. Such
Multiple-Relaxation-Time (MRT) approaches (D’Humières
et al., 2002) offer a way to segregate between physical and
unphysical terms in the equation and to damp the unphysical
high order terms, widening the set of conditions under which
Navier-Stokes equations are satisfied with a good accuracy.

There is then a matrix
[
P
]

to operate the projection between
the probabilities and the set of moments that are relaxed. In
this study, the collision operator described by Eggels and
Somers (1995) is used. The relaxed moments are chosen so
that flow field quantities directly appear in a so-called solu-
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tion vector (q).

f (~x+~c, t +1) =
[
P
]−1 ([1]+ [Ω])

q−︷ ︸︸ ︷[
P
]

f (~x, t)︸ ︷︷ ︸
q+

(18)

q± =

∣∣∣∣∣∣∣∣∣∣∣∣∣

ρ

ρ~u± 1
2
~f

ρ(
[
~u⊗~u

]
)+ρ

±1−6ν

6ν
(
[
∇~u
]
+
[
∇~u
]>

)

One of the nice properties of such a collision operator is that
the external forces are applied during the collision step, and
the projection matrix (

[
P
]
) gives a direct relation between the

probabilities (f ) and the corresponding momentum change at
each time step (that is the relaxation of the first order mo-
ments of the probabilities). It has been leveraged for the
solid-liquid coupling method, as well as for boundary con-
ditions, where shear stress was imposed as an external force
to get a shear flow.

Immersed boundary method

Due to the ease to exchange momentum with the liquid
phase through the chosen collision operator, the coupling
with the solids is achieved using the momentum exchange
based boundary developed by Niu et al. (2006). The surface
of the particles is described by marker points, distributed as
regularly as can be on the particle surface, each weighted to
the area of the surface element it corresponds to, as shown
on figure 2.
The coupling between the marker points (M) of the solids and
the lattice nodes for the liquid is achieved by interpolating the
quantities using regularized Dirac functions (δ) as described
by Roma et al. (1999). The values of the probabilities are
thus interpolated at the marker point position (~xM), and the
force contribution of each marker point to the coupling be-
tween the two phases is calculated using bounce-back (stop-
ping the flow) and adding the momentum that corresponds to
the solid phase at this position, weighted by surface element
area. The resulting force (~fp/ f ) is then distributed on the fluid

Figure 2: Representation of a sphere using a surface distribution of
marker points (+) and their corresponding surface ele-
ments (each represented with a different color)

Figure 3: Aggregate 1 (see figure 1) placed in a pure shear flow so
that its center of mass lies in the zero velocity plane

nodes using the same regularized Dirac function.

fM = ∑
~x

f (~x)δ(~xM−~x) (19)

~fM =

marker weight︷︸︸︷
AM ∑

i

( full way bounce back︷ ︸︸ ︷
fM(−~ci)− fM(~ci)+

solid velocity︷ ︸︸ ︷[
P
]−1
(~ci)

ρ~uM

)
~ci (20)

~fp/ f (~x) = ∑
M

~fM δ(~xM−~x) (21)

Due to the way of computing the coupling force (~fp/ f ), it
ensures that the fluid velocity, after the collision operator is
applied, is the velocity of the solid. On the other hand, the
force and the torque acting on the solids are the sum of the
reciprocal actions.

~Ff/p =−∑
M

~fM (22)

~T O
f/p =−∑

M
(~xM−~xO)×~fM (23)

Since this coupling method forces the fluid surface corre-
sponding to the solid boundary to behave like a solid, the
action of the fluid inside the solid must be cancelled. To do
that, in the equation of motion that is solved in the DEM, an-
other external force is applied to every resolved particle that
opposes inner fluid inertia. To make sure that this force can
be easily estimated, another surface boundary is forced in-
side the particle, so that viscous effects between the forced
layers make the motion of the inner fluid follow a solid body
motion.
Then, the inertia of the inner fluid should be removed by in-
troducing a virtual force in the DEM as a coefficient for the
acceleration term, see α in equation (5), but here, since the
particle density and the fluid density are the same it would
have made the equation degenerate. Inner fluid inertia has
been kept for numerical reasons, but it has no impact on the
physical results since particle Stokes number is very low any-
way.

Simulation cases

Initial aggregates as presented in figure 1 were introduced in
laminar pure shear flows, as shown is figure 3. Aggregates
restructure due to the forces it experiences from the flow and
the fractal dimensions (D f ) are recorded over time.
To study the relative effect of the different forces on the evo-
lution of fractal dimension, several variations of the forces
were considered. Equations 9 and 10 show that for a given
particle diameter, the maximum cohesive force depends on
the Hamaker constant AH . For clay colloidal systems, AH is
generally of the order 10−20 J and Born (NBorn) constant can
have values between 10−18 to 10−23, which gives maximum
cohesive force in the order 10−9 N. Pantina and Furst (2005)
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AH (J) (Fn)max (N) kt (N/m) (Ft)max (N) γ̇ (s−1) (Ff/p)max (N)
5.92×10−21 10−9 2.5×10−2 10−9 2652.59 10−9

5.92×10−22 10−10 2.5×10−3 10−10 265.259 10−10

5.92×10−23 10−11 2.5×10−4 10−11 26.5259 10−11

Table 1: Simulation parameters: values of the physical constants and corresponding maximum forces

suggest that the maximum tangential force is of the order
10−11 N. Also, it is common to see shear rates of 100 s−1 in
experiments involving colloidal aggregates. The maximum
shear-induced force between two particles can be estimated
based on the drag force and the variation of velocity across a
particle diameter.

Ff/p ∼ 12πµ γ̇R2
p (24)

The cohesive interactions within the whole aggregate will
need to balance the driving force. However, these cohesive
interactions are summed over chains of particles that all see
different flow velocities. In the 50 particle aggregates, parti-
cle chains are about a dozen of primary particles long. This
is why the estimation of (Ff/p)max was increased by an order
of magnitude than the calculated value from equation (24).
For a clay colloidal system with primary particles that would
be 2 µm in diameter, this gives a value of the order of 10−10

N.
The reference case was then chosen with a maximum at-
traction force ((Fn)max = max(‖~FVDW + ~FBorn‖)) of 10−9 N,
a maximum tangential force ((Ftang.)max) of 10−11 N and a
shear induced force ((Ff/p)max) of 10−10 N. To reflect the
relative variations of these parameters, forces have been ex-
pressed as their ratio to the shear induced force, which were
then varied from 0.01 to 100. Table 1 lists all the physical
values AH , kt and γ̇ that have been varied for the simulations,
and their corresponding force magnitudes. Table 2 lists all
the simulation cases and the corresponding force ratios. In
such conditions, the Reynolds number, calculated based on
the shear rate, varies from 10−4 to 10−2.
The LBM and DEM schemes used for this research fol-
low the same approach as described in Kroll-Rabotin et al.
(2012). In this study, the simulations were performed in a
domain of 2003 nodes, with each node of size 0.2µm. Time
step for each iteration was of the order 10−9 s.

RESULTS AND DISCUSSION

Fractal Dimension as a morphology indicator

To address the question of the relevance of fractal dimensions
(D f ) as the single morphology indicator, all tested conditions
have been repeated for 10 aggregates with the same fractal
dimension. The number of particles and the primary particle
diameter were always kept constant.
Figure 4 shows the evolution over time of the fractal dimen-
sion of the 10 aggregates (see figure 1) for various force ra-
tios. Although it is hard to make any quantiative observation
from such different curves, all these plots show that in all
cases, all 10 aggregates follow the same trend and undergo
the overall same transformation after some time, be it break-
age or reaching about the same fractal dimension. The be-
haviour of aggregates number 8 (in the second line) and num-
ber 7 (right hand side of the third line) give confidence in the
fact that observations extracted from the whole set of aggre-
gates can be interpreted as general rules. Indeed, its appar-
ent initial imbalance makes it behave quite differently from
all other aggregates during most simulation’s early stages.

However, after some morphological evolution, it ends up fol-
lowing the same trends and reach the same fractal dimension
as all the others. The final states that are observed thus seem
not to be too dependent on the initial structure of the aggre-
gates.
Due to the negligible inertia in different cases, the evolution
trends of the aggregate morphologies did not depend on the
force magnitudes, only the time scale of the problem would
change. As a consequence, cases with the same force ra-
tios were not repeated to see effectiveness of D f as the sin-
gle morphological parameter. Table 2 lists all the cases that
have been considered along with the resulting morphological
evolution of the aggregates. When aggregates did not break,
their morphology has been characterized by their time aver-
aged fractal dimension over a rotation. Indeed, the antisym-
metric part of the deformation rate in the flow corresponds to
a rotation with a revolution period of 4π/γ̇. Since aggregates
never stop rotating in such a flow, and their fractal dimension
may keep changing with their orientation relative to the shear
direction, only time averaged fractal dimensions (〈D f 〉) dis-
played in table 2.

〈D f 〉= lim
τ→∞

1
4π/γ̇

∫
τ

τ−4π/γ̇

D f dt (25)

Several force ratios yield aggregate breakage, in which case it
is meaningless to compare the fractal dimension of the parts
to the one of the initial aggregate, since the limited number
of particles in aggregates has a strong influence on the fractal
dimension. In such cases, the time before breakage of the ag-
gregate in such conditions is reported in table 2, since this is
the most significant parameter to capture the breakage rate in
population balance studies that could make use of the results
presented here.

Relative effect of the different force components

In table 2, highlighted cells in light red are those which broke
during the simulation run, while those in grey broke in the
very beginning of the simulation.
When shear prevails compared to attractive forces ((F∗n ) <
1), aggregates break immediately. This can obviously be ex-
plained since normal forces are the ones that oppose the tear-
ing apart of primary particles, and prevent the aggregate from
breaking. Aggregate cohesion in the end boils down to co-
hesive interactions between primary particles. However, as
soon as there is enough cohesion between primary particles,
the way forces are distributed within the aggregate will vary
depending on the relative contributions of the tangential and
normal interactions.
When (F∗n ) is kept constant, tangential forces appear to have
a significant impact on aggregate breakage or structure. In-
creasing (F∗t ) tends to favor aggregate breakage. Indeed, as
general rule of thumb tangential forces within the aggregate
reduce the normal forces between particles. If forces act-
ing on an aggregate are transmitted between primary particle
through tangential interactions, there is less attractive con-
tribution opposing the total tearing force, which means that
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Figure 4: Evolution of fractal dimension (D f ) over time for several force ratios. Lines stopping before the end of the time axis mean that the
corresponding aggregate broke in such conditions.
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Aggregate label (see figure 1)
(Ff/p)max (F∗n ) (F∗t ) 1 2 3 4 5 6 7 8 9 10

10−11 1 1 44.0 2.2579 2.3057 2.3183 2.2806 2.3188 2.0364 2.2106 2.2954 2.3524
10−11 1 10 44.0 248.0 2.3218 752.0 644.0 2.2626 67.0 2.2085 2.2878 2.2971
10−11 1 100 42.0 14.0 587.56 620.0 570.6 464.0 16.0 2.2043 298.0 2.2628
10−11 10 1 2.2483 2.2793 2.3218 2.3171 2.3120 2.3093 2.3398 2.2592 2.2982 2.3608
10−11 10 10 2.2979 2.2961 2.3574 2.3271 2.3113 2.3098 2.3136 2.2759 2.3043 2.3485
10−11 10 100 2.2995 2.2818 2.2944 2.3074 2.2991 2.3168 68.04 2.2769 2.3055 2.3481
10−11 100 1 2.2611 2.2924 2.3219 2.3155 2.3275 2.3173 2.3331 2.2607 2.3021 2.3575
10−11 100 10 2.3155 2.295 2.3131 2.3269 2.3351 2.3135 2.3219 2.2754 2.3073 2.3437
10−11 100 100 2.2928 2.3181 2.3531 2.3195 2.3114 2.3137 2.3342 2.2736 2.3295 2.3454
10−10 0.1 0.1 0.2 0.12 0.2 1.12 0.16 0.24 0.2 0.2 0.2 0.16
10−10 0.1 1 0.12 0.08 0.08 0.08 0.08 0.08 0.08 0.04 0.08 0.04
10−10 0.1 10 0.08 0.12 0.04 0.2 0.04 0.16 0.04 0.04 0.08 0.04
10−10 1 0.1 2.6101 2.5396 2.6218 2.6094 2.6200 2.5492 2.4305 2.6330 2.6223 2.5729
10−10 1 1 5.2 2.4513 2.4131 2.327 2.4308 2.3605 2.2812 2.3508 2.371 2.4401
10−10 1 10 4.32 38.16 149.2 28.8 62.52 753.2 6.68 184.2 2.1066 2.0403
10−10 10 0.1 2.5875 2.5370 2.5839 2.5666 2.6371 2.4621 2.4574 2.5947 2.5449 2.5992
10−10 10 1 2.3161 2.2998 2.3875 2.4255 2.4025 2.4078 2.4232 2.3905 2.3423 2.3926
10−10 10 10 2.3342 72 2.3646 2.3379 2.3346 2.3220 2.3103 2.3325 2.3304 2.3676
10−09 0.01 0.01 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
10−09 0.01 0.1 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
10−09 0.01 1 0.04 0.08 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
10−09 0.1 0.01 0.24 0.28 0.56 0.2 0.24 0.16 0.04 0.48 0.04 0.16
10−09 0.1 0.1 0.16 0.16 0.04 0.12 0.04 0.32 0.04 0.04 0.04 0.04
10−09 0.1 1 0.24 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
10−09 1 0.01 1.12 2.4923 13.48 23.08 53.8 2.5436 2.5342 2.5799 2.5237 2.5734
10−09 1 0.1 2.5546 2.5559 2.5205 2.6169 2.6278 2.4944 2.4929 2.6138 2.5969 2.6111
10−09 1 1 0.56 2.6076 2.5966 2.5247 2.6154 2.5426 2.5405 2.5636 2.5354 2.5772

Table 2: Overview of the simulation results in terms of fractal dimension (〈D f 〉) or time undergoing shear (in milliseconds) until breakage (in
highlighted cells) for all 10 aggregates. Cells in grey indicate that the aggregates broke at the very beginning of the simulation. In
cases highlighted in red, aggregates broke after significant morphological evolution.

Aggregate label (see figure 1)
(Ff/p)max (F∗n ) (F∗t ) 1 2 3 4 5 6 7 8 9 10

10−11 1 1 2.1897
10−11 1 10 2.1839 2.1254 2.2886 2.0721 2.3174
10−11 1 100 2.1949 2.3079 2.0888 2.3153 2.077 2.2667 2.3019 2.28
10−11 10 100 2.3183
10−10 0.1 0.1 2.2966 2.3016 2.298 2.2979 2.302 2.3049 2.3 2.3053 2.2967 2.2999
10−10 0.1 1 2.2979 2.3012 2.2989 2.303 2.3014 2.3047 2.2998 2.3049 2.2963 2.2995
10−10 0.1 10 2.2986 2.2998 2.2992 2.2991 2.3019 2.3042 2.2993 2.3043 2.2958 2.2991
10−10 1 1 2.1487
10−10 1 10 2.188 2.138 2.2568 2.2377 2.0754 2.1651 2.3176 1.9251
10−10 10 10 2.3007
10−09 0.01 0.01 2.2887 2.2961 2.2921 2.2974 2.3002 2.3052 2.3027 2.3001 2.2988 2.3061
10−09 0.01 0.1 2.2872 2.2937 2.2895 2.2953 2.2953 2.3022 2.2998 2.2952 2.2949 2.3017
10−09 0.01 1 2.2851 2.2744 2.2873 2.2938 2.2904 2.2979 2.2969 2.2924 2.289 2.2982
10−09 0.1 0.01 2.1961 2.2205 2.0394 2.2584 2.2624 2.2927 2.3048 2.3031 2.3017 2.3091
10−09 0.1 0.1 2.238 2.2515 2.2938 2.2781 2.2975 2.2133 2.302 2.2979 2.298 2.3054
10−09 0.1 1 2.1839 2.2911 2.2898 2.2958 2.2925 2.3014 2.2989 2.2924 2.2924 2.3007
10−09 1 0.01 1.8635 2.0177 2.0238 1.8928
10−09 1 1 2.1292

Table 3: Instantaneous fractal dimension (D f ) just before breakage (see table 2)
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Figure 5: Mean fractal dimension as a function of the two interaction force contributions
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Figure 6: Evolution of the mean fractal dimension as a function of
tangential interactions

the tearing force must oppose a weaker net attractive force in
order to break the aggregate.
Comparing the final fractal dimension (〈D f 〉) of aggregates
in conditions where they do not break, shows the impact of
the different force contributions on the final shape of the ag-
gregate. As expected, when (F∗n ) varies while (F∗t ) remains
constant, aggregates tend to be denser: they show a higher
fractal dimension. Conversely, the higher (Ff/p)max (in the
non-breaking range), the higher 〈D f 〉.
However, the dependence of fractal dimension on the tan-
gential force ratio (F∗t ), when other forces are kept constant,
shows that the rule of thumb derived from breakage observa-
tion only captures very approximately the role of such forces.
Indeed, figure 5 shows that their actual impact differs de-
pending on other parameters, such as the value of (F∗n ), but
there is no clear trend. Some cases show a steep decrease
of the fractal dimension when F∗t increases, but others, cor-
responding to relatively high values of F∗n , show an inverse
relation, though in a much less sensitive manner.
Another way to look at the relative effects of the different
forces is presented in figure 6. In this figure, a single value
for the fractal dimension is reported for every simulated con-
dition, it is calculated by averaging all the fractal dimensions
of the 10 aggregates, with the aim to observe general trends.
In order to try to capture as much morphological evolutions
as possible in this single characteristic value, in cases where
aggregates broke, their instantaneous fractal dimension at the
instant they broke was used for the averaging step. These in-
stantaneous fractal dimensions D f are shown in table 3.
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Figure 7: Evolution of the mean fractal dimension as a function of
the ratio of the two components of particle interactions

All curves in figures 6 and 7 relate evolutions of the fractal
dimension to the tangential force ratio, for various combi-
nations of the other forces. Tangential force ratios have been
scaled relatively to the drag (figure 6) and to the normal force
component figure 7) but none of these comparisons show any
definite trend. There is an expected overall tendency of the
fractal dimension to increase when tangential interactions are
low, however, the most striking feature of figures 6 and 7 is
the particularly high number of data points that fall outside
of the main trend.

Results from IBM

Since free draining approximation does not account for the
flow perturbation induced by particles on the force acting on
every particles, results from such an assumption are expected
to be inaccurate in cases where fractal dimension (D f ) in-
creases to high values over time. A few simulations were run
with fully resolved flows using an LBM+IBM approach, to
account for the impact of multiphase coupling on the aggre-
gate behaviour.
Figure 8 shows how aggregate number 1 evolved under high
shear and with interaction forces of the same order of mag-
nitude as the shear induced force. First, in such conditions,
this aggregate broke quickly when using the free draining
approximation, while the LBM+IBM simulation did not give
such result. This difference, in itself, shows an obvious im-
pact of the coupling on the aggregate behaviour. Now, when
looking at the flow perturbation induced by the presence of
the aggregate in the pure shear, this tells a little more about
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Top view

Side view Side view (cut)

Figure 8: Aggregate 1 (see figure 1) after 1.2 ms under similar
conditions as the last line of table 2 but resolved with
LBM+IBM. The red surface is an iso-surface of the ve-
locity perturbation for the characteristic velocity differ-
ence due to the shear at the scale of primary particles,
see (26)

the difference in behaviour.
The flow perturbation is represented with an iso-surface of
the velocity difference between the pure shear and the re-
solved flow with the aggregate. The value corresponding of
the iso-surface is the velocity scale given by the shear rate
and the diameter of primary particles.

‖~v− γ̇z~ex‖= 2 γ̇Rp (26)

The arrows on figure 8 show the liquid velocity direction, and
consequently the shear experienced by the aggregate. From
this, it clearly appears that particle chains aligned with the
flow are shielded by the aggregate region that faces the flow.
Many particles, inside the red bubbles, are much more pro-
tected from the shear forces than what is considered in the
free draining approximation.
Simulations with resolved flows take much longer to run,
but also, the complex nature of the hydrodynamic interac-
tions between particles make them hard to study in a similar
way as what has been done with fractal dimension. To cap-
ture their impact and shed light on some trends, many more
simulations must be run, but more importantly pre- and post
processing tools and methods must be developed so that the
simulation results can be properly interpreted.

CONCLUSION

In this work, a preliminary attempt at understanding the rel-
ative roles of the multiple forces acting within an aggregate
undergoing shear has been presented. While the effect of co-
hesive forces and shear forces was well established, the rel-
ative study of tangential forces showed that their combined
effect with other forces is complex. Although no quantitative
observations nor clear tendencies depending with respect to
other forces could be derived from the results, it was con-
firmed that tangential forces tend to decrease the cohesive
forces within the aggregate. Although the force ratios that
characterize the flow conditions and aggregate properties in
this study seem similar to Shields numbers, as commonly de-
fined to characterize granular flows (Ouriemi et al., 2009) the
systems that it was applied to are too different from ours to
directly correlate our study with them. The elastic nature of
the interactions within colloidal systems, and the importance
of discrete interactions in relatively small aggregates yield

very different behaviours so that no critical Shields number
seem to characterize aggregate restructuring.
This work is a pioneer in using IBM to couple solids with
fluid in aggregate restructuring studies. The behaviour of an
aggregate as simulated using LBM+IBM was compared to its
free draining approximation counterpart. It showed that there
is a significant difference in aggregate behavior when hydro-
dynamic interactions are taken into account. Thus, numerical
simulations with LBM+IBM will give more accurate results
than free draining approximation, as the flow perturbations
due to every particles will be fully resolved.
Finally, all these preliminary numerical investigations al-
ready confirmed a few expected restructuring behaviours,
and illustrated the complexity of studying aggregate restruc-
turing even under very controlled conditions, with simplified
interactions. But more importantly, they have demonstrated
the feasibility and the suitability of the LBM+DEM+IBM ap-
proach for such a problem, and confirmed the need for such
numerical investigations. Now that the method has been de-
veloped and applied to this problem, more extensive studies
covering various interactions and flow conditions involving
higher Reynolds and Stokes numbers promise to yield valu-
able knowledge on aggregate restructuring.
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