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PREFACE

This book contains all manuscripts approved by the reviewers and the organizing committee of the
12th International Conference on Computational Fluid Dynamics in the Oil & Gas, Metallurgical and
Process Industries. The conference was hosted by SINTEF in Trondheim in May/June 2017 and is also
known as CFD2017 for short. The conference series was initiated by CSIRO and Phil Schwarz in 1997.
So far the conference has been alternating between CSIRO in Melbourne and SINTEF in Trondheim.
The conferences focuses on the application of CFD in the oil and gas industries, metal production,
mineral processing, power generation, chemicals and other process industries. In addition pragmatic
modelling concepts and bio-mechanical applications have become an important part of the
conference. The papers in this book demonstrate the current progress in applied CFD.

The conference papers undergo a review process involving two experts. Only papers accepted by the
reviewers are included in the proceedings. 108 contributions were presented at the conference
together with six keynote presentations. A majority of these contributions are presented by their
manuscript in this collection (a few were granted to present without an accompanying manuscript).

The organizing committee would like to thank everyone who has helped with review of manuscripts,
all those who helped to promote the conference and all authors who have submitted scientific
contributions. We are also grateful for the support from the conference sponsors: ANSYS, SFI Metal
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ABSTRACT

Bubble columns are widely used in the chemical industry because
of their simple design and high efficiency. The scale-up of these
kinds of columns is challenging and time-consuming. Since high
throughput is targeted, they are operated in the heterogeneous bub-
bling regime where the flow is complex and turbulent. Large-scale
bubble columns can in principle be simulated using continuum
models (TEM/MFM) with closures from more detailed models
such as Front Tracking (FT) or Volume of Fluid (VOF). Multi-fluid
models are capable of predicting the flow field, but to accurately
describe mass transfer rates, an accurate interfacial area of the
bubbles is required as well as mass transfer coefficients for dense
bubble swarms. This requires the MFM to be coupled with models
that can predict bubble size distributions. The Discrete Bubble
Model (DBM) can be scaled up but the bubble-bubble interactions
make it computationally very intensive.

Stochastic Direct Simulation Monte Carlo (DSMC) methods treat
the bubbles in a discrete manner while more efficiently handling
the collisions compared to the DBM. The DSMC model has earlier
been used for very small particles in the size range of Angstroms
to microns where the particles are purely inertial at high Stokes
numbers. In the work of Pawar et al. (2014) this was used for
micrometer sized particles/droplets where this method proved to be
60 to 70 times faster than more classical methods like the Discrete
Particle Model (DPM).

In this work the DSMC method has been extended to finite sized
bubbles/particles in the order of millimeters. A 4-way cou-
pling (liquid-bubble-bubble) is achieved using the volume-averaged
Navier Stokes equations. The model is verified first for mono-
disperse impinging particle streams without gas. Then the model
is verified with the DBM of a 3D periodic bubble driven system.
The collision frequencies are all within 10 percent accuracy and the
speed up achieved per DEM time step is nearly 10 times compared
to the DBM, which facilitates simulation of large systems.

Keywords: Euler-Lagrange methods, bubble dynamics, opti-
mization, stochastic methods, DSMC .

NOMENCLATURE

Greek Symbols

p  Mass density, [kg/m’]

4 Dynamic viscosity, [kg/ms]

€ Porosity, [—]

T Shear stress, [N/m?]

¢  Volumetric momentum source term, [N/
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Latin Symbols

F  Force (vector), [N]

P Pressure, [Pa

u  Continuous phase velocity vector, [/s]
v Discrete phase velocity vector, [7/s]

g Gravitational acceleration vector, [/s?]
V  Discrete phase volume, [m’]

R Bubble radius, [m]

Sub/superscripts

b discrete phase

l continuous phase

L Laminar

T  Turbulent

bub bubble

flow flow

INTRODUCTION

Bubble columns

Bubble column reactors are widely used as gas-liquid con-
tactors in the chemical and energy industries. A wide variety
of processes like absorption, fermentation, Fischer-Tropsch
synthesis, waste water treatment, bio-reactors etc. are
operated in bubble columns. The design of such columns is
based on parameters such as throughput, conversion, type
of reactions etc. The industrial grade columns with large
throughputs have volumes in the range of 100-300 m?>.
Larger columns are also employed for bio-processes like
fermentation (3000 m?) and waste water treatment (20000
m?) (Deen et al., 2012).

Figure 1 shows a schematic representation of a bubble
column. Often, bubble columns are equipped with internal
parts, depending on the application. If the reaction is highly
exothermic, cooling tubes will be present inside the column.
Catalyst particles may also be suspended in the liquid phase
to facilitate faster conversion of the reactants.

The bubble dynamics and bubble size distribution inside
the column dictate the liquid phase flow. This in turn
controls the rate of mass transfer from the bubble to the
liquid phase and also the heat transfer with submerged heat
exchange tubes. Modeling of such bubble columns is very
challenging and typically empirical correlations (Chaudhari
and Ramachandran, 1980) are used even today. Recent
advances in computational power and techniques have made



S. Kamath, J. T. Padding, K. A. Buist, J. A. M. Kuipers

it possible to simulate the flow structures in such columns
which occur at multiple time and length scales.

Multi-scale approach

A multi-scale approach can be employed to simulate the
complex fluid flow in a bubble column (see figure 2). At the
lowest level methods such as Front-Tracking (Unverdi and
Tryggvason, 1992) and Volume of Fluid (van Sint Annaland
et al., 2005) methods are used to simulate the behaviour
of a single bubble or a group of interacting bubbles rising
through the liquid phase. An Euler-Lagrange approach, such
as the Discrete Bubble Model (DBM), is used to simulate
larger length and time scales. This method uses closures
from the above methods because the flow field around a
bubble is not completely resolved. The DBM is a suitable
method to understand the influence of bubble-bubble in-
teractions and bubble wall encounters on large scale flow
structures. The method becomes computationally expensive
when simulating dense bubbly flows because every bubble
is tracked explicitly and the bubble-bubble encounters have
to be resolved in time. Therefore, at the industrial scale,
Euler-Euler approaches are used with closures from the
intermediate scale (Deen et al., 2004a).

Gas Outlet

O

Liquid
Outlet

Gas Inlet

Figure 1: Schematic diagram of a bubble column.

Euler-Euler

Euler-Lagrange

Grid Size

System Size

DNS

Figure 2: Multiscale approaches at different time and length scales.
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Problems with Euler-Euler approach

Euler-Euler approaches such as the Multi Fluid Model
represent the bubble phase with different size classes.
Coupled conservation equations are solved for each size
class with suitable closures. The interactions among the
different considered phases need to be explicitly defined.
Bubble-bubble interactions are not accounted for nor the
naturally occurring phenomena of coalescence and break-up.
Dedicated external models, such as the population balance
models, have to be integrated with the Multi-Fluid Model to
account for coalescence and break-up (Zhang, 2007).

In the work of (Zhang, 2007) the range of bubble sizes is
assumed to be 2-4 mm while the other parameters such as
drag, lift etc. are assumed to not vary much. Therefore a
two-fluid approach is employed. This limits the range of
bubble size, which influences the dynamics of the column.

Objective

The main objective of this work is to develop an Euler-
Lagrange model that can be used for large scale simulation
of bubble columns (10-100 ). Bubble-bubble and
bubble-wall interactions are one of the bottlenecks in the
computational speed of the simulation. Therefore to resolve
this issue, a stochastic Direct Simulation Monte-Carlo
(DSMC) approach is used to execute the collisions. Pawar
etal. (2014) and Du et al. (2011) have shown that the method
is nearly two orders of magnitude faster than the DBM,
but there are limitations to the approach with respect to the
length scale of the simulation and the volume fraction of the
discrete phase (Pawar et al., 2014). This work aims to extend
the DSMC approach to larger object sizes (in the order of
millimeters) and to resolve the volume fraction limitation.
Furthermore, this work aims to extend the method so that
it can handle bubble-bubble collisions efficiently. Addition
of a fluid phase where the fluid phase forces also contribute
considerably to the bubble dynamics, adds an extra level
of complexity because these have to be considered in the
calculation of the collision frequency.

In the next sections, the method is briefly described and the
model verification results are presented.

MODEL DESCRIPTION
Discrete phase

DSMC methods are normally associated with a parcel
approach where a group of discrete objects are represented
by one simulated object. The systems for which this method
was developed are molecular systems that have finite/large
Knudsen number (Bird, 1994). In this work the DSMC
method has been extended to larger discrete phase sizes
(in the order of millimeters) with low Knudsen number.
For simplicity a parcel size 1 is chosen, but in future work
we will also explore larger parcel sizes. The bubbles are
tracked individually where the momentum equations (see
equations 1 and 2) need to be solved to obtain new velocities
of the particles. Pawar er al. (2014) have reported a major
speed boost with the DSMC model compared to the discrete
particle approach with the same parcel size.

The bubble is assumed to be incompressible and the density
of the bubble is also assumed to be constant. Forces consid-
ered here are gravitational (F¢), pressure (Fp), drag (Fp),
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lift (Fy), virtual mass (Fyys) and wall lubrication (Fy ) (see
equation 2).

d(v)
PV ar

d(Vi,)

=YF—
Py i

v ey

YF =Fg+F,+Fp+FL+Fyy+Fy 2

The drag, lift and wall forces used here are from Tomiyama
et al. (1995, 2002). The drag correction for bubble swarms
is included from Roghair ez al. (2011). A more detailed ex-
planation about the forces and closures used can be found in
works of Darmana et al. (2006); Jain et al. (2014).

Liquid phase hydrodynamics

The liquid phase dynamics are described by the volume av-
eraged Navier-Stokes equations coupled with the continuity
equation (see equations 3 and 4).

(g
%‘FV-SZPIUZO 3)
t
0
@ +V.gpuu=—-VP-V.g14+€pig+0¢ (4)

g; represents the local liquid fraction and ¢ represents the lo-
cal momentum source term for the force exerted by the bub-
bles on the liquid. The shear stress term T; is given by:

%= g (Vo) + (Vo) AV ow) )

where

(6)

ur, arises from the convection term when the Navier-Stokes
equations are volume averaged and the Boussinesq eddy vis-
cosity assumption. Deen et al. (2001) have compared differ-
ent turbulence models with experimental data in the Euler-
Euler framework for a square bubble column. They con-
cluded that the large eddy simulation outperforms the k — ¢
model. Therefore, the same framework as Deen et al. (2001)
was chosen for the liquid phase. ur; is closed with the
sub-grid scale eddy viscosity expression given by Vreman
(2004):

Heffl = ML+ MT

)

O O j

ur, = pic @)

Table 1: Terms in the Vreman SGS model. Vreman (2004)

Term Definition
c 2.5C?
Ju |
(x .
" Bx i
Bij A7 OOty

Bo  PBiiB2— Bt + BriP3z — Bis + BoaPaz — B35

where C; is the Smagorinsky constant, the rest of the param-
eters are given by table 1. A similar approach has been used
by Darmana et al. (2006) and also by Jain et al. (2014).
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NUMERICAL SOLUTION METHOD
Time marching

In most of the Euler-Lagrangian frameworks the discrete and
the continuous phases are time-marched in an alternate fash-
ion with intermediate coupling. Therefore there is a flow
time-step Oty and a bubble time-step &pup. Ot fioy is di-
vided into a fixed number of sub-steps of duration fy,,,. Dur-
ing &fyyp, the forces acting on each bubble are recalculated
based on the local Eulerian flow-field. The bubble time-step
Oty can be divided into several more time steps based on the
collision frequency calculated for every bubble. More details
about this are given in the section "Discrete phase dynam-
ics".

The major difference in time marching between the deter-
ministic approach employed by Darmana et al. (2006) and
the stochastic approach used in this work is the resolution
of the lowest time scale. In the deterministic approach, the
collision times are explicitly calculated and a list is main-
tained to sequentially perform the collisions in the ascending
order of their collision times. In the stochastic approach, the
collision times are not determined, but rather collisions take
place based on a probabilistic approach. This is described
with more details in section "Discrete phase dynamics".

Coupling

The coupling between the phases dictates the flow field in
the column. Therefore the mapping procedure between the
grid cells has to be considered carefully. Kitagawa et al.
(2001) have proposed to use a Lagrangian template function
for the volume fraction of the dispersed phase. Similarly
Deen et al. (2004b) proposed a fourth order polynomial
function for mapping the forces and volume fraction. The
width of the distribution is set based on the bubble size.
This makes the mapping independent of the size of the
Eulerian grid. Darmana et al. (2006) have also used it for
their Discrete Bubble Model. This mapping is implemented
in this work and is also suitable for comparison with the
Discrete Bubble Model.

Lau et al. (2011) have performed an extensive parametric
study for different mapping window sizes for the polyno-
mial function in a bubble column. They found that the size
of the mapping window does not have an effect on the pre-
dicted mean and fluctuating velocities when a drag correc-
tion is used that uses local gas fraction. Therefore a mapping
window of 2Ry, is used.

Discrete phase dynamics

The discrete phase equations are solved using a first order
explicit scheme for equation 1:

gt _ IF”
myp

Stpup + V" ®)
The forces are mapped from the Eulerian grid cells based on
the polynomial function method described in the previous
section. Then the bubble dynamics is treated adapting the
algorithm shown in Pawar et al. (2014) with a few important
modifications described later in this section. Once the
bubble marching along with the collisions are treated, the
Lagrangian forces are collected in the volumetric momentum
source term ¢. This is repeated until the discrete phase has
moved for a full 8¢4;,,,. From the new bubble positions, the
bubble volume fractions are computed and subsequently



S. Kamath, J. T. Padding, K. A. Buist, J. A. M. Kuipers

mapped back to the Eulerian domain to determine &;.

During every bubble time step, the bubbles are marched
forward in time by 0fp,,. The collisions that occur during
this time interval can introduce a big computational overhead
for a large scale system with bubbles/particles in the order
of millions. The algorithm of a deterministic model like the
Discrete Bubble Model (Darmana et al., 2006) is inherently
serial as the collisions need to occur in the order of their
collision times. These collision-times are maintained in an
encounter list and the minimum time needs to be searched
every time a collision occurs due to changes in bubble
positions and velocities. This implies a large overhead for
dense systems, even with the implementation of efficient
neighbour list concepts.

The speed-up in the DSMC algorithm is mainly due to
choosing a collision partner using probabilistic rules. There
are several methods used for choosing the right collision
pairs in DSMC such as the time counter method, Nanbu
method, modified Nanbu method (LutiSan, 1995). Pawar
et al. (2014) and Du er al. (2011) have used the modified
Nanbu method with their own modifications for the search-
ing scope and collision conditions.

As the flow becomes more dense, the Knudsen number
becomes smaller. In such situations the local relative
velocities between bubbles are also comparatively small.
Therefore they tend to continuously collide due to less
availability of interstitial space, therefore a structural factor
must be included in the algorithm. This factor is the radial
distribution function at contact (g(7)conract)-

The DSMC algorithm performs collisions in a stochastic
manner with neighbouring particles located within a defined
searching scope. The expression for the probability (£;;) that
a particle i collides with another particle j defined within its
searching scope is given by:

|V|l-jGAtp

Vi ®

Pij = 8 r)conlact
where |v|; ; 1s the relative velocity magnitude between the
two particles, ¢ is the cross-sectional areas of the collision
cylinder which is computed from the sum of the projected
cross sectional area of the two particles, At), is the time step
and Vj; is the volume of the searching scope of the particle
with index i. It can be shown that for a given particle size,
a minimum relative velocity is needed for the probability to
be valid based on the Nanbu method. To account for relative
velocities much lower than the limit, a nearest neighbour
collision algorithm is included. The nearest neighbour is the
most likely collision partner for an entity in a dynamic sys-
tem (Bird, 2007). This was implemented without hampering
the speed of the already existing algorithm.

The collisions are executed using the hard sphere model
(Hoomans et al., 1996) once the collision pairs are cho-
sen. The normal component of the momentum is simply ex-
changed between the two bubbles/particles and the tangential
component is retained.

Liquid phase numerical scheme

The continuity equation and the momentum equations are
solved in a coupled manner using SIMPLE (Patankar, 1980).
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The unsteady part is discretized using the first order Euler
scheme. The convective fluxes in the continuity equation are
treated implicitly. The convective, diffusive and the source
terms are treated explicitly in the momentum equations.

VERIFICATION AND RESULTS

The Discrete Bubble Model from Darmana et al. (Darmana
et al., 2006) is taken as the verification model. The model is
verified through two problems:

1. Impinging particle streams (P1)
2. 3D - periodic bubble rise from rest (P2)

System P1 consists of two nozzles facing each other at an
angle (see figure 3). The solid particles flow through these
nozzles, collide and spread across the domain based on the
outcome of the collisions. There is no interstitial fluid phase
for this test case, therefore the velocity field of the particles
is purely set by the collisions. The mass flow-rate is set for
each nozzle (see table 2). The parameters are the mean parti-
cle velocities and the standard deviation of the velocities. A
Gaussian distribution is used to generate velocities in x and
z direction with given mean velocity and standard deviation.
The mean of the velocity in the y direction is 0.

Flow at an
————————> inclination

(60 degrees with

the horizontal)

> .
‘e
.
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Figure 3: Schematic of the system for P1.

The 3D periodic system in P2 consists of an array of reg-
ularly spaced bubbles (see figure 4). The spacing between
the bubbles is a little larger near the periodic planes than in
the bulk of the domain. Therefore, there is a bias in bubble
concentration towards the center. The bubbles start from
rest and are coupled with an interstitial Newtonian liquid.
Properties of air are used for the gas phase and water for the
liquid phase.

Impinging particle streams (P1)

The parameter space is defined in table 2. The DSMC col-
lisions are velocity dependent. Therefore it is necessary to
test the model at different velocity regimes. By changing
the standard deviation of velocities we change the solid frac-
tion at the impact region. Therefore two values for velocity
standard deviations are chosen: one with the same order of
magnitude as that of the mean velocity and one which is sev-
eral orders of magnitude lower than the mean velocity. In
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Table 2: Parameter space for particle size 2 mm.

Case Mean velocity [m/s]  Std. deviation [m/s] Mass flow rate [kg/s]
1 0.2 0.001 0.01
2 0.2 0.15 0.01
3 2.5 0.001 0.1
4 2.5 1.0 0.1

all cases, the total collisions and the collision frequency is
measured for the entire domain.

The results are compared with the results obtained from the
equivalent deterministic model. These are presented in fig-
ures 5 and 6. The initial condition is such that there are no
particles in the domain. At ¢t = O the particles start flowing
through the nozzles. They collide at the impact region and
disperse, quickly achieving steady state.

The collision frequency increases exponentially intially and
then reaches a steady state. The impact times of both streams
match perfectly with the deterministic approach. The colli-
sion frequency in case 3 is over-predicted by about 5% com-
pared to the equivalent DPM simulation. Since the DSMC
smears out the collision window within its searching scope
the size of the stochastic impact region in dense cases is
slightly bigger than it actually is. Therefore, it takes into
account some extra collisions.

Bubble rise
direction

6
240 DSMC: Casel ——
D : 2 —
1.8x10° D% 8 caseCasea
5 DSMC: Case4 ——
1.6x10 DBM: Casel - - - -
5 DBM: Case2 - - - -
_ 1410 DBM: Case 3
- G DBM: Case4 - - - -
2 1.2x10
3
= 1x10°
Q P
o A
T 800000
2 e
600000 Z
400000 /,/
200000 e
e
0 — 1
0 2 4 6 8 10
time[s]

Figure 5: Total number of collisions occurring in the domain vs
time for different cases, DBM vs DSMC.
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3D-periodic bubble rise (P2)

The bubble rise starts from rest, with the initial condition as
in figure 4. The bubbles rising in the wake of other bub-
bles experience less drag and tend to collide with the bub-
bles above them, pushing them forward. The bubbles act as
small momentum sources at different locations in the domain
and since the source terms are small the system needs some
time before it reaches high velocities. This allows us to ob-

200000 DSMC: Casel ——
DSMC: Case2 ——
180000 DSMC: Case 3
DSMC: Case4d ——
160000 DBM: Casel - - - -
- DBM: Case?2 - - - -
3 140000 DBM: Case 3
= DBM: Case4 - - - -
g 120000
B 100000 footeod
S 80000
@
3 60000
40000
0

time [s]

Figure 6: Collision frequency vs time for different cases, DBM vs
DSMC.

6
1.8x10 T T
X DSMC: Case 1

DBM: Case 1 - - = i

1.6x10°

1.4x10°

1.2x10°

1x10°

800000

total collisions [-]

600000

400000 4

200000 /
0

0 2 4 6 8 10
time [s]

Figure 7: Total collisions occurring in domain vs time for different
cases, DBM vs DSMC.

250000 — T :
) DSMC: Case1l ——
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100000 '/
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Figure 8: Collision frequency vs time for different cases, DBM vs
DSMC.
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Figure 9: Instantaneous velocity profile after # = 10s in the x-y plane, DBM vs DSMC.

serve how bubbles behave in the bulk with different collision
schemes and also the collision frequency at different tran-
sitioning velocity regimes which is important for a proper
verification of the DSMC.

Table 3: Parameter space for 3D periodic bubble rise.

Number of Overall gas
Case Bubble size [mm] bubbles in fraction (g)
domain [—] [-]
1 2 5000 0.02

It can be observed from figures 7 and 8 that the DSMC model
captures all the major phases of the bubble rise process. The
different phases mainly refer to the changes in the structure
of the system based on the bubble positions. The initial
cubic arrangement in the system (see figure 4) breaks and
homogenizes into a random arrangement as the simulation
progresses. Since the bubble velocities change with time, it
also has an effect on the collision frequency. The sudden
rise in the collision frequency near time ¢ = 1s is due to
cluster formation of bubbles with memory of the initial
configuration. Then the bubbles start layering and finally at
higher velocities they homogenize, loosing the memory of
the initial configuration completely. The collision frequency
starts decreasing after ¢+ = 4s because of the homogenization
and constantly changing velocities due to accelerated liquid
motion. The deviation in the collision frequency at higher
velocities is due to slight over-compensation of the collisions
in DSMC.

A high velocity core is observed in the velocity profile
normal to the z-direction due to the biased initial configu-
ration in the DBM (see figure 9). This effect is also well
captured by the DSMC. When comparing DBM and DSMC
results, the cores seem to be slightly shifted, but it should
be emphasized that these are instantaneous snapshots, which
are expected to be different for different sequences of bubble
collisions (the so-called butterfly effect). When taking time
averages the results are almost indistinguishable between the
two methods.
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The overall gas fraction is quite small. During the clustering
the local gas volume fractions have reached up to 20 percent.
A similar system with bubble size 4 mm is also simulated.
The 4 mm system is much denser, therefore it reaches high
velocities much faster than the 2 mm system. The collision
frequency and total collisions match similar to the 2 mm
case. The local gas fractions have reached values up to 39
percent in the 4 mm case.

CONCLUSION

The DSMC model is extended to larger dispersed objects in
the order of millimeters and also dense systems (up to 30-
40 % gas fraction). The model has been verified for the
mono-disperse systems and is currently being extended to
poly-disperse systems. The next step is to further validate
the model with experimental data of real bubble columns and
parallelization of the method which is to be implemented for
a large scale bubble column.
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