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Abstract

MRST-co2lab is a collection of open-source computational tools for modeling large-scale and long-time migration of CO2 in
conductive aquifers, combining ideas from basin modeling, computational geometry, hydrology, and reservoir simulation. Herein,
we employ the methods of MRST-co2lab to study long-term CO2 storage on the scale of hundreds of megatonnes. We consider
public data sets of two aquifers from the Norwegian North Sea and use geometrical methods for identifying structural traps,
percolation-type methods for identifying potential spill paths, and vertical-equilibrium methods for efficient simulation of structural,
residual, and solubility trapping in a thousand-year perspective. In particular, we investigate how data resolution affects estimates
of storage capacity and discuss workflows for identifying good injection sites and optimizing injection strategies.
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1. Introduction

The net European CO2 emissions from energy industries,
manufacturing, and production totaled 1.95 Gt in 2011 accord-
ing to the UNFCCC database1. Geological sequestration of a
significant share of this CO2 would require injecting hundreds
of megatonnes underground annually. Altogether, the resulting
storage requirement would be (at least) two orders of magni-
tude larger than the ongoing Sleipner injection or the planned
White Rose project in the UK.

Sedimentary basins offshore Norway contain a number of
saline aquifers with large volumes of pore space potentially us-
able for CO2 storage. The Norwegian Petroleum Directorate
has released two CO2 Storage Atlases [1, 2] that explore large-
scale CO2 storage for a number of aquifers. In total, twenty-
seven geological formations have been grouped into aquifers
whose qualities are assessed with regard to CO2 storage poten-
tial. Similar atlases have been compiled in other parts of the
world [3, 4, 5, 6, 7]. See also [8] for a summary of sites and
storage capacities for European countries.

Pressure buildup is often the main effect that limits storage
capacity in closed or low-conductive aquifers, see e.g., [9, 10].
For open aquifers with good hydraulic conductivity, leakage
risk due to long-term CO2 migration could be a larger concern
and one must therefore determine the amounts of CO2 retain-
able by different trapping mechanisms. In most relevant sce-
narios, the injected CO2 has lower density than the surrounding
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formation fluid, and will form a buoyant plume that might mi-
grate long distances below a sealing, sloping caprock. Over
time, some CO2 will be retained in structural and stratigraphic
traps (structural trapping), be trapped as small droplets between
rock grains (residual trapping), dissolve into the formation wa-
ter (solubility trapping), or react with rock minerals and be-
come permanently trapped (mineral trapping). Simulating the
trapping processes constitutes a challenging multiscale problem
that is best attacked using a range of different computational ap-
proaches.

In [11, 12, 13], we describe an ensemble of simulation tools
that can be used to simulate likely outcomes of large-scale,
long-term migration processes and estimate capacity for struc-
tural, residual, and solubility trapping. These tools are imple-
mented using a high-level scripting language and made publicly
available as a separate module [14] of the open-source Mat-
lab Reservoir Simulation Toolbox (MRST) [15, 16]. Herein,
we demonstrate how these tools can be combined to provide
alternative estimates of storage capacities. First, a set of sim-
ple geometrical/percolation type methods are employed to iden-
tify traps, accumulation areas, and spill paths [11] to pro-
vide upper bounds on the overall capacity for structural trap-
ping. We analyze how the resulting estimates depend on the
data resolution and then use vertical equilibrium (VE) mod-
els [17, 18, 19, 20, 21, 22, 23, 24, 25], whose efficient imple-
mentation is discussed in [12, 13], to provide practical and re-
alistic estimates for representative storage scenarios in which
CO2 is injected at a finite rate. In VE models, the flow of a
thin CO2 plume is approximated in terms of its thickness un-
derneath the top zeal of the aquifer to obtain a 2D simulation
model. Although this reduces the dimension of the model, im-
portant information of the heterogeneities in the underlying 3D
medium is preserved and the errors resulting from the VE as-
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sumption are in many cases significantly smaller than those
seen in (overly) coarse 3D simulation models. The presented
examples are based almost entirely on publicly available data
sets, and complete scripts can be downloaded and used under
the GNU Public License version 3.

2. Impact of model resolution

The accuracy of geological models used to represent large
saline aquifers will in most cases be questionable. First of
all, there is a general lack of accurate data: seismic surveys
are not as dense as for petroleum reservoirs, core data from
drilling are scarce, etc. Secondly, because of the large spa-
tial areas involved, standard 3D flow simulations can typically
only be performed on relatively coarse models to be compu-
tationally tractable, see discussion in [26]. If we think of the
top seal as an undulating surface, any oscillation with a wave
length shorter than twice the cell size cannot be represented.
Decreasing the resolution will typically remove a great number
of smaller structural traps and tend to underestimate structural
trapping capacity and retardation effects.

In the CO2 Storage Atlas [1], twenty-one geological forma-
tions have been individually assessed and grouped into saline
aquifers that can be considered candidates for CO2 injection.
Using information from the accompanying data sets, we were
able to construct grid models and estimate structural trapping
capacity for fourteen different sand volumes [11]. The atlas data
sets cover large areas and are primarily intended for mapping.
The extracted grid models are therefore comparatively coarse,
with typical lateral resolutions of 500 or 1000 m. Moreover, in-
accuracies are also introduced during the data integration pro-
cess when constructing the simulation grids, as explained in
[11]. In this section, we will discuss the impact of model reso-
lution in more detail for two of the fourteen aquifers considered
in [11].

2.1. The Johansen formation
The deep saline Johansen aquifer [27, 28, 29, 30] is located

below the Troll field on the Southwest coast of Norway. The
aquifer has an estimated theoretical storage capacity in the
range of 1–2 billion tonnes of CO2 and was proposed as a
storage site for CO2 to be captured from gas power plants at
Mongstad and Kårsø.

In [11], we outline how the potential for structural trapping
predicted by the atlas model of Johansen deviated significantly
from two low-resolution (sector and field) models previously
developed for simulation purposes [29]. Herein, we investigate
the effect of model resolution by generating six grid realizations
using raw data from the CO2 Storage Atlas, see Figure 1. The
first realization is the full data set with 500 m lateral resolution,
the second is coarsened by a factor two in each lateral direction,
the third by a factor three, and so on. All grids are fairly coarse
compared to typical simulation grids. All major traps appear
inside the domain and hence the estimates of trapping are not
significantly affected by how the computational algorithm de-
termines traps against the perimeter, which here is assumed to
be open.

Table 1: Impact of grid resolution on structural trapping for the Johansen for-
mation.

Resolution [m] # traps Bulk volume [m3] Avg. volume [m3]
500 722 2.61e+10 3.62e+07

1000 154 2.67e+10 1.73e+08
1500 73 2.75e+10 3.76e+08
2000 41 2.41e+10 5.88e+08
2500 26 2.35e+10 9.04e+08
3000 21 2.23e+10 1.06e+09

Figure 2 and Table 1 show the result of an analysis of the
structural trapping capacity for the six different grids. Note
that several smaller traps are removed as the coarsening in-
creases, which can be observed statistically by noting that
the mean of the trap volume quickly increases as the smaller
traps are smoothed away. Total trapping volume also changes
as we coarsen the model: first, the volume increases as the
largest traps become slightly larger due to the lower resolution.
However, as the resolution further decreases, the total volume
shrinks as smaller traps are removed entirely.

The general effect of coarsening is well studied within reser-
voir simulation, but the problem of CO2 injection is special in
that it contains a light CO2 phase trapped above a nearly im-
mobile water or hydrocarbon phase. Small-scale traps not only
increase the volume available for structural trapping, but can
significantly divert spill paths and retard plume migration and
hence increase the volumes that can be injected and safely con-
tained within the boundaries of an aquifer [31, 32, 24]. The ge-
ometry of the top surface can therefore in many cases have an
effect on the total amount of trapped CO2 that is larger than the
effect of fine-scale permeability variations. In [12], we outlined
several effective models that account for the retardation effect
from unresolved caprock undulations. Data that can be used to
estimate small-scale undulations in the top seal will usually not
be available. In the next subsection, whoever, we will discuss a
case in which such data is available.

2.2. The Utsira formation

The world’s first commercial CO2 storage project started in
1996 at the Sleipner West field on the Norwegian Continental
Shelf. Here, CO2 that is a byproduct from natural gas produc-
tion is injected into the neighboring Utsira formation. The an-
nual injection rate is approximately one metric megatonne of
CO2 per year. Six seismic surveys acquired between 1999 and
2008 indicate how the injected CO2 has accumulated under a
series of nine geological horizons [33], and there is no evidence
so far of CO2 leaking out of the formation.

Here, we will use geological models that have been devel-
oped for the ninth and upper horizon in the area around the
injection site to illustrate and estimate the impact that data res-
olution has on the estimated trapping capacity for the whole
Utsira formation. These models are:

ieaghg: Sleipner model provided by IEAGHG [34], 50 m res-
olution;
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Figure 1: Models of the Johansen aquifer from the CO2 Storage Atlas covering an area of 45.8 × 101.2 km2. The left plot shows the depth map in meter for the
model with full lateral resolution of 500 m. The plot to the right shows the top surface for the 5 × 50 km2 subregion marked in gray in the left plot for six different
lateral resolutions. Cells that are inside traps are marked in solid color.
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Figure 2: Impact of grid resolution on structural trapping capacity for the Johansen formation. For the cumulative plot, the traps have been sorted by volume in
descending order.
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Original Adjusted

Figure 3: Estimation of sub-resolution trapping in the Utsira formation. The
first plot shows the depth map of the Utsira atlas model with the ieaghg model
of Sleipner marked as a small red box. The next plot shows the ieaghg surface
(50 m) with color-coded traps plotted above the low-resolution Utsira model
(500 m) of the same area. The last plots show structural traps on the original
ieaghg model (left) and on a version in which the height variations of the low-
resolution Utsira model have been eliminated (right) .

ghgt: in-house model used in [19], same resolution as the
ieaghg model but covers a larger region;

inhouse: in-house model from Statoil which covers the same
region as the ieaghg model, but with a 12.5 m resolution.

Comparing the structural trapping capacities derived from these
models with the corresponding figure derived from the coarser
(500 m resolution) Utsira model constructed from atlas data, we
can estimate the amount of fine-scale structural trapping capac-
ity that is not captured by the latter model.

Figure 3 compares the ieaghg model with the corresponding
region from the atlas model. What is seen as a smooth surface
without any local maximum in the coarse atlas model will in
the ieaghg model contain a large number of structural traps of
varying sizes. Altogether, the ieaghg model predicts an average
small-scale bulk trap volume of 560 liters per m2. However,
this simple analysis does not separate between truly sub-scale
traps and those large enough to be reflected in the atlas grid.
Indeed, part of the structural capacity described by the detailed
model could still be represented by the coarser model. To avoid
double-counting when estimating the amount of structural ca-
pacity only present in the detailed model, we base the analy-
sis on the difference surface, obtained by subtracting the height
variations of the atlas model from the ieaghg model as shown
to the left in Figure 4. We thereby obtain the fine-scale surface
that only represents relative depth variations not resolved in the
atlas model. This gives an average of 210 liters of unresolved
trapping volume per m2. Assuming that these local undulations
are representative for the rest of the Utsira model, we predict
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Figure 4: Estimation of small-scale trap volumes not resolved in the atlas
model. Top-left: fine-scale interpolant from atlas data imposed on top of the
ieaghg model (scales exaggerated vertically), see also lower-left plot in Fig-
ure 3. Top-right: the corresponding residual surface. Bottom: average volume
of sub-resolution traps per unit area as a function of the average tilt angle of the
coarse surface.

the additional geometric trapping capacity from the fine-scale
grid to be 5.1 × 109 m3 across the model, which amounts to
30.5 % of the bulk volume of traps estimated directly from the
original model.

The impact of the additional fine-scale structure relative to a
flat, horizontal surface will likely exaggerate the local trapping
effects; the volume of local traps obviously becomes smaller if
the residual surface is imposed on an inclined, planar surface.
To assess this effect, we give the residual surface a global tilt
and compute the average volume of unresolved traps per sur-
face area as a function of the angle and direction of inclination.
The resulting function is shown to the right in Figure 4. We no-
tice that the function is not symmetric, and that the maximum
amount of trapping occurs for a nonzero tilt. This can likely
be attributed to an inconsistency in the overall inclination an-
gle of the high and low-resolution models. To compensate, we
shift the maximum point to the origin. By assuming that the
amount of sub-resolution trapping does not vary much across
the formation, this function, which we refer to as the sub-scale
trapping function, can be interpreted as an estimate of sub-scale
trapping capacity per surface area as a function of local tilt and
be used as input to the effective models outlined in [12].

The unresolved small-scale trapping potential for the whole
Utsira formation can now be estimated as follows: for each cell
in the atlas model, we calculate the local tilt angle and direc-
tion, and determine the corresponding unresolved trapping ca-
pacity by evaluating the sub-scale trapping function and multi-
plying by cell area. Doing this for all cells in the Utsira model
and summing up, we obtain a global estimate of sub-scale trap-
ping. We have constructed sub-scale trapping functions based
on residual surfaces obtained by subtracting the atlas grid from
the aforementioned ieaghg, ghgt, and inhouse data sets. In ad-
dition, we constructed a sub-scale trapping function using a ver-
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Table 2: Estimates of unresolved small-scale geometrical trapping as a per-
centage of resolved geometrical trapping for the atlas model of Utsira. Each
column represents the result of using a particular estimate of the trapping func-
tion, based on the difference between the high-resolution and low-resolution
surfaces indicated in the header. The slope-dependent estimate is computed
taking local tilt into account, whereas the other estimate is obtained by assum-
ing a constant tilt everywhere that maximizes sub-scale trapping for the local
fine-scale model.

High-resolution ieaghg ghgt inhouse ieaghg

Low-resolution Utsira Utsira Utsira ieaghg1

slope-dependent 17.7% 19.5% 17.2% 13.6%
constant 55.3% 59.4% 55.9% 45.3%

1 smoothed version of grid

sion of the ieaghg top surface in which all details with resolution
below 500 m were removed by smoothing with a Gaussian ker-
nel. By computing the residual surface (and sub-scale trapping
function) from one data set only, we obtain a trapping function
that is not affected by inconsistencies between different data
sets.

The results assuming a constant or slope-dependent amount
of subscale trapping for each data set are presented in Table 2.
From these figures, we estimate that the amount of sub-scale
trapping not resolved in the atlas model is in the range of 13–
20%. The large difference between the constant and the slope-
dependent estimates shows that it is important to properly ac-
count for the interplay between the local slope and the steep-
ness of the small-scale undulations in the caprock. How this
interplay impacts upscaled relative permeabilities is discussed
in detail in [25].

3. Sleipner: upscaled injection operation

We now use the Utsira aquifer model obtained from the CO2
Storage Atlas to investigate the long-term fate of CO2 for a hy-
pothetical upsized operation at Sleipner. We consider an injec-
tion rate of 10 Mt per year (approximately ten times the actual
injection rate), for an injection period of 50 years, followed by
a 3000 year migration period. We run three simulations, which
all include residual trapping, structural trapping, and sub-scale
trapping (as estimated from the combined Sleipner and Utsira
data sets in Section 2.2), but which differ in their treatment of
solubility trapping. The first simulation does not include disso-
lution effects, the second simulation considers dissolution to be
instantaneous in any vertical column where CO2 is present, and
the third simulation models a constant rate of dissolution, as ex-
plained in [12, 20]. Solubility of CO2 in brine is assumed to be
53 kg/m3 for the two latter simulations (taken from [35]), and
the dissolution rate in the third simulation is set to 0.44 kg/m2

per year. The simulations are performed using a fully-implicit
VE simulator based on a sharp interface model, implemented
using automatic differentiation. CO2 density and viscosity val-
ues are functions of local pressure and temperature, computed
using [36]. Linear compressibility is assumed for rock (10−5

bar−1) and brine (4.3·10−5 bar−1). Residual saturation for brine
and CO2 are respectively set to 0.11 and 0.21, as suggested in
[37]. We consider a uniform rock porosity of 21.1 percent, as
inferred from [1].

Sleipner

Figure 5: Map over structural traps and connecting spill paths for the Utsira
formation.

3.1. Initial analysis of structural trapping potential

We first assess how much CO2 we can expect to store in
structural traps from the Sleipner injection point. Figure 5
presents a map of structural traps at Utsira, with the location
of the Sleipner injection indicated. Altogether, these traps rep-
resent a combined pore volume of 3.55 km3, which is 0.44%
of the total pore volume of the aquifer model. Previous studies
have arrived at roughly comparable figures. [39] estimates a to-
tal of 1.8 km3 of pore space within structural closures of Utsira,
extapolated from analysis of 3D seismic data around the Sleip-
ner area, whereas [40] arrives at a value of 1.10 km3, based on
multiplication of certain assumed ratios. The left plot of Fig-
ure 6 indicates the capacity of each identified structural trap in
terms of CO2 mass. The cumulative structural trapping along
the length of the spill path from an injection point and to the
top of the formation is presented in the middle plot. According
to this figure, the cumulative trap capacity reachable from the
Sleipner site is close to 30 Mt. On the other hand, the injection
point is located close to a region with much higher reachable ca-
pacity (215 Mt). Since the real flow of CO2 will be far from in-
finitesimal, and initially driven primarily by viscous forces, we
expect that a considerable amount of CO2 will end up there as
well. If we add up the figures for the two regions, we conclude
that we might to reach up to 245 Mt of structural capacity from
the Sleipner injection point (not counting subscale trapping), or
49% of the total injected CO2 during the operation. However, if
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Trap capacity (Mt) Reachable capacity (Mt) Pillar capacity (tonnes/m2)

Sleipner Sleipner Sleipner

transition
from dense
to gas phase

Figure 6: Analysis of trapping capacity for the Utsira formation. Left: Individual structural traps, color-coded by estimated CO2 mass trapping capacity. Middle:
Combined capacity of upstream traps that can be reach along a spill path from each point in the aquifer. The total structural capacity of the aquifer is 1.13 Gt [38].
Right: Total theoretical CO2 retaining capacity per square meter, taking all trapping mechanisms (structural, residual, solubility) into account. The total containing
capacity of the whole aquifer is 112 Gt [38].

we also consider the other trapping mechanisms (residual, solu-
bility), we can hope to retain a significantly higher amount. The
right plot of Figure 6 is a map of the estimated total trapping
capacity per lateral square meter of the aquifer, taking struc-
tural, residual, and solubility trapping into account. This esti-
mate is highly theoretical, since it considers an (unobtainable)
one hundred percent sweep efficiency and complete saturation
of dissolved CO2 in formation water. However, the plot still
indicates that the Sleipner injection point is located close to a
region that is able to hold large amounts of CO2 by a combi-
nation of trapping mechanisms. A detailed discussion of the
assumptions and parameters behind the construction of this fig-
ure is presented in [38].

Simulation results
The outcomes of the three simulations are presented in Fig-

ures 7–9. For each simulation, three snapshots of the CO2
distribution are presented, corresponding to year 50 (injection
end), year 1085, and year 3050. We also present an inventory
that details the various forms in which CO2 is trapped as a func-
tion of time. The diagram uses a color coding that goes from
dark green for volumes that are safely trapped to red for vol-
umes that have escaped across the perimeter of the domain. In
the diagram, and in the following discussion, we use the term
(movable) CO2 plume for regions in which the CO2 saturation
is higher than the residual saturation. When the CO2 is present
at residual or lower saturation, it is considered to be residually
trapped. To distinguish volumes that can move and volumes
that cannot, the mobile CO2 plume is divided into a free part

that may continue to propagate in the upslope direction and
a residual part that is destined to be left behind after imbibi-
tion as the movable plume propagates upslope. Likewise, the
structurally trapped volumes are divided into a free part that
may potentially leak through imperfections in the caprock and
a residual part that is permanently immobilized and cannot es-
cape the trap. The inventory also accounts for volumes that are
immobilized within small traps not resolved by the simulation
grid. Figure 10 provides a conceptual illustration and Table 3
summarizes the terminology.

In Figure 7, we note that at the end of simulation, approxi-
mately 75 Mt (15%) of the injected CO2 has leaked from the
domain. The onset of this leakage occurs after approximately
1400 years. After this period, little additional CO2 becomes
structurally or residually trapped, since flow is now predomi-
nantly along established pathways. This also means that most
of the remaining 280 Mt of free CO2 is likely to leak in the fu-
ture. We note that at the end of simulation, approximately 70
Mt of CO2 has become structurally trapped at the macro scale
(“Structural residual” and “structural plume”). This means that
in addition to the 30 Mt of reachable structural capacity iden-
tified in our initial analysis, approximately 40 Mt of CO2 has
been structurally trapped in the neighboring spill system, with
an additional 25 Mt of CO2 trapped in subscale traps (“struc-
tural subscale”) that are not resolved on the grid. Altogether,
the injection utilizes approximately 6% of the structural capac-
ity of the resolved traps and 11–16% of the subscale trapping
capacity estimated in Table 2. The reason these numbers are
different is that the plume only connects a specific subset of all
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Table 3: Explanation of terminology used in the CO2 inventory of Figures 7, 8
and 9.

State Explanation
Dissolved CO2 trapped by dissolution into formation brine
Structural residual CO2 that is both structurally and residually trapped
Residual Residually trapped CO2 outside free plume and

structural traps
Residual in plume CO2 still in the free-flowing plume, but destined to

be left behind after imbibition
Structural subscale CO2 trapped in caprock structures too small to be

represented by the grid
Structural plume structurally but not residually trapped CO2
Free plume CO2 that is still free to migrate (i.e. part of the

plume that is neither residually nor structurally
trapped)

Exited CO2 that has left the simulated domain

the structural traps, whereas subscale trapping will take place in
all the area contacted by the plume. By and large, though, the
most important trapping mechanism here is residual trapping,
which accounts for roughly half of all injected CO2 at the end
of the simulation period.

In Figure 8 and Figure 9, we can see that solubility trapping
quickly ends up dominating all other trapping mechanisms in
the two simulations that include this effect. However, there are
significant differences in end results between these two models.
In the case of instant dissolution (Figure 8), the full impact of
dissolution is present from the start. As a result, the movable
CO2 plume never grows large, and as it moves it is quickly
dissolved and does not migrate far. On the other hand, since
the brine below the plume is saturated with CO2 at all times, no
additional dissolution occurs in areas where the plume remains
present. On the trapping distribution diagram, we thus see a
notably reduced growth of the dissolved component after some
1000 years, as migration gradually stagnates.

The effect of rate-dependent dissolution, as presented in Fig-
ure 9, is notably different. Here, dissolution does not become
the dominant effect until after approximately a thousand years,
meaning that the CO2 manages to spread much farther. As a
result of the larger spatial extent of plume migration, a larger
amount brine is exposed to CO2 here than in the instantaneous
dissolution model, allowing for a larger total amount of CO2
to be dissolved before saturation is reached. Moreover, we ob-
serve that the residual saturation (green) never grows much de-
spite significant plume migration, as it is constantly depleted
due to the ongoing dissolution.

4. Utsira: large-scale industrial injection

The amount of CO2 theoretically retainable in the Utsira for-
mation by structural and residual trapping is estimated to be
orders of magnitude above the amounts currently injected at
Sleipner [38]. In the present example, we simulate a large-scale
operation in which up to 1.5 Gt of CO2 is injected by means of
ten separate injection sites over a fifty year period, after which
we track 3000 years of migration. Injector locations are chosen
to maximize utilization of available structural trapping, with op-
timal injection rates subsequently determined using a nonlinear

optimization approach. For the simulation, we use the same
fully-implicit numerical model and parameters as in Section 3.
We include structural, residual, and subscale trapping, but not
the effect of dissolution.

Choosing injection locations

The Utsira formation being a high-permeability, open
aquifer, we assume pressure buildup to be of minor concern,
and choose injection sites solely based on reachable structural
trapping, using the rapid, greedy algorithm described in [11].
Within target catchment areas, injection locations are chosen as
far away as possible from the formation boundary. The result is
presented in Figure 11, with wells numbered according to the
order they were chosen by the algorithm. We note two primary
clusters of wells, one in the north and one in the south. Only a
single well is located in the narrow middle region, which pro-
vides only a small amount of structural trapping, as apparent
from Figure 6.

Setting injection rates

Since reachable structural capacity for each injection site has
already been identified, division by total injection period gives
an initial suggestion of injection rates. This estimate does not
take residual trapping into account, nor does it acknowledge
that CO2 may spill out of the intended regions during injection
and migration. More optimal injection rates can be obtained by
taking these effects into account. To this end, we use a nonlin-
ear optimization approach, made practical by our ability to run
multiple, rapid simulation using the VE framework [12]. For
the optimization, we define an objective function that equals
the combined total amount of CO2 injected, minus the amount
of CO2 leaked by the end of the simulation period weighted
by a factor ten to strongly penalize injection of volumes that
will leak back out. To compute the value of the objective func-
tion for a given set of rates, a full VE simulation is carried out.
The gradient of the objective function can then be obtained by
an adjoint method [41, 42], and the optimization problem is
solved iteratively with gradient-based method. As a starting
point for the optimization algorithm, we use injection rates ob-
tained from the estimates of reachable structural capacity, as de-
scribed above. We will refer to these rates as the “initial rates”,
and those obtained from optimization as the “optimized rates”.
These are presented in Figure 12. As can be seen from this fig-
ure, injection rates for most sites are adjusted significantly up-
wards after optimization, primarily attributable to the additional
effect of residual trapping. On the other hand, the injection rate
of site 6 has been adjusted down to almost zero. This is further
discussed below.

Simulation results

We first consider the scenario using the initial (unoptimized)
injection rates. The result is presented in the left plot of Fig-
ure 13 (trapping distribution over time) and the upper row of
Figure 14, presented similarly to Section 3. The total amount
injected in this scenario is 887 Mt, which equals the estimated
reachable trapping capacity from the injection sites. As can be
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Figure 7: Simulation of single-point injection into the Utsira aquifer without dissolution effects. Snapshots of CO2 distribution after 50, 1085, and 3050 years
and diagram presenting historical trapping distribution. Outline of the remaining movable plume is traced in red, and overall CO2 content of each vertical column
indicated with color (unit: tonnes per lateral square meter). Structural traps indicated in purple.

Figure 8: Simulation of single-point injection into the Utsira aquifer with instantaneous dissolution. Snapshots of CO2 distribution after 50, 1085, and 3050 years.
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Figure 9: Simulation of single-point injection into the Utsira aquifer with rate-dependent dissolution. Snapshots of CO2 distribution after 50, 1085, and 3050 years.

zt

h

hm
Brine

Dissolved

Residual

Free plume + Residual in plume

Structural residual + structural plume

Structural subscale

Parts of the CO2 inventory:

Structural residual: φmin(zt, h)Sn,r

Structural plume: φmin(zt, h)(1− Sw,r − Sn,r)
Residual in plume: φmax(h− zt, 0)Sn,r

Free plume: φmax(h− zt, 0)(1− Sw,r − Sn,r)
Residual: φmax(hm −max(zt, h), 0)Sn,r

Figure 10: Schematic of a vertical section of an aquifer identifying the various trapping states mentioned in Table 3. Here, φ is the pore volume, S n,r is the residual
CO2 saturation, S w,r is the irreducible water saturation, zt is the depth of the trap (or zero if there is not trap), h is the depth of the movable plume, and hm is the
largest depth at which CO2 has been observed. The right inlet visualizes the small-scale undulations in the top surface that are not resolved by the large-scale model,
thus accounted for as “subscale trapping” in our inventory.
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seen from Figure 13, less than half of the injected CO2 ends up
in macro-scale structural traps (“structural residual” and “struc-
tural plume”), since significant amounts are retained by residual
and subscale trapping. The leakage at the end of the simula-
tion period is negligible, but approximately 10% of the CO2
remains mobile and can potentially leak in the future. The sim-
ulation snapshots in Figure 14 illustrate how the CO2 migration
is generally upwards towards the the western boundary, with
accumulation in encountered traps. Notably, a large part of the
CO2 injected from site 6 does not end up in the neighbor trap,
but flows upwards along the steep slope towards the west.

The right plot of Figure 13 presents the trapping distribution
over time for the simulation with optimized injection rates. In
this simulation, a total of 1.52 Gt has been injected, still with
negligible leakage at the end of the simulation period. The rel-
ative importance of the different trapping mechanisms remain
comparable to the unoptimized case, but the relative amount of
mobile CO2 after 3000 years is approximately twice as large
as before (approximately 300 Mt). A longer simulation pe-
riod would allow a large part of this amount to eventually exit
the domain. However, the objective function used in the opti-
mization algorithm does not account for future developments,
and does not penalize presence of mobile CO2. What is con-
sidered “optimal” injection rates will therefore depend both on
how much leakage is tolerated and on the considered time span.
The corresponding simulation snapshots are presented in the
lower row of Figure 14. We note that the migrating plumes
have formed some established pathways towards the formation
boundaries, where future leakage will take place. We also note
that the amount injected from site 6 has been drastically re-
duced. As such, the amount of leaked CO2 from this site has
been reduced to a minimum, but the neighbor trap has ended
up under-utilized. This is due to the placement of the injection
site within the trap catchment area. As previously mentioned,
the algorithm used to choose well sites favors positions at the
edges of the targeted catchment area in order to maximize dis-
tance to the outer boundary. As a consequence, since real flow
is neither infinitesimal nor purely gravity driven, some amount
of CO2 will spill out of the intended region. For site 6 in our
example, this means that a large quantity of CO2 takes the al-
ternative path westwards rather than flowing into the intended
trap. Since leakage is heavily penalized by our objective func-
tion, the result is that injection at this site is drastically scaled
down. A more sophisticated algorithm for site selection would
take into account the estimated radial extent of the plume af-
ter injection, and position the injection point far enough within
the intended catchment area to minimize spill along unintended
pathways.

As mentioned, the selection of sites are based on optimizing
reachable structural capacity, assuming that pressure buildup
is not a critical issue. To verify this assumption, we end our
analysis by examining the overpressure attained during injec-
tion for the scenario with optimized injection rates, defined as
the difference between initial (fluid-static) pressure and max-
imum pressure observed during the vertical-equilibrium sim-
ulation. We find that overpressure is highest at the earliest
simulated time step, where it reaches 2.53 MPa. As can be

Figure 11: Choice of injection sites for large-scale utilization of the Utsira
aquifer.

seen in Figure 15, this happens around the northernmost injec-
tion site, which is located in the deeper and thinner end of the
formation. By assuming a lithostatic pressure gradient of 17
MPa/km [37], we estimate the Utsira overburden pressure to
range from 4.8 MPa to 23 MPa depending on depth. We there-
fore conclude that in our simulated scenario, the overpressure
from injection will at all times remain well below the overbur-
den pressure. This conclusion would, however, strongly depend
on the assumptions made about the aquifer boundaries, which
were considered fully open. If we reduce the transmissibility of
the aquifer boundary to mimic a situation where fluids expelled
from the simulation domain have to pass through another 100
km of sandstone before reaching a hydrostatic pressure domain,
our simulation produces a significantly higher overpressure of
4.12 MPa, now reached towards the end of the injection period.
Similarly, running the same injection scenario with the assump-
tion of fully closed boundaries yields an overpressure of 6.75
MPa. It is clear that any simulation of large-scale CO2 storage
at Utsira that intends to produce real figures on pressure buildup
would require a valid model of the larger aquifer surroundings,
and its effect on lateral fluid flow across aquifer boundaries as
well as pressure-induced diffuse leakage of brine through the
caprock.
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Figure 13: Historical trapping distribution of CO2 for the scenarios presented in Section 4. The left diagram presents the history for the unoptimized case and the
right diagram for the optimized case.

Figure 12: Initial (blue) and optimized (red) injection rates.

5. Concluding remarks

In this paper we have applied tools available in
MRST-co2lab to process and analyze data sets available
from the CO2 atlases published by the Norwegian Petroleum
Directorate. Our analyses include estimates on structural
trapping potential, VE simulations to track CO2 state and
plume development, potential impact of subscale features
and of dissolution, identification of good injection sites, and
optimization of injection rates.

The use of VE models produces rapid results relative to the
size of the targeted simulation problems. The low computa-
tional demand of such models is in part due to the reduced di-
mensionality of the simulated domain (from 3D to 2D) and in
part due to weaker coupling of physical flow mechanisms. Al-
though the reduction in dimensionality represents a significant
simplification of reality, VE models still provide good results

Figure 15: Overpressure at early injection stage for scenario with optimized
injection rates for the Utsira aquifer (unit: MPa).

11



Figure 14: Simulation snapshots of the CO2 distribution after 50, 1050, and 3000 years for the two injection scenarios presented in Section 4. The upper row
presents the initial case with injection rates determined without flow simulation, while the lower row presents the optimized case. Outline of the remaining movable
CO2 plume is traced in red, and overall CO2 content of each vertical column indicated with color (unit: tonnes per lateral square meter). Structural traps indicated
in purple.
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in many cases, and can take into account a range of physical
phenomena. In the examples above, this includes hysteresis,
subscale caprock variations, dissolution, and variable CO2 den-
sity and viscosity as function of local temperature and pressure.

We strongly believe that rapid modeling tools can play an im-
portant role when evaluating capacity and performance of po-
tential CO2 storage sites, for designing usage scenarios, and
for interpreting monitoring data after a site has become oper-
ative. The large scales involved and the limited availability
and resolution of data means that obtaining definite forecasts
from numerical simulations will likely remain an impossible
task. However, the availability of rapid modeling tools makes
it possible to extensively explore the unknown parameter space
and thereby develop a good understanding of the various ways a
given scenario might evolve, and identify scenario-specific im-
portant factors. The availability of rapid simulation tools also
enables practical optimization of operational as well as physical
parameters.
MRST-co2lab is published as an open-source module within

MRST [15, 16]. Recognizing the importance of reproducible
science, we have also made the numerical code behind the ex-
amples in this paper and its three predecessors publicly avail-
able [14]. The emphasis in MRST-co2lab is on rapid prototyp-
ing and exploration of ideas, and we believe it will support fur-
ther advancement in the field both by presenting helpful tools
for analyzing data sets, as well as providing a framework that
allows researchers to quickly implement and test their ideas in
terms of working code.
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