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PREFACE  

This book contains selected papers  from  the 10th  International Conference on Computational Fluid 
Dynamics  in  the  Oil &  Gas, Metallurgical  and  Process  Industries.  The  conference was  hosted  by 
SINTEF in Trondheim in June 2014 and is also known as CFD2014 for short. The conference series was 
initiated by CSIRO and Phil  Schwarz  in 1997.  So  far  the  conference has been alternating between 
CSIRO  in Melbourne and SINTEF  in Trondheim. The conferences  focus on  the application of CFD  in 
the oil and gas  industries, metal production, mineral processing, power generation, chemicals and 
other process  industries. The papers  in the conference proceedings and this book demonstrate the 
current progress in applied CFD.  

The conference papers undergo a review process involving two experts. Only papers accepted by the 
reviewers are presented  in  the conference proceedings. More  than 100 papers were presented at 
the conference. Of these papers, 27 were chosen for this book and reviewed once more before being 
approved. These are well  received papers  fitting  the  scope of  the book which has a  slightly more 
focused scope than the conference. As many other good papers were presented at the conference, 
the interested reader is also encouraged to study the proceedings of the conference. 

The organizing committee would  like  to  thank everyone who has helped with paper  review,  those 
who promoted the conference and all authors who have submitted scientific contributions. We are 
also  grateful  for  the  support  from  the  conference  sponsors:  FACE  (the multiphase  flow  assurance 
centre), Total, ANSYS, CD‐Adapco, Ascomp, Statoil and Elkem. 

                Stein Tore Johansen & Jan Erik Olsen 
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ABSTRACT 

For practical applications the Euler-Euler two-fluid model 
relies on suitable closure relations describing interfacial 
exchange processes. The quest for models with a broad range 
of applicability allowing predictive simulations is an ongoing 
venture. A set of closure relations for adiabatic bubbly flow 
has been collected that represents the best available 
knowledge and may serve as a baseline for further 
improvements and extensions. In order to allow for predictive 
simulations the model must work for a certain range of 
applications without any adjustments. This is shown here for 
flows that allow to impose a fixed bubble size distribution 
which bypasses the need to model coalescence and breakup 
processes. 

Keywords: Dispersed gas-liquid multiphase flow, Euler-
Euler two-fluid model, closure relations, CFD simulation, 
model validation. 

 

NOMENCLATURE 

Greek Symbols 

α volume fraction [-] 
ε turbulent dissipation [m2 s-3] 
µ viscosity [Pa s] 
ρ density [kg m-3] 
σ surface tension [N m-1] 
τ bubble-induced turbulence time scale [s] 
ω shear-induced turbulence time scale [s] 

 
Latin Symbols 

C constant [-] 
d bubble diameter [m] 
D pipe / column diameter or width [m] 
Eo Eötvös number [-] 
F force [N m-3] 
g gravitational constant [m s-2] 
J superficial velocity [m s-1] 
k turbulent kinetic energy [m2 s-2] 
ℓ shear-induced turbulence length scale [m] 
L pipe / column length [m] 
Mo Morton number [-] 
r radial coordinate [m] 
R pipe / column radius or halfwidth [m] 
Re Reynolds number [-] 

S source term 
u axial component of mean velocity [m s-1] 
u’ axial component of  fluctuating velocity [m s-1] 
y coordinate normal to wall [m] 

 
Sub/superscripts 

B bubble 
eff effective 
G gas 
L liquid 
turb turbulent 
⊥ perpendicular to main motion 

 

INTRODUCTION 

CFD simulations of dispersed bubbly flow on the scale 
of technical equipment are feasible within the Eulerian 
two-fluid framework of interpenetrating continua. 
However, accurate numerical predictions rely on 
suitable closure models. A large body of work using 
different closure relations of varying degree of 
sophistication exists, but no complete, reliable, and 
robust formulation has been achieved so far.  
An attempt has been made to collect the best available 
description for the aspects known to be relevant for 
adiabatic monodisperse bubbly flows (Rzehak and 
Krepper 2013), where closure is required for (i) the 
exchange of momentum between liquid and gas phases, 
and (ii) the effects of the dispersed bubbles on the 
turbulence of the liquid carrier phase. Apart from 
interest in its own right, results obtained for this 
restricted problem also provide a good starting point for 
the investigation of more complex situations including 
bubble coalescence and breakup, heat and mass 
transport, and possibly phase change or chemical 
reactions. 
Predictive simulation requires a model that works 
without any adjustments within a certain domain of 
applicability. The purpose of the present contribution 
therefore is to validate this baseline model for a number 
of experimental data sets taken from the literature. 
These comprise flows in flat and round bubble columns 
as well as flows in vertical pipes of different diameter 
and length. A range of gas and liquid superficial 
velocities, gas volume fractions, and bubble sizes is 
covered. In all cases a fixed, but not necessarily 
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Table 2: Length of test section for different levels of gas 
injection. 

level  A C F I L O R 
L [mm] 221 335 608 1552 2595 4531 7802 

L / D [-] 1.1 1.7 3.1 7.9 13.3 23.2 39.9 

 

 

Figure 2: Distributions of bubble size for test TL12-041 at 
levels A to R. 

 
volume fraction given in Table 1 correspond to the 
highest measurement level R. 
Instrumentation with a wire mesh sensor allows 
collection of data on radial profiles of gas-fraction and 
gas-velocity as well as distributions of bubble size. A 
large range of liquid and gas superficial velocities was 
investigated in which all flow regimes from bubbly to 
annular occur. In the detailed report (Beyer et al. 2008) 
it has been noted that for bubbly flows the gas volume 
fluxes calculated from the measured profiles by 
integrating the product of volume fraction and velocity 
were systematically larger than those measured by the 
flow meter controlling the inlet. This deviation is likely 
to be caused by the distance between the sending and 
receiving wire planes, which leads to an increased value 
of void fraction, but a detailed explanation is not 
available yet. The ratio of the values calculated from the 
profiles (cf.  Eq. (19)) to the values measured directly at 
the inlet has an approximately constant value of 1.2 over 
the bubbly flow regime (Beyer et al. 2008, Fig. 1-19). In 
the simulations the values measured by the flow meter 
will be used to set the inlet boundary condition. To get 
the same integral value of this conserved quantity for 
each cross-sectional plane, all measured void fractions 
are divided by 1.2 throughout this work. 
A selection of tests in the bubbly flow regime has been 
made based on an examination of the measured bubble 
size distributions as shown in Fig. 2. It may be seen that 
a significant polydispersity is present as evidenced by a 
significant width of the measured bubble size 
distributions. The increase of average bubble size from 
level A to R is due to the decrease in hydrostatic 
pressure with height which in turn results in a 
proportionally decreasing gas density according to the 
ideal gas law. By transforming the distribution to the 
bubble mass as the independent variable this pressure 
effect may be eliminated. Apparently, for this test the 
opposing processes of bubble coalescence and -breakup 

are in a dynamic equilibrium where the net effect of both 
cancels. Therefore these processes need not be modeled 
explicitly, but the measured bubble mass distribution 
may be imposed in the simulations.  
 

MODELING 

The conservation equations of the Euler-Euler two-fluid 
model have been discussed at length in a number of 
books (e.g. Drew and Passman 1998, Yeoh and Tu 2010, 
Ishii and Hibiki 2011), while the extension to treat 
multiple bubble size and velocity classes 
(inhomogeneous MUSIG model) have been presented in 
research papers (e.g. Krepper et al. 2008). A broad 
consensus has been reached, so this general framework 
will not be repeated here.  
Closure relations required to complete the model, in 
contrast, are still subject to considerable variation 
between researchers. Therefore, the specific correlations 
used here are given following (Rzehak and Krepper 
2013) with the inclusion of a virtual mass force. 
 

Bubble Forces 

The closures used for the bubble forces are largely 
based on experiments on single bubbles in laminar 
flows. These are highly idealized conditions with respect 
to the applications intended to cover by Euler-Euler 
simulations, i.e. turbulent flows with void fractions up to 
~25%. Nevertheless as will be shown, useful results may 
be obtained with this approach although improvements 
are obviously desirable. 
 

Drag Force 

The drag force reflects the resistance opposing bubble 
motion relative to the surrounding liquid. The 
corresponding gas-phase momentum source is given by 

 )(
4

3
LGLGGLD

B

drag
C

d
uuuuF −−−= αρ  . (1) 

The drag coefficient CD depends strongly on the 
Reynolds number and for deformable bubbles also on 
the Eötvös number, but turns out to be independent of 
Morton number. A correlation distinguishing different 
shape regimes has been suggested by Ishii and Zuber 
(1979), namely 

 ( )( )
capDellipseDsphereDD CCCC ,,, ,min,max=  , (2) 
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This correlation was compared with an extensive data 
set on the terminal velocity of bubbles rising in 
quiescent liquids covering several orders of magnitude 
for each of Re, Eo and Mo in (Tomiyama et al. 1998) 
with good agreement except at high values of Eo. 
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monodisperse distribution of bubble sizes is assumed as 
taken from the measurements.  
The results show that reasonable agreement is obtained 
for all different data with the exact same model. This 
demonstration is the main new achievement that goes 
beyond previous individual consideration of some of the 
tests (Rzehak and Krepper 2013, Rzehak et al. 2013, 
Ziegenhein et al. 2013). 
Restriction to situations where a fixed distribution of 
bubble sizes may be imposed excludes the additional 
complexity of modelling bubble coalescence and 
breakup processes and thus facilitates a step-by-step 
validation procedure. Expanding the range of 
applicability as well as the achieved accuracy is a 
continuously ongoing development effort. 
 

DATA 

Four test cases have been selected for the present 
investigation as described below. A summary of the 
setups is given in Table 1. 
 

Table 1: Experimental conditions. 

name D JL JG 〈dB〉 〈αG〉 
 mm m/s m/s mm % 

bin Mohd Akbar et al. (2012): flat bubble column 
A1 240 - 0.003 4.3 1.4 
A2 240 - 0.013 5.5 6.2 

Mudde et al. (2009): round bubble column 
M1 150 - 0.015 4.02 6.1 
M2 150 - 0.017 4.06 7.6 
M3 150 - 0.025 4.25 11 
M4 150 - 0.032 4.47 16 
M5 150 - 0.039 4.53 20 
M6 150 - 0.049 4.44 25 

Liu (1998): round pipe 
L21B 57.2 1.0 0.14 3.03 10.6 
L21C 57.2 1.0 0.13 4.22 9.6 
L22A 57.2 1.0 0.22 3.89 15.7 
L11A 57.2 0.5 0.12 2.94 15.2 

TOPFLOW: round pipe 
TL12-041 195.3 1.017 0.0096 4.99 1.1 

 

 

Figure 1: Measured bubble size distributions for tests A1 and 
A2. 

Tests of bin Mohd Akbar et al. (2012) 

The experiments of bin Mohd Akbar et al. (2012) were 
conducted in a flat bubble column of width D = 240 mm 
using air and water at ambient conditions. Without gas 
supply the water level was at 0.7 m. Profiles of gas 
volume fraction, axial liquid velocity, and axial 
turbulence intensity as well as the bubble size 
distribution were measured at a plane 0.5 m above the 
inlet. The bubble size distribution in addition was 
measured also near the inlet. As shown in Fig. 1 no 
significant change occurs over the column height. Two 
values of superficial gas velocities are available.  
 

Tests of Mudde et al. (2009) 

The setup of Mudde et al. (2009) consists of a round 
bubble column with diameter D = 150 mm again 
operated with air and water at ambient conditions. The 
ungassed fill-height was 1.3 m. Measurements of gas 
volume fraction and axial liquid velocity profiles were 
taken at different levels of which the one at 0.6 m above 
the inlet has been chosen for the comparison here. The 
sparger was designed specifically to provide highly 
uniform inlet conditions. Several values of the gas 
superficial velocity are available reaching rather large 
values of gas volume fraction. The mean bubble size and 
variation around it have been measured at two locations 
close to the inlet and close to the top water level. Since a 
slight increase is observed the average value of both 
measurements corresponding to the middle level has 
been used in the simulations. 
 

Tests of Liu (1998) 

The system studied by Liu (1998) is vertical upflow of 
water and air in a round pipe with inner diameter D = 
57.2 mm, presumably at ambient conditions as well. The 
total length of the flow section was 3.43 m. A special gas 
injector was used that allowed to adjust the bubble size 
independently of liquid and gas superficial velocities. A 
variety of combinations of these three parameters are 
available. Radial profiles of void-fraction, mean bubble-
size, axial liquid velocity, and axial liquid turbulence 
intensity were measured at an axial position L / D = 60 
corresponding to fully developed conditions.  
 

TOPFLOW tests 

The TOPFLOW facility operated at HZDR has been 
specifically designed to obtain high quality data for the 
validation of CFD models. The tests used here (Lucas et 
al. 2010) have been run for cocurrent vertical upward 
flow of air and water in a round pipe with an inner 
diameter of D = 195.3 mm. Measurements were made 
by a wire mesh sensor at the top end of the pipe while 
gas injection occurs at different levels below. The 
operating conditions were set to a temperature of 30 °C 
and a pressure of 0.25 MPa at the location of the active 
gas injection. In this way the flow development can be 
studied as it would be observed for gas injection at a 
fixed position and measurements taken at different 
levels above. Distances L between the injection devices 
and the sensor are given in Table 2 for the different 
levels.  The values of mean bubble size and average gas  
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Table 2: Length of test section for different levels of gas 
injection. 

level  A C F I L O R 
L [mm] 221 335 608 1552 2595 4531 7802 

L / D [-] 1.1 1.7 3.1 7.9 13.3 23.2 39.9 

 

 

Figure 2: Distributions of bubble size for test TL12-041 at 
levels A to R. 

 
volume fraction given in Table 1 correspond to the 
highest measurement level R. 
Instrumentation with a wire mesh sensor allows 
collection of data on radial profiles of gas-fraction and 
gas-velocity as well as distributions of bubble size. A 
large range of liquid and gas superficial velocities was 
investigated in which all flow regimes from bubbly to 
annular occur. In the detailed report (Beyer et al. 2008) 
it has been noted that for bubbly flows the gas volume 
fluxes calculated from the measured profiles by 
integrating the product of volume fraction and velocity 
were systematically larger than those measured by the 
flow meter controlling the inlet. This deviation is likely 
to be caused by the distance between the sending and 
receiving wire planes, which leads to an increased value 
of void fraction, but a detailed explanation is not 
available yet. The ratio of the values calculated from the 
profiles (cf.  Eq. (19)) to the values measured directly at 
the inlet has an approximately constant value of 1.2 over 
the bubbly flow regime (Beyer et al. 2008, Fig. 1-19). In 
the simulations the values measured by the flow meter 
will be used to set the inlet boundary condition. To get 
the same integral value of this conserved quantity for 
each cross-sectional plane, all measured void fractions 
are divided by 1.2 throughout this work. 
A selection of tests in the bubbly flow regime has been 
made based on an examination of the measured bubble 
size distributions as shown in Fig. 2. It may be seen that 
a significant polydispersity is present as evidenced by a 
significant width of the measured bubble size 
distributions. The increase of average bubble size from 
level A to R is due to the decrease in hydrostatic 
pressure with height which in turn results in a 
proportionally decreasing gas density according to the 
ideal gas law. By transforming the distribution to the 
bubble mass as the independent variable this pressure 
effect may be eliminated. Apparently, for this test the 
opposing processes of bubble coalescence and -breakup 

are in a dynamic equilibrium where the net effect of both 
cancels. Therefore these processes need not be modeled 
explicitly, but the measured bubble mass distribution 
may be imposed in the simulations.  
 

MODELING 

The conservation equations of the Euler-Euler two-fluid 
model have been discussed at length in a number of 
books (e.g. Drew and Passman 1998, Yeoh and Tu 2010, 
Ishii and Hibiki 2011), while the extension to treat 
multiple bubble size and velocity classes 
(inhomogeneous MUSIG model) have been presented in 
research papers (e.g. Krepper et al. 2008). A broad 
consensus has been reached, so this general framework 
will not be repeated here.  
Closure relations required to complete the model, in 
contrast, are still subject to considerable variation 
between researchers. Therefore, the specific correlations 
used here are given following (Rzehak and Krepper 
2013) with the inclusion of a virtual mass force. 
 

Bubble Forces 

The closures used for the bubble forces are largely 
based on experiments on single bubbles in laminar 
flows. These are highly idealized conditions with respect 
to the applications intended to cover by Euler-Euler 
simulations, i.e. turbulent flows with void fractions up to 
~25%. Nevertheless as will be shown, useful results may 
be obtained with this approach although improvements 
are obviously desirable. 
 

Drag Force 

The drag force reflects the resistance opposing bubble 
motion relative to the surrounding liquid. The 
corresponding gas-phase momentum source is given by 

 )(
4

3
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B

drag
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uuuuF −−−= αρ  . (1) 

The drag coefficient CD depends strongly on the 
Reynolds number and for deformable bubbles also on 
the Eötvös number, but turns out to be independent of 
Morton number. A correlation distinguishing different 
shape regimes has been suggested by Ishii and Zuber 
(1979), namely 
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This correlation was compared with an extensive data 
set on the terminal velocity of bubbles rising in 
quiescent liquids covering several orders of magnitude 
for each of Re, Eo and Mo in (Tomiyama et al. 1998) 
with good agreement except at high values of Eo. 
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Lift Force 

A bubble moving in an unbounded shear flow 
experiences a force perpendicular to the direction of its 
motion. The momentum source corresponding to this 
shear lift force, often simply referred to as lift force, can 
be calculated as (Zun 1980): 

    )()( LLGGLL

lift
rotC uuuF ×−−= αρ .   (4) 

For a spherical bubble the shear lift coefficient CL is 
positive so that the lift force acts in the direction of 
decreasing liquid velocity, i.e. in case of co-current pipe 
flow in the direction towards the pipe wall. 
Experimental (Tomiyama et al. 2002) and numerical 
(Schmidtke 2008) investigations showed, that the 
direction of the lift force changes its sign if a substantial 
deformation of the bubble occurs. From the observation 
of the trajectories of single air bubbles rising in simple 
shear flow of a glycerol water solution the following 
correlation for the lift coefficient was derived: 










<−
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<

=

⊥

⊥⊥

⊥⊥

Eo

EoforEof

EoEof

CL

1027.0

104)(

4)](Re),121.0tanh(288.0min[

with             (5) 

474.00204.00159.000105.0)( 23 +−−= ⊥⊥⊥⊥ EoEoEoEof . 

This coefficient depends on the modified Eötvös number 
given by 

 
σ

ρρ 2)( ⊥
⊥

−
=

dg
Eo GL ,      (6) 

where d⊥ is the maximum horizontal dimension of the 
bubble. It is calculated using an empirical correlation for 
the aspect ratio by Wellek et al. (1966) with the 
following equation: 

 3 757.0163.01 Eodd B +=⊥
,     (7) 

where Eo is the usual Eötvös number.  
The experimental conditions on which Eq. (5) is based, 
were limited to the range −5.5 ≤ log10 Mo ≤ −2.8, 1.39 

≤ Eo ≤ 5.74 and values of the Reynolds number based 
on bubble diameter and shear rate 0 ≤ Re ≤ 10. The 
water-air system at normal conditions has a Morton 
number Mo = 2.63e-11 which is quite different, but 
good results have nevertheless been reported for this 
case (Lucas and Tomiyama 2011).  
For the water-air system  the sign change of CL occurs at 
a bubble diameter of dB = 5.8 mm. 
 

Wall Force 

A bubble translating next to a wall in an otherwise 
quiescent liquid also experiences a lift force. This wall 
lift force, often simply referred to as wall force, has the 
general form 

 yuuF ˆ
2 2

LGGLW

B

wall
C

d
−= αρ  ,    (8) 

where ŷ  is the unit normal perpendicular to the wall 

pointing into the fluid. The dimensionless wall force 
coefficient CW depends on the distance to the wall y and 
is expected to be positive so the bubble is driven away 

from the wall.  
Based on the observation of single bubble trajectories in 
simple shear flow of a glycerol water solution Tomiyama 
et al. (1995) and later Hosokawa et al. (2002) concluded 
a different functional dependence 
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In the limit of small Morton number the correlation  

  EoEof 0217.0)( =        (10) 

can be derived from the data of Hosokawa et al. (2002). 
The experimental conditions on which Eq. (10) is based 
are 2.2 ≤ Eo ≤ 22 and log10 Mo = -2.5 … -6.0 which is 
still different from the water-air system with Mo = 
2.63e-11, but a recent investigation (Rzehak et al. 2012) 
has nonetheless shown that good predictions are 
obtained also for air bubbles in water. 
 

Turbulent Dispersion Force 

The turbulent dispersion force describes the effect of the 
turbulent fluctuations of liquid velocity on the bubbles. 
Burns et al. (2004) derived an explicit expression by 
Favre averaging the drag force as: 
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In analogy to molecular diffusion, σTD is referred to as a 
Schmidt number. In principle it should be possible to 
obtain its value from single bubble experiments also for 
this force by evaluating the statistics of bubble 
trajectories in well characterized turbulent flows, but to 
our knowledge this has not been done yet. A value of 
σTD = 0.9 is typically used. 
In the same work the expression for the so-called Favre 
averaged drag (FAD) model has also been compared 
with other suggestions from the literature and it was 
shown that all agree at least in the limit of low void 
fraction.  
 

Virtual Mass Force 

When a bubble is accelerated, a certain amount of liquid 
has to be set into motion as well. This may be expressed 
as a force acting on the bubble as 

  
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where DG / Dt and DL / Dt denote material derivatives 
with respect to the velocity of the indicated phase. For the 
virtual mass coefficient a value of 0.5 has been derived for 
isolated spherical bubbles in both inviscid and creeping 
flows by Auton et al. (1988) and Maxey and Riley (1983), 
respectively. Results of direct simulations of a single 
bubble by Magnaudet et al. (1995) suggest that this value 
also holds for intermediate values of Re. For steady 
parallel flows this force vanishes and can be excluded 
from the calculations. 
 

Bubble-induced Turbulence  

Due to the low density and small spatial scales of the 
dispersed gas it suffices to consider turbulence only in the 
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continuous liquid phase. We adopt a two equation 
turbulence model for the liquid phase with additional 
source terms describing bubble induced turbulence. The 
formulation given is equally applicable to either k-ε, k-ω 
or SST model, but the latter (Menter 2009) will be used 
presently.  
Concerning the source term describing bubble effects in 
the k-equation there is large agreement in the literature. 
A plausible approximation is provided by the 
assumption that all energy lost by the bubble due to drag 
is converted to turbulent kinetic energy in the wake of 
the bubble. Hence, the k-source becomes 

( )LG

drag

L

k

LS uuF −⋅= .      (13) 

For the ε-source a similar heuristic is used as for the single 
phase model, namely the k-source is divided by some time 
scale τ  so that 
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Further modeling then focuses on the time scale τ 
proceeding largely based on dimensional analysis. This 
follows the same line as the standard modeling of shear-
induced turbulence in single phase flows (Wilcox 1998), 
where production terms in the ε-equation are obtained by 
multiplying corresponding terms in the k-equation by an 
appropriate time scale which represents the life-time of a 
turbulent eddy before it breaks up into smaller structures. 
In single phase turbulence the relevant variables are 
obviously k and ε from which only a single time scale 
τ = kL/εL can be formed. For the bubble-induced 
turbulence in two-phase flows the situation is more 
complex. There are now two length and two velocity 
scales in the problem, where one of each is related to the 
bubble and the other to the turbulent eddies. From these a 
total of four different time scales can be formed. In the 
absence of theoretical arguments to decide which of these 
is the most relevant one, a comparison of all four 
alternatives (Rzehak and Krepper 2013, 2013a) has shown 
the best performance for the choice  
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For the coefficient CεB a value of  1.0  to was found to 
give reasonable results. 
For use with the SST model, the ε-source is transformed 
to an equivalent ω-source which gives  
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This ω-source is used independently of the blending 
function in the SST model since it should be effective 
throughout the fluid domain. 
Since bubble-induced effects are included in k and 
ε / ω due to the respective source terms, the turbulent 
viscosity is evaluated from the standard formula 
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and the effective viscosity is simply 
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L µµµ += .       (18) 

Boundary conditions on k and ε / ω are taken the same as 
for single phase flow, which is consistent with the view 

that the full wall shear stress is exerted by the liquid phase 
which contacts the full wall area. A single phase wall 
function is employed to avoid the need to resolve the 
viscous sublayer. 
All turbulence model parameters take their usual single 
phase values. 

RESULTS 

Simulations were performed by a customized version of 
ANSYS CFX. Depending on the test under investigation 
different setups were used as listed in Table 3. The 
calculations were made either in stationary mode 
imposing plane / axisymmetric conditions by 
considering only a thin slice / sector of the domain 
together with symmetry conditions or in transient mode 
with subsequent averaging of the results and fully 3D on 
the same domain as the experiments. The reason to 
choose the stationary or quasi-2D approximation 
whenever applicable is that it drastically reduces the 
computation time. For the transient simulations the 
reported quantities are averages over the statistically 
steady state.  
At the inlet a uniform distribution of gas throughout the 
cross-section was assumed or the injection nozzles or 
needles were modelled as CFX point sources. For the 
liquid, fully developed single phase velocity and 
turbulence profiles were assumed in the pipe flow cases.  
At the top a pressure boundary condition was set for the 
pipe flow cases while the CFX degassing condition was 
employed for the bubble column cases. On the walls a 
no-slip condition was used for the liquid phase and a 
free-slip condition for the gas phase assuming that direct 
contacts between the bubbles and the walls are 
negligible. To avoid the need to resolve the viscous 
sublayer, the automatic wall function treatment of CFX 
was applied.  
Concerning bubble size a monodisperse approximation 
was used whenever the bubbles are smaller than the 
critical diameter of 5.8 mm where the lift force changes 
its sign. In the other cases an inhomogeneous MUSIG 
model with two velocity groups corresponding to 
bubbles smaller and larger than 5.8 mm was applied. 

Table 3: Simulation setup summary. 

tests domain solution MUSIG 
size 

groups 

MUSIG 
velocity 
groups 

inlet 

bin Mohd Akbar et al. (2012): flat bubble column 
A1 3D transient 1 1 needles 
A2 3D transient 2 2 needles 

Mudde et al. (2009): round bubble column 
M1 3D transient 1 1 uniform 
M2 3D transient 1 1 uniform 
M3 3D transient 1 1 uniform 
M4 3D transient 1 1 uniform 
M5 3D transient 1 1 uniform 
M6 3D transient 1 1 uniform 

Liu (1998): round pipe 
L21B 2D sector stationary 1 1 uniform 
L21C 2D sector stationary 1 1 uniform 
L22A 2D sector stationary 1 1 uniform 
L11A 2D sector stationary 1 1 uniform 

TOPFLOW: round pipe 
TL12-041 3D stationary 10 2 nozzles 
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If there is a significant variation of pressure within the 
domain, the gas density will change according to the 
ideal gas law and consequently the bubble size changes 
since mass is conserved. Yet the flow of both gas and 
liquid remains incompressible to a good approximation. 
To keep the computational advantage of treating both 
gas and liquid as incompressible fluids with constant 
material properties in a fully developed flow, as 
discussed in Rzehak et al. (2012), the gas flux at the 
inlet is adjusted to the value obtained by evaluating  

 drrrurJ G

D

GG )()(2
2/

0
∫= απ     (19) 

using the data at the measurement location. In cases 
where only uL but not uG has been measured, an estimate 
of the latter may be obtained from the former and αG 
based on the assumption of fully developed stationary 
flow. Where this procedure has been applied the 
adjusted values are given in Table 1.  
Turbulence data frequently give the axial intensity of 
turbulent fluctuations while in the simulations based on 
two-equation models only the turbulent kinetic energy is 
available. For a comparison it has to be considered that 
wall-bounded turbulence is anisotropic with the axial 
component of fluctuating velocity being larger than 
those in radial and azimuthal directions. The ratio√ k / 

u’ is bounded between √(1/2) ≈ 0.71  and √(3/2) ≈ 1.22 
corresponding to unidirectional and isotropic limiting 
cases. Taking u’ as an estimate for √ k thus provides an 
estimate that is accurate to within ~20%. 
 

Tests of bin Mohd Akbar et al. (2012) 

For the tests of bin Mohd Akbar et al. (2012) transient 
3D simulations were performed using a gas inlet 
configuration that represents the experimental needle 
sparger. Due to the small column height the pressure 
effect is negligible. For the lower value of gas volume 
flux a monodisperse bubble size distribution was 
imposed, for the higher value two MUSIG size and 
velocity groups were used with diameters of 5.3 mm and 
6.3 mm and relative amounts of  63 % and 37 %. For the 
evaluation of k, the axial component of the resolved 
transient fluctuations has been added to the unresolved 
part obtained from the turbulence model. 
A comparison between simulation results and measured 
data is shown in Fig. 3. As may be seen the agreement 
between both is quite good for gas volume fraction and 
axial liquid velocity. Slight differences are that the 
predicted gas volume fraction profile is a little bit too 
peaked near the wall and there is a small dip in the 
predicted liquid velocity in the center of the column. 
The turbulent kinetic energy in the column center is 
somewhat  underpredicted  by  the   simulations  and  the 
peak in k near the wall is not reproduced by the 
simulations.   
 

Tests of Mudde et al. (2009) 

For the tests of Mudde et al. (2009), transient 3D 
simulations were performed assuming a uniform 
distribution of gas at the inlet.   For the column height of  

 

 

 

Figure 3: Gas volume fraction (top), axial liquid velocity 
(middle), and turbulent kinetic energy (bottom) for the tests of 
bin Mohd Akbar et al. (2012). Solid lines: simulation results, 
symbols: measured values. Only half of the column is shown. 

 
1.3 m the pressure effect is still small enough to be 
neglected. A monodisperse bubble size distribution 
corresponding to the measured values was used. 
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Measured and calculated values are compared in Fig. 4. 
Clearly the gas volume fractions are predicted within the 
experimental errors. The calculated liquid velocity 
profiles do not depend on  the  total  gas  hold-up.  Since 
the measured profiles do not show any systematic trend 
as a function of this variable, their variation is most 
likely an indication of the measurement errors. 
 

 

 

Figure 4: Gas volume fraction (top) and axial liquid velocity 
(bottom) for the tests of Mudde et al. (2009). Solid lines: 

simulation results, symbols: measured values. 

Tests of Liu (1998) 

For  the  tests  of  Liu  (1998)  stationary  axisymmetric 
simulations were done assuming a uniform distribution 
of gas at the inlet. Since the pressure effect is significant 
for the 3.43 m long pipe, gas volume fluxes were 
adjusted to allow treating the gas as incompressible. A 
monodisperse bubble size distribution was imposed with 
the bubble size set equal to the average of the measured 
profiles. 
The comparison of calculated and measured profiles in 
Fig. 5 shows reasonable agreement for the gas volume 
fraction and the axial liquid velocity. Notable deviations  
occur in the region close to the wall where the 
simulations predict the peak in the gas fraction too high 
and the gradient of the liquid velocity too steep.  For the  

 

 

 

Figure 5: Gas volume fraction (top), axial liquid velocity 
(middle), and turbulent kinetic energy (bottom) for the tests of 

Liu (1998). Solid lines: simulation, symbols: experiment. 

 
turbulent kinetic energy the agreement between 
simulation and measurement is not as good, but possibly 
to a large extent due to the isotropic approximation. 
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TOPFLOW tests 

For the TOPFLOW test stationary axisymmetric 
simulations were done with the gas inlet modeled as 
individual nozzles. The pressure effect is included in the 
calculation using the MUSIG model since the 
implementation in CFX is based on classes of bubble 
mass and a transformation to / from bubble size occurs 
only as part of the pre- / post-processing.  Two velocity 
groups were used as described above. For the size 
groups a width ∆dB = 1.0 mm was set and as many 
groups as needed to cover the range of the measured 
distributions from inlet to outlet were used. 
Results for the development of gas volume fraction 
profiles are shown in Fig. 6. It can be seen that near the 
inlet the wall peak is underestimated by the simulation, 
but at the higher levels it is overpredicted. Likewise the 
initial width of the peak comes out too broad in the 
simulations, but the shoulder that develops subsequently 
has a narrower range than in the experiments. 
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Figure 6: Gas volume fraction at different levels for the 
TOPFLOW test case TL12-041. Top: experimental data 

corrected as described in the text, bottom: simulation results. 

 

CONCLUSION 

A single model for bubbly two-phase flow has been 
applied to a range of diverse conditions. Reasonable 
agreement between data and simulations has been found 
for all investigated tests. Meaningful numbers 
quantifying the accuracy of the simulations are not 
readily given since experimental errors are rarely 
specified. As a rough guide it may be said that typical 
deviations between measured and simulated data are in 
the range of 15-20% for the void fraction and mean 

liquid velocity and 30-40% for the turbulent 
fluctuations. Maximum deviations tend to occur close to 
the wall where in the pipe flow cases the height of the 
void fraction peak is off by up to a factor of two whereas 
in the bubble column cases the point of zero liquid 
velocity is shifted which also results in a relative 
deviation up to a factor of two. This is encouraging for 
this first version of a baseline model although clearly 
there is still a need to expand its range of validated 
applicability as well as the quantitative agreement with 
the data. 
To improve the model correlations for the bubble forces 
terms including effects of shear, turbulence and multiple 
bubbles should be derived from experiment of direct 
numerical simulations. The dependence of the 
turbulence source terms on additional dimensionless 
parameters like the ratio of bubble- and shear-induced 
length- and velocity scales could be obtained from direct 
numerical simulations as well. 
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