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PREFACE  

This book contains all manuscripts approved by the reviewers and the organizing committee of the 

12th International Conference on Computational Fluid Dynamics  in the Oil & Gas, Metallurgical and 

Process Industries. The conference was hosted by SINTEF in Trondheim in May/June 2017 and is also 

known as CFD2017 for short. The conference series was initiated by CSIRO and Phil Schwarz in 1997. 

So far the conference has been alternating between CSIRO  in Melbourne and SINTEF  in Trondheim. 

The conferences  focuses on  the application of CFD  in  the oil and gas  industries, metal production, 

mineral processing, power generation, chemicals and other process industries. In addition pragmatic 

modelling  concepts  and  bio‐mechanical  applications  have  become  an  important  part  of  the 

conference. The papers in this book demonstrate the current progress in applied CFD.  

The conference papers undergo a review process involving two experts. Only papers accepted by the 

reviewers  are  included  in  the  proceedings.  108  contributions were  presented  at  the  conference 

together with  six  keynote presentations. A majority of  these  contributions  are presented by  their 

manuscript in this collection (a few were granted to present without an accompanying manuscript).  

The organizing committee would like to thank everyone who has helped with review of manuscripts, 

all  those who  helped  to  promote  the  conference  and  all  authors who  have  submitted  scientific 

contributions. We are also grateful for the support from the conference sponsors: ANSYS, SFI Metal 

Production and NanoSim. 

Stein Tore Johansen & Jan Erik Olsen 
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ABSTRACT 
In this paper, we will apply the concepts of pragmatic 
industrial modelling to the development of a real time 
drilling support tool. We develop requirements to such a 
modelling tool, regarding both input and output, model 
response times, and accuracy requirement.    
The selected application will next be the subject to more 
theoretical discussions on analyses, standards, 
technologies, design of the database, and the interface for 
the modelling framework 
On the selected pragmatic modelling case, we evaluate 
the proposed solutions and outline requirements for the 
realization of the described tool. We give a proposal of 
the architecture for such a system, and examples of 
analysis / modelling workflows, presented in pseudo-
code.  
We summarize the findings and discuss how this specific 
"pragmatism in industrial modelling" case should be 
concluded and prepared for further software/hardware 
implementation, reuse, sharing, and collaboration. Partial 
standardization of work processes (illustrated as 
workflows in pseudo-code), data, and metadata is a 
necessity for building more consistent and informative 
industrial models. It will answer to customer needs for 
relevant results, actual accuracy, and delivery speed, and 
will definitely pave a way towards a tool, which can 
enable an automated drilling process. 
 

Keywords: Industrial modelling, pragmatism, drilling, real-
time simulation, multiphase flow, hydraulics, robotized drilling 
operation 

INTRODUCTION 
Building industrially relevant models is handled in many 
text books, such as (Cameron, I. and Gani, R., 2011). 
From the software perspective, fields like software 
engineering and systems engineering has become highly 
developed over the last decades. However, how these 
areas can be exploited to build useful industrial 
applications does not have sufficient focus. A particular 

need is to arrive at standards for development and 
workflows that can help to improve the final quality. In 
the area of CFD we have seen attempts to develop 
standards, such as (Casey et al., 2000)  and (Mendenhall 
et al., 2003). However, in many applications CFD will 
only be part of a larger picture. 
At CFD2014 in Trondheim, Norway, a framework (FW) 
for pragmatic industrial modelling was suggested and 
demonstrated on industrial use cases with a process 
centric approach (Zoric et al., 2014). The framework was 
further elaborated (Zoric et al., 2015) at CFD2015 in 
Melbourne, Australia, with focus on metadata describing 
modelling and experimental data. Their organization, 
syntax, and semantics were exemplified on a use case 
related to drilling of oil & gas wells. In this paper, the 
objective is to apply previous principles of pragmatic 
industrial modelling to develop a drilling application for 
the oil & gas industry. The elements of such a 
development process are established knowledge, but how 
these elements are assembled into an application driven 
workflow is new.  
In order to develop a successful application the pragmatic 
workflow can be seen as a procedure that can support 
quality of both the development work and the final 
application. The second element and success factor is the 
Solution Architect Team (SAT), as discussed in (Zoric et 
al., 2014). SAT will make numerous decisions on 
software engineering, model concepts, numerical 
methods and control strategies. In this way, the final 
solutions will reflect the level of knowledge in the SAT. 
This will become evident in the present paper, where we 
will decide on which concepts to work with, and at that 
point disregarded all other possible methods. 
Well operations vary from operation to operation, and are 
tailored for each field.  In this paper, we will focus 
specifically on the drilling processes. To date, several 
components for drilling operations pose phase specific 
challenges during each of the stages beginning from the 
initial planning phase to drill-stem testing. As services 
are provided by various vendors and, integrating multiple 
service interfaces into a single platform is often 
challenging. On several occasions, operators often 
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receive un-scalable raw data with noise, replication, and 
missing values, instead of a comprehensive standardized 
format. Similarly, data storage poses a challenge due to 
heterogeneous database systems and analogue data. 
Hence, organizing inputs for modelling simulation 
studies has been inadequate, not precise, and time 
consuming. Data authenticity is often questionable as it 
is stored in several non-standardized formats, thereby 
escalating the uncertainty in the simulated results. The 
streaming of real-time data needs to be easily accessible 
and scaled in reliable and standard formats. 
The literature reviewed is an integral and introductory 
part of the pragmatic analysis. As this paper merely 
demonstrates the pragmatic approach, we restrict the 
literature review accordingly. Over the last 60 years, a 
substantial amount of work on models and simulations of 
drilling operations has been published. 
Examples of leading software for drilling are 
Drillbench® from Schlumberger and the software from 
eDrilling. Examples of publications on hydrodynamic 
models are (Bourgoyne Jr. et al., 1986) and (Hansen et 
al., 1999). Real time simulations are discussed in (Mathis 
and Thonhauser, 2007), (Cayeux et al., 2011a), (Cayeux 
et al., 2013b), (Cayeux et al., 2016) and (Rommetveit et 
al., 2017). Examples of mechanical models for the drill 
string are found in (Cayeux et al., 2011b) and (Cayeux 
and Skadsem, 2014). Tools for automated drilling and 
discussed in (Lohne et al., 2008), (Florence and Iversen, 
2010), and (Cayeux et al., 2013a). The general 
impression is that the papers on real-time simulations are 
quite general and industrial, with limited scientific 
information. Information on modelling software design 
methods and design principles seems to be scarce. A 
major reason for limited information is that most of the 
work is confidential and thus not available to the public. 
Based on the authors' knowledge existing application 
programs within drilling operations have several 
hardware and software limitations. The accuracy of 
physical models may in some cases be critical, and 
contribute to software limitations. In this paper, we 
primarily focus on the conceptual workflow: How do we 
(with above-mentioned challenges) develop a software, 
capable of delivering the required information and 
knowledge support?  
In order to develop applications for drilling, we need to 
understand the physical and operational challenges. The 
root causes of downhole problems are generally not well 
understood (Nazari et al., 2010). Typically, some 
downhole problems occur due to lack of implementation 
of lessons learned and best practices, but sometimes are 
also due to unforeseeable downhole mechanical failures. 
By developing a better understanding of root causes and 
using best practices, we could improve efficiency by 50 
to 75%. Evaluation of daily drilling data should not only 
be accessed at the end of the well drilling operation, but 
should be reviewed regularly by competent personnel 
within drilling along with subsurface team members. 
Additionally, as drilling engineers during training and 
operations may need to better understand the effects of 
fluid properties, rotation and flow rate, an interpolation 
calculator tool may be used to interpolate between the 
set-up parameters. These parameters could be used to 
address pressure losses, thresholds for transferring 

cuttings from beds to suspension phase based on shear 
rate at surface, in a more complete simulation. 
The autonomous solutions are not available for different 
activities in drilling. For example, the industry needs 
real-time characterization of the drilling fluids because as 
of today, insufficient sampling rate and volume 
correlations have incorrectly represented the true 
downhole mud properties. Similarly, standardized 
verification tools both in the laboratory and operations 
are not available to QC a cement's density and rheology 
prior to pumping downhole. We need instantaneous 
assessment of the mineralogy and morphology of drilling 
cuttings, cuttings cleaning and transport treatment and 
mechanistic hole cleaning models that could be applied 
to real-time advisory and decision-making systems. 
Industrial solutions within enhanced kick and losses 
detection methods, particularly when using oil-based 
muds and in complex geological areas compromising of 
formations that are naturally faulted, have heterogeneous 
stress regimes and negative drilling window challenges 
yet to be determined. A real-time advisory system offers 
consistent results and this has been discussed in (Islam et 
al., 2016) and (Moi et al., 2017). The industry is also 
currently investigating more enhanced techniques 
towards monitoring and mitigating bottom hole drilling 
dysfunctions including buckling, vibrations, stuck pipe 
etc. An autonomous historical case-based digitalized 
database system should be applied from the laboratory 
testing phase up to field deployment, as this will help 
mitigate inconsistencies due to lack of competency. 
Hence, a pragmatic approach to address the above-
mentioned limitations can be roughly described by the 
following steps: 

1. Accurately define what each model should 
predict. In addition, specify requirements addressing the 
computational speed (delivery time) and accuracy of the 
derived results, along with the key data input parameters. 
This includes the system configuration and field input 
data. This data can be accessed from various sources, e.g. 
adaptive real-time computations, stored experimental 
data, correlations, stored simulated data etc. 

2. Provide integrated conceptual design 
approaches, which incorporate perceptive techniques for 
estimating model input parameters from different sources 
(and meet the case-specific requirements). 

3. Decide and identify which model framework 
(e.g. 1D transient multiphase 3-phase model) and its sub 
models or elements should be included. Their 
orchestration during the drilling operation should be well 
defined, e.g. formalized by workflows and described in 
pseudo-code.  This step must also resolve issues 
regarding standardization of data formats (obtained from 
multiple resources including experimental, field and 
simulated data). 

4. The analysis workflow provides various 
parametric inputs at different decision gate stages. This 
process should be continuously evaluated, and verified to 
check if the current requirements meet the original data 
input criterion or the requirements need to be relaxed. If 
the bottlenecks in the modelling framework show up, the 
workflow should be corrected and new model elements 
(sometimes also including sub-models) developed.  
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5. The qualification of the uncertainties within the 
model framework is critical and hence needs a robust 
workflow wherein it is easy to adapt, implement, and 
increase accuracy.  
 
This paper will investigate a case specific scenario 
wherein the drilling operation is carried out from a 
platform. During the drilling process, a drill bit is rotated 
at the end of a drill pipe. Non-Newtonian drilling fluid is 
pumped through the drill pipe and the bit, and is 
circulated back to the platform through the annular space 
to the surface.  Should these cuttings accumulate in the 
annular space, this may lead to several problems 
eventually causing the drill pipe to be stuck if the 
necessary preventative actions are not taken. This could 
also be a result from caving collapsing within the newly 
drilled hole. When the mud flows through the annulus, 
some mud may be lost to the formation for various 
reasons. Sometimes this may lead to a kick wherein 
formation fluids enter the borehole and displace the mud, 
thereby reducing the bottom hole pressure. Should the 
losses be severe, this may lead to the hole collapse. In 
some cases drilling with a mud weight much lower than 
the formation pressure, also leads to the hole collapsing 
or induces a kick that could unfold into a blowout. 
An application that addresses such challenges should 
handle all these possibilities.  
Human intervention and responsiveness influences 
heavily drilling processes; hence, human errors tend to 
reduce the efficiency. Drilling operations are very 
expensive and the multi-dimensional challenges do 
occur, hence a more automated drilling approach should 
be advantageous.  
By using the appropriate models, correctly interpreting 
the data, and providing appropriate remedial actions 
during operations, faster and more cost effective drilling 
operations will be possible.  

PRAGMATISM - STEP 1: REQUIREMENTS FOR 
AUTOMATED DRILLING TOOL 
The tool will be limited, but still designed to handle all 
drilling hydraulics, including gas kicks. Issues related to 
interaction between drill-bits, drilling fluids, and 
formation is included. The same goes for the tools and 
materials involved into the drilling operation (mud pump, 
motors, Bottom Hole Assembly, mechanics, and integrity 
of drill-string and drill-bits). Any failure of tools, risk for 
stuck pipe, and remediation of stuck pipe is part of what 
we will address. Prediction of the true drilling window is 
of major importance. The drilling window is the range of 
mud pressures, exposed to the formation, within which 
the operation is safe. If the mud pressure is too low, oils 
and gas may be produced into the drilling fluid (risk of 
blow out) and we have the possibility for rock collapse 
(have to give up well). At the other end (too high mud 
pressure), the drilling fluid may be lost to the formation. 
That will delay operation, block pores for future 
production, and trigger additional costs. On top of that, 
formation may be fractured and the well has to be 
abandoned. 
A simplified example of a typical drilling scenario is 
illustrated in Figure 1.  In Figure 2 we see the mud pump, 
supplying the drill pipe with high pressure drilling fluid. 

The return flow of drilling fluid and cuttings is passed 
through the shale shaker where cuttings are separated 
from the drilling fluid. The drilling fluid is then circulated 
back to well bore through the mud pit. 
 
The following considerations were shortlisted based on 
the current industrial requirements:  

1. An automated tool capable of handling 
hydraulics during drilling operations from a 
platform or vessel. 

2. Real-time assessment for drilling fluid 
characterization and  rheological  effects  

3. A tool that mitigates uncertainty towards 
organising input parameters for the real-time 
drilling models during the drilling process, such 
as stuck-pipe events and wellbore breakout. 

The tool will perform drilling process optimization – 
mostly monitoring critical parameters and their 
influences while drilling. The tool may comprise both 
software and hardware, and should integrate well into 
already existing database frameworks. As illustrated in 
Figure 5, the tool should support at least three distinctive 
modes of interaction: monitoring, predictions and 
recommendations. 

Figure 2 Drill platform with mud pump and shale shaker 
(from http://www.petroleumonline.com/) 

 

Figure 1 Typical scenario during drilling. Three types of 
rock is seen (from http://petrowiki.org/Hole_cleaning). 
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The system must be a real-time advisory system. This 
includes full and transient predictions of hydraulics, 
adjustment of density and rheological mud properties, 
information on the interaction between drilling fluid and 
formation, torque and drag (T&D) on drill string.  The 
drilling parameters, annular velocity, drill string rotation 
speed (RPM), Rate of Penetration (ROP), weight-on-bit 
(WOB), cuttings mineralogical and morphological info, 
particle transportation, well geometry, and drilling 
practices must be highlighted and made available to the 
user.  In addition, online measurements must be made 
available and used by the system to improve predictions 
and analysis of the ongoing drilling operation. 
 
Specific features that the model system should handle 
are: 
 Enable ROP optimization.  This includes prediction 

of T&D, effects of flow rate, WOB, effects of 
selection of bit type and size, and RPM. 

 Interaction with the rock formation: 
o Predict rate of mudflow into the formation.  
o Predict rate of inflow of hydrocarbons from the 

formation. 
o Provide risk assessment for formation damage, 

and effects of the applied bits.  
 Drilling window management: At any time, the 

model shall know the drilling window and be able to 
advice the best way to operate within the limits of 
formation pore and fracture pressure. 

 Hole cleaning:  
o The tool should predict the amount of solids 

being laid up into sediments at any time and at 
any position in the annulus. In addition, the mass 
flux of cuttings being transported should be 
known at any time and location. 

o The tool should predict the cuttings size 
produced at the bit, including the particle shape 
factor and the mineral composition of the 
cuttings. 

o Included into the tool should be a device to 
perform on-the-fly fluid characterization of the 
drilling fluid.  Both fluid density and viscosity 
shall be measured. The measured properties 
should be available at the latest 30 seconds after 
the fluid has been sampled. 

o The tool must make faster than real-time 
predictions, in order to assess the required mud-
properties in advance. Based on the most 
favourable scenario for next near future drilling 
operations, the tool will instruct the mixing of 
the mud on the fly. 

 Predict filter cake creation and properties of the filter 
cake (thickness, permeability). 

 The tool shall assess enhanced Kick & Loss  
detection.   

 The tool shall include an auto drill pipe handling 
system – accounting for fatigue and buckling. Based 
on the mechanical and thermal history of each drill 
pipe element, risk of failure shall be assessed and 
drill pipe elements with high failure risk will 
automatically be replaced by new elements. 

 The model system should be integrated into a live 
data streaming system.  

 

Prediction speed requirement: 

The tool should be able to predict key parameters at least 
20 times faster than real-time. This will allow look-ahead 
simulations that can be used to optimize the drilling 
strategy in the nearest future.  
 
Requirement of spatial resolution of model: 

The largest grid cells allowed is 100 m. 
 
Model / operation input parameters: 

 Borehole trajectory is available on digital format, 
 Rock information (as this is not available in real 

time, we will use Mechanical Specific Energy 
(MSE) equations), 

 Fluid rheology and fluid properties, 
 Mud temperature out from mud pump, 
 Formation temperature along borehole trajectory, 
 Critical mud pressure for fracking of formation, 
 Formation fluid pressure and permeability along 

borehole trajectory, 
 Formation fluid properties along borehole 

trajectory, 
 Dimensions and properties of tools, pipe, casings, 

cement, rock (mass of system elements, sound 
speed, thermal properties),  

 Actual ROP (measured), 
 Average cuttings size (measured), 
 Pump pressure, 
 Both applied torque and drill string rotation data is 

available, 
 Hook load data is available in real time (hook load 

represents the force acting on the drill string at the 
platform), 

 Block position is available in real time (block 
position versus time represents the axial velocity of 
the drill string at the platform end). 

 
We note that uncertainty measures for all input 
parameters must be given. If uncertainty is unknown, the 
quantity must be labelled with "Uncertainty unknown". 
 

Output parameters from prediction model 

Primary prediction parameters: 

 Transient flowrate at surface versus actual pump 
pressure 

 Mass flow of cuttings to the surface versus time 
 Mud temperature at shale shaker 
 Hook load as function of measured or suggested 

block position. 
 
The model should allow on-the-fly tuning of the model. 
However, tuning methods and selection of tuning 
parameters are not part of the present tool, but will be a 
future extension possibility.  
The required prediction accuracy of the primary output 
parameters is assumed given. For the accuracy of the 
pressure, and mudflow rate predictions, a minimum 
accuracy of ± 10 bar is assumed required. The 
temperature of the mud should be critically assessed 
based on the climatic and field specific conditions.  
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Secondary prediction parameters: 

 Dynamic updates of the drilling window, 
 Optimal method selection to drill safely within 

drilling window, 
 Based on primary output parameters, issue immediate 

warning if a kick is appearing, 
 Information of where the cuttings are located in the 

system, 
 Highlight differences between model and monitored 

data. Give interpretation of deviations and suggested 
actions. 

 
At this point, proven accuracy in primary parameters 
prediction are sufficient for early kick detection. For 
example, this can be performed using existing multiphase 
flow codes such as LedaFlow® or OLGA®.  
 
Monitor parameters, used to check the model, or to 
support, or to tune the model 

 Hook load,  
 Block position (hook load taken as input), 
 ROP (input), 
 Torque and RPM, 
 Motor power, 
 Mud temperature (both out from pump and for return 

flow into shale shaker), 
 Cuttings mass flow into the shakers, 
 Cuttings size (separated at the shakers), 
 Mudflow rate out from pump (pump pressure as 

input), 
 Mud pump pressure (mud flowrate as input), 
 Return fluid flow rate, 
 Density of fluid after the shaker. 
 
Specification of requirements and the necessary 
information concludes Step 1.  This pragmatic model 
approach closely resembles the use case specifications 
and scenarios, often adapted during software 
development. We recognize that some elements may be 
too generic and in a real project development, it would 
demand reiterating the above-mentioned specifications 
into further sub-classes . 

STEP 2 CONCEPTUAL MODEL DESIGN 
In Step 1 the process is led by Solution Architects Team 
(SAT), but is under strict control of the end user of the 
application. In this second step, the SAT will take a 
stronger lead. The team will now look at the 
specifications above and work out possible conceptual 
design possibilities. At this stage, it may be necessary to 
develop mock-ups, i.e. rudimentary and simple 
demonstration of sub-models, for assessing possible 
solutions. We will point to this possibility when 
necessary. 
Based on the need to have a fast and accurate transient 
hydraulic calculation as part of the tool we realize that 
multidimensional Computational Fluid Dynamics (CFD) 
is out of the question for the system model. Presently, we 
realize two possible approaches for the system model: 
 

A. A transient 1D multiphase flow model, solving 
masse, momentum and energy conservation 
equations for the flow of liquid, gas (from kick), 
and solids. 
The model is formulated by individual transient 
transport equations for the mass of mud, cuttings, 
and fluids entering from the formation (oil, gas). 
Similarly, we formulate individual transport 
equations for momentum of liquid, gas and cuttings, 
as well as mixture energy (temperature) of the 
fluids/solids and near well-bore region.  

 
B. A simplified transient 1D multiphase flow model, 

based on a mixture approach: The approach is 
computationally similar to a single-phase 
description.  The phases are handled through a 
drift flux concept where phase slip velocity 
relations relative to mixture is known.  
The model has mass conservation equations for mud, 
cuttings, reservoir fluids, and free gas. The velocity 
of free gas and cuttings is related to a mixture 
velocity by a slip relation. The slip relation may be 
obtained from existing data (lab, field, simulation). 
The prediction of temperature is the same as in A. 

 
I.e., both flow simulation strategies are based on a 1D 
Eulerian-based flow code, and the system model should 
be able to represent pressure waves in the mud. This can 
be done by solving for the pressure waves directly in the 
model, or by using a characteristics methods (Skalle et 
al., 2014). This may be critical for prediction of pressure 
waves and enable early kick detection. 

Use of pre-calculated data, field data or 
laboratory data 
As we have decided that applying a 1D model is the only 
possibility to reach time requirements, we realize that 
such simplified models may need heavy support in order 
to give realistic predictions. Based on the current 
knowledge of non-Newtonian flows with particles, we 
see that it is possible to arrive at CFD models with 
acceptable accuracy in relatively short time. During 
drilling the drill-pipe is rotating, but also whirling. As a 
result, the transport rate of cuttings will depend on a 
balance between sedimentation, convection and 
dispersion effects (granular and turbulent dispersion), 
and where drill string position, RPM and whirling 
frequency are critical elements. Another important factor 
is inclination of the well trajectory. 
Another option for simulating the transient drilling 
process is to use steady state data, coming from lab 
experiments or some steady state simulation tool.  In this 
case the transient phenomena can be approximated by 
applying Succession-of-steady-states (SSS) solutions 
(Modisette et al., 2001). Such an approach is useful if the 
phenomena we want to model have a time scale that is 
significantly longer than the time scale of the transport 
processes in the system.  E.g., formation and movement 
of cuttings bed is often orders of magnitude slower than 
the mudflow.  Laboratory data are typically obtained at a 
much a smaller spatial scale than the field operation.  I.e., 
such data need to be supported by either CFD of field data 
to ensure proper scaling of the model from laboratory to 
field conditions. 
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A fast method to produce rheology online is critical. It is 
suggested to apply a number of pipe rheometers 
operating in parallel on the field, to obtain robust data 
with a good measure of uncertainty. 
A task will be defined to clarify how lab data, possibly 
field data, and simulated data from 3D CFD can be saved, 
processed, and retrieved (to provide the input for the 
system model). The processed data may supply both 
pressure drop data (wall stresses) and slip data. The data 
is supposed to be steady state, and it is required that an 
uncertainty measure of the data is provided with the data. 

Application of CFD to build database or to 
improve closures 
It is fully possible to use CFD (Computational Fluid 
Dynamics) to provide useful data. CFD is slow, 
compared to online applications, but can be used, over 
time, to build a substantial database. It is therefore 
preferred that a case database be established initially, and 
is dynamically extended over the time to improve the 
prediction power of the system model. As an example we 
have used a previously developed granular flow model 
(Laux, 1998) to predict the flow of liquid (superficial 
velocity of 1.5 m/s, and solids fraction in the lower 
boundary inflow is 2%) and solids in a 65 degree 
inclined, 40 mm diameter, channel. The fluid is here 
water and the solids density is 2600 kg/m3. As seen from 
Figure 3, the 2.0 mm solids separate in the lower wall and 
form rather quickly a thick deposit layer. The compacted 
bed is assumed to have an internal angle of friction 
(repose) of 30º. The cuttings accumulate fast and may 
build a large bed along the annulus (here a channel). If 
the mud pump is switched off, the shear stress from the 
fluid supporting the bed will disappear, and the cuttings 
will avalanche to the lowest possible point. In Figure 4, 
we see that a few seconds after the pump is shut off, an 
avalanche is taking place. Such avalanches may lead to 
pressure build-up of roughly 15 bar for each 100 m of 
open hole. This effect alone can lead to substantial 
pressure variations, and it must be considered in order to 
understand the drilling window. 

The mechanical model will apply a Lagrangian 
framework to handle drag and torque related phenomena. 
For the mechanical model, we have two overall 
approaches: 
C. The mechanical model integrated into the flow 

model. 
D. The mechanical model computed independently, 

and the data exchanged between the flow model 
and the mechanical model. 

 
For the Pipe Auto handling system, this system will be 
designed based on that the mechanical model is keeping 
track of the temperature and stress history. I.e., the work 
to make such a system is separated from the overall 
model and can be handed over to a team with the 
necessary knowledge.  As all teams delivering into the 
project, they will have a deadline for when their work is 
to be finished and well as necessary documentation of 
uncertainty in the actual sub-models input and prediction 
parameters. 
All fluid and material properties is to be made available 
to the models through a database. These data will at the 
time of execution of the tool, be made available in a fast 
and efficient manner. Data from online monitoring may 
also be provided through the same database, or if very 
high transmission speed is needed, through an industrial 
API for data communication. However, a filter for 
validation of these data is needed in case the measuring 
equipment is failing. A strategy for handling this may be 
to continue with the latest data available. Depending on 
the variation in the recorded data, it can be decided if the 
drilling operation should be aborted or not. 

STEP 3 SELECTION OF APPROACH 
We are now at a point where we should choose between 
the sketched approaches. What we can say is that  system 
model A: "A transient 1D multiphase flow model, 

Figure 3 Flow of liquid and cuttings particles of 1.0 mm 
diameter. The red colour shows a compacted bed of 
cuttings. 

Figure 4 The blue colour shows liquid, red is the cuttings 
concentration and the vectors show the liquid flow. The 
maximum velocity is 5.8 m/s. 
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solving mass, momentum and energy conservation 
equations for the flow of liquid, gas (from kick), solids 
and energy" and mechanical model C: "The mechanical 
model is integrated into the flow model", is the set which 
is expected to give the most robust simulations. In 
addition, this set of coupled models will allow simulation 
of the most important physics involved. 
On the other hand, the system model B: "A simplified 
transient 1D multiphase flow model, based on a mixture 
approach", together with mechanical model D: "The 
mechanical model is computed independently, and where 
data is exchanged between the flow and the mechanical 
model", may offer the fastest simulation strategy. 

We will briefly give some design considerations and 
implementation techniques that will be part of the 
development. These methods and techniques are mostly 
well established, but have to be walked through in order 
to get an understanding of the pragmatic workflow.  

Mock-up solutions  

To select between the above-mentioned modelling 
options, it may be necessary to develop mock-up 
solutions to demonstrate and compare capabilities of the 
different modelling approaches. The mock-ups are good 
starting approach for concretization of such systems, and 
they should be constructed as sets of simplified 
collaborative functional modules and processes. 

Workflows 

To create realistic mock-ups one should specify well the 
overall operational drilling process. Good starting point 
can be describing them as workflows, modelled in 
pseudo-code (example given in Table 1). An information 
system usually supports many different workflows, 
representing various work and process situations and 
necessary actions. The system should support monitoring 
activities, give various predictions and operational 
information, and finally give recommendations for 
operational situations and actions (particularly in urgency 
situations). Formalization and modelling of the important 
(if possible) complete set of workflows is necessary if we 
want automatization of the operations and well-
functioning reasoning engines (see Figure 5). 
Based on the mock-up evaluation results and the overall 
judgement of the System Architects Team (see also 
(Zoric et al., 2014)), the application system design can be 
started. Of course, if new and critical information arrives, 
the selection of the basic methods and models may have 
to be changed.  
Maybe not necessary to mention, but it is critical that the 
users and application owners are continuously involved 
into the development. Workflows, exemplified by 
pseudo-code in Table 1, with well-defined (inputs, 
outputs, transformation functions and activities), are a 
good tool for specifying both the user interactions and 
other design and implementation details. 

 

System design considerations 

Software design and implementation technology, 
programming languages, database technology, and data 
communication technology require also careful 

evaluation (Zoric et al., 2015).  However, for all of these 
choices it is likely that some legacy issues must be 
addressed. For the software design, it means that 
probably the existing codes might be modified and used. 
However, if the existing code does not satisfy critical 
requirements some parts may have to be redesigned or 
replaced. The choice of programming language to some 
extent will rely on developer's competence and 
preferences, as well as on the implementation of the 
existent systems that have to be interfaced with. 

Information and data handling 

Heterogeneous field data is collected in all major drilling 
operations today, and the most cost-effective solution 
will be to rely on the database and communication 
technology already in use, which requires respecting the 
existing and hopefully standardized interfaces, APIs and 
data handling protocols and formats. Some additional 
data/information processing might be involved to solve 
the aspects as, data formatting, data curation, enrichment 
with metadata and contextualization of data, as well as 
filtering of the data/information that is worth preserving.    

One possible solution could be SOFT (SINTEF Open 
Framework and Tools (Hagelien et al, 2017)). This is a 
framework for semantic interoperability of scientific and 
industrial software, making it possible to make software 
data-exchange seamlessly, according to given semantic 
rules. Parts of the SOFT system is in industrial use in the 
commercial LedaFlow ™ software and is applied in the 
Porto software (Hagelien et al., 2015). Porto is designed 
to effectively exchange data between a number of 
different software, ranging from atomistic scale models, 
meso-scale models, CFD and system models. SOFT is 
based on a data-centric design, and can tap into numerous 
data-streams and collect the external data needed for 
given tasks. The application data could at the same time 
be available for external applications, with the granted 
access. For maintenance and further development of an 
application, established industrial standards should be 
preferred. 
Detailed discussions and analyses of software 
frameworks are outside the scope of this paper, but we 
can conclude that a well-designed pragmatic modelling 
system should follow good SW engineering practices. 
 

STEP 4 SUMMARY AND CONCLUSIONS 
 
In this paper, we have investigated how a more 
automated drilling approach can be obtained. We have 
used principles of a workflow and a set of methods we 
have named "Pragmatic industrial modelling". 
In Step 1, we discussed "Requirements for an automated 
drilling tool". Here we found it rather challenging to give 
the necessary acceptance level on input and prediction 
results. The numbers in the paper must be considered as 
suggestions. Within a technological development project, 
detailed work must be performed to quantify which 
uncertainties are acceptable. It is important that during 
this process we identify and explore critical components 
within automated drilling systems. 
Furthermore, we have identified various possibilities to 
build simulation tools to cater to new requirements. As a 
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basis, we could build on existing models, current streams 
of monitored wellbore data, as well as historical data 
from laboratory and field applications. 
As CFD is too slow to meet the requirements for system 
analyses, CFD will not fulfil the requirements. On the 
other hand, drilling operations include numerous 
complex flow situations, not represented or reproduced 
by current 1D-flow models. In this perspective, CFD 
would be capable to represent the flow physics, provided 
that: we understand the phenomena, have these cast into 
mathematical models, and correctly implemented and 
validated.  The CFD results should be handled similar to 
the experimental data and field data. CFD results have 
their strength in that input is well defined, and models 
may scale well with geometries and fluid properties.  
On the other hand, lab data and operational data is 
reflecting the reality, even if the conditions for the data 
may be poorly defined. It is clear that we have only 
succeeded when models supported by CFD and 
lab/operational data agree, and show similar qualitative 
and quantitative results.  
CFD models, if validated in conjunction with 
lab/operational data, can be used to build lookup tables 
for the simulation tool, or it may serve as a sub-element 
applied to improve the closure laws for the system 
hydraulics code. As demonstrated above, CFD modelling 
has the capability to reveal poorly understood issues (e.g. 
cutting avalanches) that may be critical for successful 
operation of an automated drilling system. Other 
examples may be cuttings, which during tripping out of 
the hole, may result in cuttings pile-up in front of the 
Bottom Hole Assembly. Such a phenomenon may lead to 
unexpected and high-pressure losses, and possibly stuck 
pipe. 
Based on the requirements and above indicated 
approaches it seems quite likely that it would be possible 
to produce an automated drilling system. Verification 
that a complete tool can be developed to meet the 
requirements ("Step 1: Requirements for automated 
drilling tool") is a staged process. As part of this process 
the different modelling solutions must be properly 
assessed, based on developed mock-ups when necessary. 
The described system was planned be able to operate 
without relying on advanced downhole monitoring 
systems. If this is actually possible, it can only be 
substantiated by suggested mock-ups or by making tests 
using available 1D-flow simulators. 
Based on our preliminary assessments, the tool that 
would answer to the requirements could be a transient 
multiphase flow model, directly linked to a mechanical 
model. However, the necessary assessments described 
above (part of the pragmatic modelling workflow) could 
show that this combination of models may be too slow to 
meet the requirements. In that case a different overall 
solution may have to be selected. 
A critical element in an automated system is that existing 
operational data streams are seamlessly interpreted and 
integrated into computations, with no additional costs. 
At the current stage, the degree of user-interaction and 
control over the drilling process cannot be established. 
However, it seems clear that a much higher degree of 
automation than what is the case today will be possible. 

In order to get closer to a real recommendation for the 
actual components in an automated drilling system, a 
development project has to be initiated. 
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Figure 5 Architecture of the Conceptual Model - Operational Drilling Decision Support System.  Four possible combinations of modelling approaches for flow and 
mechanical models (AC, AD, BC and BD) are discussed in the section "STEP 2 CONCEPTUAL MODEL DESIGN". 
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Table 1. Workflow / Pseudo-code for one of the analyses (modelling combination A-D), which supports drilling 
operations discussed above.  Mechanical and flow model may be run in parallel. 

OPERATION COMMENT 
INITIALIZE  
Prepare for drilling operation  
Check that input data for simulation is available  
Initialize simulation software: 
         i) Flow model 
        ii) Mechanical model 
        iii) All other models 

Ensure that monitoring systems are OK 
Read initial and boundary conditions for all models 

BEGIN   
  Start drilling operation  
  Simulation software starts  
     WHILE drilling in operation DO  

         Continuous update on drilling operational  
         parameters from monitoring system 

Pump pressure, Hook load, Block position, Torque, RPM 
etc. 

         Continuous update of boundary conditions for 
         mechanical model 

Based on current position of the drill string, and 
monitored flow conditions. 

         Continuous update of boundary conditions,  
         geometry and fluid properties for the flow model Based on previous model runs and on monitor data. 

         Communicate coupling set-up between 
         mechanical and flow model. 

Ensure that the models are consistent with each other at 
all stages of operation 

         Run mechanical and flow models in 
         parallel 

Many look-ahead simulations may be run 
simultaneously, each with variations of initial and 
boundary conditions, and variation of other parameters. 
Communication between the models will happen also on 
a per time step basis, e.g., exchanging gradients for 
numerical stability. 

         Monitoring activity Data is continuously retrieved from the monitoring 
system. 

         Collect simulation results into database 
Database will contain all data needed to identify a 
drilling operation, and will be an asset for historical 
learning (some information may be added post-operation) 

         Analyse accuracy of simulation results Compare with monitor data and estimate uncertainties. 
        IF mismatch between model and monitor data THEN  

          Identify most likely sources of errors 
Mismatch is defined as deviations larger than what is 
acceptable, based on uncertainty in input and simulation 
results. 

          Determine if deviation must lead to operational 
          action or/and correction of model parameters  

          Tuning of model input parameters and/or 
          adjusting the model set-up parameters Conditional; depending on the previous step 

       ENDIF  

       Update borehole model geometry. 
     
 

The modelling geometry essentially is the borehole angle 
and hole size as a function of length along the borehole.  
This information must be updated as the drilling 
progresses. 
Setting of casings: Update on thermal data  

       Analyse simulation results and monitor data 
Find recommendation for settings of operation 
parameters.  Identify eventual issues, e.g., risk for gas 
kick, etc. 

       Update status and result in operator view Includes updating history server. 
       Provide adjusted settings to the drilling 
       robot 

Settings may be adjusted automatically, or overridden by 
a human operator. 

    END WHILE  
  Stop drilling operation  
END   
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ABSTRACT 
Assuring transport and separation of oil and water crude 
emulsions is of significant importance to the oil and gas 
industries. The crude oil, due to its profuse chemical 
composition, has complex dispersion and emulsion flow 
behavior with water. As a result, of the interface 
chemistry, the bubbles and droplets may separate easily, 
or not separate at all, impacting flow regime, water 
holdup, pressure drop and separation efficiency during 
pipe transport. Using a recently developed new stirred 
tank characterization technique for emulsion stability 
droplet relaxation parameters can be studied. Multiple 
model oils and crude oils were characterized by this 
technique. This work discusses development of a 
pragmatic modeling method that can validate the 
experimental measurements. A time averaged velocity 
profile in a stirred tank is used to obtain a 1-D flux flow 
profile in the vertical direction. This 1-D flux profile is 
used as a simplified flow equation and scalar equations 
for droplet size and dispersed phase fraction is used for 
modeling the emulsion stability and relaxation. This 
method can help in fast simulation of emulsion stability 
that involves long time scales of coalesence and 
breakage evolution for crude oil and water. 
 

Keywords: Multiphase flow, oil-water emulsion, flow 
assurance.  

NOMENCLATURE 
A complete list of symbols used, with dimensions, is 
required. 
 
Greek Symbols 
ρ  Mass density, [kg/m3]. 
µ  Dynamic viscosity, [kg/m.s]. 
Γ   Dispersed phase viscosity, [m2/s]. 
Ω  relaxation coefficient, [1/s]. 
 
 
Latin Symbols 
a  Characteristic area, [m2]. 
p  Pressure, [Pa]. 

 u  Velocity, [m/s]. 

U  Averaged velocity, [m/s]. 

d mean droplet size, [m]. 

α dispersed phase fraction, [-].  

V Dispersed phase velocity, [m/s]. 
τ  Relaxation time scale for droplets, [s]. 
 
Sub/superscripts 
c Continuous phase. 
A upward flow direction. 
B downward flow direction. 
E Exchange flow between A and B. 
z     z- direction representing height direction of tank 
eq   Equilibrium 
 

INTRODUCTION 
The pipeline transport of crude oil-water dispersions or 
emulsions is typical for many oil fields and flow 
assurance studies has been hampered by limited 
understanding of how to handle the possible behavior of 
the flow when stabilizing surfactants are present. The 
cost of crude oil production is strongly related to 
pressure drop produced in transport pipes. It is well 
known that pressure drop is strongly dependent on the 
rheological behavior, which is strongly influenced by 
emulsion stability. Therefore oil-water emulsion stability 
has been a subject to several studies in the past. 
 
Emulsion stability or droplet size evolution is strongly 
influenced by interfacial tension (IFT) and surface 
chemistry (Aichele 2009; Mullins et. al. 2007; Sjoblom 
2005). So there has been a need to quantify the droplet 
size evolution behaviour for given characteristics of oil-
water emulsions. This has been achieved by an advanced 
imaging technique developed recently and presented in 
Patil at. al. (2017). In this method, the measurement of 
droplet size alongside torque provides the necessary 
understanding of dissipation on emulsion stability.  
 
Experiments with model oils-water emulsion has shown 
that the droplet size in turbulent regimes is governed by 
Kolmogorov scale criteria (Kolmogorov, 1949). 
Depending on the regime defined by the inertial and 
viscous subrange; the equilibrium droplet size agree 
well with the theoretical correlations (Boxall et. al. 
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2010; Boxall et. al. 2012; Patil et. al. 2017). Further the 
dynamic droplet size relaxation of emulsions have also 
been studied by measuring the time dependent droplet 
relaxation and hence its coefficient (Calderbank, 1958; 
Patil et. al., 2017). 
 
Dispersion of two phases by emulsification in a stirred 
tank has long been modeled using various multiphase 
modelling methods. Most common models for such 
fluid-fluid systems is the Euler-Euler method (Murthy 
et. al. 2007). Besides CFD methods using Population 
Balance models (PBM) to represent the dynamic 
dispersed phase have also been developed (Trætli-
Einarsrud et. al. 2014, Raikar et. al. 2009).  
 
Generally for model oil-water emulsions the time scales 
for relaxations is several seconds (Patil et. al. 2017). For 
crude oil-water emulsions which have stabilizing 
components these time scales are higher (few minutes) 
(Patil et. al. 2017b). The challenges with using Euler-
Euler methods (in 3D) is that they are slow and time 
consuming due to the small time steps needed (<10-4s). 
The CFD-PBM approach is still a useful modelling 
method. But a number of challenges were encountered 
in using such a method for emulsions where surface 
active components influence the droplet behavior. 
 
For a normal stirred tank cell with a single impeller the 
radial and angular variation in dissipiation is very small 
relative to the height. Therefore, a pragmatic 1-D model 
in height direction can make the model simplistic and 
fast. This will essentially also make emulsion 
stabilization modelling easy. Initially only the Sauter 
mean diameter (SMD) of the droplet will be modelled 
and later a size distribution model can be developed 
with a PBM kind of technique, like in Einarsrud et. al. 
(2014). In this work we describe the development of 
such a pragmatic 1-D model.  
 

MODEL DESCRIPTION 
The oil and water phase in the emulsion stability study 
are of nearly the same density and hence the 3-D flow 
patterns in the tank will not be much different from a 
single phase flow. So the flow pattern for the 3 speed 
levels of impeller can be evaluated using a single phase 
flow simulations. The properties of the continuous phase 
can be used for such a simulation. 
 
The continuity and momentum equation for the 3D 
system is represented by; 
 

( ) 0~ =⋅∇+ cc
c

t
uρ

∂
∂ρ        (1) 

( ) ( ){ } gp
t cccccccc

cc ρτρρ
∂

∂ρ
+−∇=−′′′′+⋅∇+ uuuuu ~~~  

(2) 
 
Where, cρ is the density of continuous phase. Turbulent 
fluctuations are modelled with the k-ε model. 
In these single phase simulations the impeller blade 
moments is integrated to obtain the torque. The torque is 

monitored till equilibration is achieved. The simulation 
is continued further by time averaging the velocity field 
to obtain the averaged flux. 
 
It is well known that the averaged velocity field for a 
baffled and flat blade impeller based stirred tank has a 
profile that looks like in Fig. 1. There are 2 circulation 
currents in the vertical z-direction. Both currents start at 
the impeller in radially outward direction. This results in 
a two large scale counter-rotating vortices. The upper 
vortex is moving up along the wall, above the impeller, 
while the lower vortex moving down along the wall, 
below the impeller. The flow recirculates back along the 
shaft as shown in Fig. 1. The upwards and downwards 
flow field sections is shown in Fig. 1 where the areas are 
marked. Within this flow pattern note that the upward 
and downward flow mass rate is always the same. The 
difference in the area is balanced by difference in mean 
velocities (z-directional). 
 
 

 
Figure 1: Regions with upward and downward flows are 

marked 

This 3-D time averaged velocity field data is utilized to 
obtain a pseudo 1-D flow field in the vertical direction 
(z-direction) and horizontal directions. For this purpose, 
the flow fields in the cross section is averaged for 
upward and downward flow defined by region A and B 
at discrete cross sections along the z direction. Thus the 
upward and downward mean velocity and the upward 
and downward, and the corresponding cross sectional 
areas are evaluated. The averaged upward and 
downward velocity is given by; 

∫

∫
=

A

A
zc

A da

dau
U

,
and 

∫

∫
=

B

B
zc

B da

dau
U

,
     (3) 

Where, zcu , is the z-direction component velocity of the 

fluid velocity field cu~ . The flow area for the streams A 
and B are given by; 

∫=
A

A daa  and ∫=
B

B daa       (4) 

For evaluation of the average turbulent dissipation ε in 
horizontal slices, denoted A and B we define: 
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∫

∫
=

A

A
A dV

dVε
ε

   and   

∫

∫
=

B

B
B dV

dVε
ε

      (5) 

These dissipations rates, averaged over horizontal slices 
with finite thickness z∆ , are critical input for evaluation 
of the equilibrium droplet sizes used by the model. 
The mass conservation on a slice, for the zones A and B, 
is then given by: 
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Here EU  is the average radially directed velocity 
(horizontal exchange velocity), communicating through 
area IA , which is easily determined based on the 
interface location between zones A and B. The radial 
velocity EU  can be computed from any of the two 
relations in Eq.(6). 
The above description for total flow balance is 
summarized in Fig. 2. It is to be noted that for each tank 
cross sectional area, the upward and downward 
volumetric flow is the same. This means that; 
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kBkBkAkA
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This is consistent with the global mass conservation 
equations, Eq. (6) 

 
Figure 2: Grid description for the 1-D model 

 
 
This 1-D averaged data is utilized in the dynamic 
droplet size model equation provided by; 
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The above equation formulation is a passive scalar 
transport equation with source terms. The 3-D version of 
this can be found in Laux and Johansen (1999). Similarly 
for the droplet size in zone B: 
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Where; zAd ,  is the averaged droplet size in the zone of 
upward flow at position z. The above 1-D model is 
further simplified by neglecting the shear term defined 
by the viscosity of the continuous phase. Since this 
model is not taking the detailed flow into consideration 
the shear effect can be essentially lumped into 
Equilibrium droplet size

zAeqd ,,
. The 

zAeqd ,,
 is a function 

of multiple factors defined by fluid properties and the 
presence of surface-active components. If the surface-
active components are not present then depending on the 
flow regime the droplet size is governed by inertial or 
viscous sub-range correlations in (Patil et. al. 2017).  
In these two equations ((8),(9)) Ω  is a dispersion 
transfer coefficient, expressing the turbulence induced 
exchange rate of particle size between the two zones. 
The last term in Eqs. (8) and (9) express the convective 
transport between zones A and B. 
 
The droplet fraction in zone A is conserved by: 
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The above equation is a general mass conservation 
equation for dispersed phase assuming phase densities 
are constant. It is averaged over all the control volumes 
in the system. Similarly for zone B, we have 
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The dispersed phase velocity in z-direction zV  has 
essentially two components, which are convective 
velocity zU  and terminal velocity. 
 

tzz VUV +=          (12) 
 
Here tV is the dispersed phase velocity component from 
Stokes law given by; 

µ
ρρ

18
)( 2 gd

V dc
t

−
=         (13) 

Further discretization and rearranging Eq. (8) gives the 
following equation to solve the (Sauter mean) droplet 
size equations in height direction. 
 

k k+1 k-1 

A 

B 

z- dir 

UA, k-1/2 UA,k+1/2 

UB,k+1/2 UB, k-1/2 

UE, k-1 UE, k UE, k+1 
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In equations (15) and (16) the notation z+  and 
z− denotes the cell boundary positions for the slice 
where the droplet size is computer. The averaged 
velocities AU   and BU  are always computed at these cell 
boundaries (staggered grid arrangement). 
 
Before proceeding, we subtract the product of droplet 
size and fluid mass conservation eq. (6), and rearrange. 
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The values at the cell faces ( ,

z

A zd
+

and ,

z

A zd
+

) are now 
approximated by the upwind value, controlled by AU  or 
the terminal velocity tV . 
Note that here by convention, 

kAU ,
and 

kBU ,
 are always 

positive representing the upward and downward velocity 
direction respectively. However, 

tV  and 
EU can be 

positive or negative depending on density difference and 
direction of the flow respectively.  If continuous phase 
density is larger than dispersed phase 

tV  is positive (in z 
direction). Else it is negative when dispersed has higher 
density. 
At any given cross sectional grid say 'k' in z direction, if 
the exchange of mass is from B zone (downward flow) 
to A zone (upward flow) then the 

kEU ,
 is positive. 

Similarly, vis-versa it is negative.  
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Similarly, a formulation for the downward flow droplet 
size equation exists given by;  
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The conservation equations for the dispersed phase is 
given by eqs. (10) and (11). These equations as well, 
may be discretised, using explicit time integration and 
first order unwinding for convection. 
It should be noted that the vertical dispersion coefficient 
Γ  as well as the horizontal exchange coefficient Ω has 
not been determined yet. These may be estimated based 
on the mixing length hypothesis, or may be extracted 
from the CFD simulations. As a first approach we may 
neglect the effects of turbulent dispersion and 
convective dispersion will dominate in most cases. 
Both the terminal velocity and the equilibrium size may 
be made explicitly depending on the droplet fractions. 
Accordingly, the  terminal velocity tV  in equations (16) 
and (17), will depend on the solution of the droplet 
fraction equations (10) and (11). 
 
For the top and bottom slices the boundary condition is 
that there is no flux of droplet size or droplet mass 
(volume fraction) across these external boundaries. The 
droplet fraction may build to large values in the end-of-
domain cells. In this case over compaction may, as an 
example, be avoided by enforcing the droplet velocities 
to become stagnant at a maximum packing. 
 
 The 3-D single phase flow simulations of stirred tank 
was performed using ANSYS Fluent 17.1. The 3-D time 
averaged velocity field data was imported in MATLAB 
to obtain time averaged 1-D volumetric flow rate in 
height direction. 
 

RESULTS 
The averaged velocity vector plot for the 3-D flow field 
is shown hereby in Fig. 3 for a 3500 RPM impeller 
speed. This plot illustrates the flow field description 
provided earlier in the previous section Fig. 1.  
 
The z-direction velocity field is shown in Fig. 4. Note 
that close to the impeller tip the fluid velocities are very 
high. Therefore, the scale in this fig has been limited to 
+1.5 and -1.5 m/s velocity range so that remaining flow 
features are better visible. 
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Figure 3: Cross sectional cut view of velocity vector field  

 

 
Figure 4: Cross sectional cut view of z-directional velocity 

colour profile 

The data from the time averaging done over a 3-D 
simulation data for 25 s gave a profile that equilibrated 
and changed negligibly with time. Using this profile data 
the positive and negative averaged velocity fields were 
averaged at discrete cell faces in z direction. These cell 
face velocities are weighted with respect to cell face 
area as per Eq. (3) to give averaged upward and 
downward velocities.  
Besides, integrating the upward and downward flow 
area provides averaged area of A and B. The volumetric 
flow rate in upward and downward direction can thus be 
obtained which both should be equal from Eq. (7). 
Further using Eq. (6) the exchange velocity and 
volumetric flow rate between the two zones (A and B) 
can be obtained. The dimensions of the tank is 
summarized in Table 1. 

Table 1: Model dimension. 

Dimensions  
Tank diameter 0.095 m 
Tank height 0.148 m 
Impeller diameter 0.05 m 
Number of cells in z direction 10 
Grid size (z-direction) 0.0148 m 
 
It is to be noted that though the averaging takes place for 
a long enough time there is always some small 
difference between the upward and downward flow 

rates. Though this numerical difference is negligibly 
small they need to be removed for the 1-D simulation as 
this may cause numerical leakages for the dispersed 
phase equation. 
 
Therefore, the upward and downward volumetric flow 
rate are averaged out as a reasonable approximation. 
Fig. 5 shows a plot of the averaged upward and 
downward volumetric flow rate for the 3-D simulation at 
3500 RPM impeller speed. These are at cell face 
positions. Besides, it also shows a plot of cell exchange 
flow rate between A and B zone at cell centre position. 
 

 
Figure 5: Upward and downward volumetric flow rate and 

exchange flow rate 
 

This has provided a complete internally balanced 
velocity field that can be used for dispersed phase 
simulations. Using such a 1-D method, fast simulation of 
dispersed phase evolution is possible. With this method, 
the long time scales of emulsion droplet size relaxation 
can be modelled. 
 

CONCLUSION 
A simplified 1-D modelling method has been proposed 
to mimic emulsion stability in stirred tank. This method 
uses time averaged velocity fields from 3-D single phase 
simulations to obtain 1-D flow rate in z direction 
(upward and downward direction). This balanced flow 
rate field can be further used for modelling the size 
evolution of a dispersed phase in the height or z 
direction. Using such a method long time scales of 
emulsion evolution can be modelled fast. These models 
can be fitted with emulsion evolution parameters 
obtained experimentally using a stirred tank. Such 
models can in future be used in 1-D pipe simulation 
software. 
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ABSTRACT 

Kongsberg Digital (KDI) is currently developing a 
decision support system for wind farms (Kongsberg 
EmPower). The objectives of Kongsberg EmPower are 
to optimize the total power production from a wind 
farm, forecast the power production and monitor the 
performance and condition of the wind turbines. Power 
production from a wind farm depends on the flow field 
around the wind turbine, which is highly influenced by 
the interaction between turbine and terrain wakes. 
Furthermore, increased turbulence due to wake-wake 
interaction increases structural and fatigue loads on the 
wind turbine blades, leading to higher operational and 
maintenance (O&M) cost. An improved understanding 
on the wake-wake interaction is extremely important for 
optimizing the power production and for reducing the 
O&M cost. Performing extensive velocities 
measurements for an entire wind farm is time 
consuming and expensive. The traditional approach 
within wind research and industry has been to use full 
CFD models when complex flow phenomena have to be 
taken into consideration, but this is computationally 
demanding. On the other hand, simple engineering 
models are unable to capture the interaction of flow 
over complex terrain and wind turbine wakes. KDI and 
SINTEF are running a project to develop a fast response 
simulator with simplified representations of terrain 
effects and turbine wakes. In the proposed approach a 
pragmatic model for turbines and terrain wakes 
interaction is presented. Complex flow over a terrain is 
estimated with mass consistent model and wake from 
wind turbine is computed using well established wake 
models i.e. Jensen and Ainslie model.  The pragmatic 
model for coupling the interaction between turbine 
wakes and terrain approach is presented. The results 
obtained from the mass consistent approach are verified 
with CFD using OpenFoam.   

Keywords: CFD, OpenFoam, Wakes, Turbines, 
Terrains 

INTRODUCTION 
Wind energy is one of the oldest sources of 

renewable energy that has been harvested to a large 

extent. The current state of turbine technology is mature 
and available from several manufacturers. The size of 
the wind turbines is increasing steadily and current size 
of the wind turbine in terms of power is around 6 MW 
in operational and up to 10 MW is being developed.   
Irrespective of the size of the wind turbine, the energy 
extracted by a wind turbine depends on the local wind 
conditions. The wind conditions varies significantly 
from one region to another. Furthermore, local terrain 
effects can also change the wind conditions and these 
are significantly different from one site to another. 
Some countries have relatively flat terrain whereas other 
countries, i.e. Norway, have very complex terrain. Most 
of the onshore wind farms in Norway are located in 
complex terrain and just to name a few: 
Hundhammerfjellet, Havøygavlen and Hitra Wind 
Farms. The wind conditions in a complex terrain are 
relatively harsh and transient in nature. Furthermore, an 
interaction of wakes generated from a complex terrain 
with a wind turbine results in increased turbulence and 
velocity deficit. This leads to reduced power production 
and higher loads on turbines compared with those 
located in a flat terrain. The knowledge of the local 
wind conditions is extremely important for a successful 
operation of wind farms. The most accurate way to 
estimate behaviour of such flow is to perform 
experiments in a full scale wind farm or in reduced scale 
wind tunnel testing. However, performing experiments 
on full scale is very challenging and not economically 
feasible. Wind tunnel testing on a scaled size wind farm 
is also prohibitive. The other approach is to use 
numerical simulation of the wind parks. 

There are numerous models available for estimating 
the wind turbine wakes and interaction of wakes 
generated from neighbouring wind turbines. A review of 
these models can be found in the review paper by 
Göçmen (Gocmen et al. 2016) . Similarly there had 
been some research for estimating the flow over 
complex terrain (Barthelmie R.J. 2008; Bitsuamlak, 
Stathopoulos, and Bédard 2004; Cabezón D 2010). 
Most of the studies performed so far the interaction 
between turbine and terrain wakes have not caught 
much attention. One common approach for estimating 
the wake interaction is to superimpose wake due to 
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wind turbines and wake due to the complex terrain. This 
approach is adequate for moderately complex terrain, 
but not for complex terrain (Cabezón D 2010). The 
models, except computational fluid dynamics (CFD), 
developed up to present day for wind farm modelling do 
not explicitly take into account the complex interaction 
of flow due to wind turbines and the complex terrain.  

The models for flow analysis over a complex terrain 
can be divided into two categories: "prognostic" and 
"diagnostic" models (Ratto 1996) . Prognostic models 
solves time dependent mass, momentum and energy 
conservation equations. Since these models are based on 
the fundamental of mass, momentum (Navier-Stokes) 
and energy conservation, they are accurate and 
descriptive. In the past 50 years, these model has 
increasingly been developed and applied to wind flow 
over complex topography.  However, the solution of the 
full set of equations is a computationally demanding 
task and the cost increases with domain size. Due to 
their complexity and computational cost, these models 
are normally run for only a few scenarios to understand 
the detailed description of the flow i.e. turbulence 
characteristics and local speed. Brief reviews on 
assessment of the wind farm performance over complex 
terrains have been provided by Politis (Politis et al. 
2012).  According to the authors, one of the major 
problems with Reynolds-Averaged Navier–Stokes 
(RANS) approach is turbulence models. These 
turbulence models have been validated in freestream 
flow conditions, rather than for atmospheric boundary 
layer conditions. Nevertheless, Reynolds averaged 
models predict reasonably accurate overall flow field 
around the complex terrain. The prognostic models have 
also been used for verification of simple models. The 
diagnostic models on the other hand, are based on a 
simplified approach and do not satisfy all the constraint 
such as mass, momentum and energy conservation. One 
of the objectives of the present work is to use these 
models to verify simple engineering models. 

 
One of the major objectives of the ongoing KonWake 

project (NFR) is to develop a quasi-real time, user 
friendly and computationally light simulator for the 
flow field throughout a wind farm and the near 
surroundings. The model will be integrated with 
Kongsberg EmPower, which among other things, will 
optimize the total power from the wind farm and 
forecast the power production. SINTEF in collaboration 
with Kongsberg is developing the wind simulator in 
EmPower.  The wind simulator mainly consists of a 
simplified model for flow over a complex terrain and 
turbine wake models. The simulator is designed to 
simulate wind conditions for a complex terrain in quasi-
real time, and therefore it has to be computationally fast 
and also accurate enough to capture the essential global 
physics. Wind models for simulating flow over complex 
terrain based on diagnostic models are chosen due to the 
relative simplicity. Diagnostic models, either based on 
linearized Jackson and Hunt (JH) (Jackson and Hunt 
1975) theory or mass consistent approaches (Sasaki 
1970) , are much faster than prognostic models, but the 

accuracy is also affected due to unresolved physics. 
Software such as WAsP (WASP) , based on linearized 
JH theory, predicts the wind accurately when the terrain 
is sufficiently smooth for the flow to be attached. 
However, these linear models are not accurate for 
complex terrain where flow separation dominates. 
Although some modifications, such as site ruggedness 
index (RIX) (Troen 1990), has been proposed in order 
to account for complex geometries, these modifications 
are still not able to capture the flow field for complex 
terrain. A wind model based on the mass-consistent 
approach (Sasaki 1970), satisfying the physical 
constrains of mass conservation has been chosen in the 
current research work. Verification of mass consistent 
model for complex terrain have been performed by 
Panjwani et al. (Panjwani  B. 2015)  

MODEL DESCRIPTION  
The mass consistent models are based on the 

numerical solution of the steady state three-dimensional 
continuity equation for the mean wind components. The 
momentum and energy equations are not solved 
explicitly, but introduced through observed wind data 
and by adding wake effects in the initial flow field. The 
mass consistent wind models are attractive for a 
computationally light simulator for several reasons: 1) 
they do not require much input data, 2) many 
simulations for different wind conditions can be 
performed efficiently 3) Accuracy can be improved via 
improved initial condition. However, according to 
Troen (Troen 1990), the JH approach should be 
preferred compared to the mass-consistent method, due 
to the fact that it uses more physical constraints than just 
the continuity equation. An advantage with the mass-
consistent models is possibility to add more physical 
constrains in the initial field. Furthermore, steep slopes 
affect the JH approach more critically than mass-
consistent models (Ratto 1996). The theoretical basis for 
mass consistent models was developed by Sasaki 
(Sasaki 1970). Mass consistent models have been 
applied to many other applications but mostly related to 
the wind, such as pollutant dispersion in the rural and 
urban areas where the geometry is complex, fire 
spreading in forest. Sherman (Sherman 1978) and Ross 
(Ross et al. 1988) applied mass conservation for 
understanding the atmospheric flows over complex 
terrain. Ratto (Ratto 1996) has provided a review on 
mass-consistent models over complex terrain.  In the 
present work a mass consistent model "Wind 3D" 
developed by G. Montero et al. (Montero, Montenegro, 
and Escobar 1998; Wind3D) has been used. A brief 
theoretical development of a mass consistent model is 
provided here. 

Since the wind model conserves mass, we start with 
the continuity equation 

   0u∇ ⋅ =


        (1) 
Assuming a field is initialized with an initial 

condition u0, but this initial field does not follow any 
physical constraint i.e. mass or momentum. Assuming 
u  is the intermediate field, then the least square 
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problem is formulated in the computational domain 
 2 2 2 2 2

1 0 0 2 0( ) ( ) ( ) ( )E u u u v v w w dα α = − + − + − Ω ∫


      (2) 

The initial conditions, u0, can be obtained either from 
the experimental measurements or from other 
theoretical methods such as CFD.  The constants α1 and 
α2 are the Gauss precision moduli, which are also wind 
vector–partitioning factors in the horizontal and vertical 
directions respectively. These parameters are used for 
velocity adjustment in horizontal and vertical direction. 
The essential requirement in the mass consistent model 
is the minimization of the objective function: 
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The continuity equation (Eq. 1) and the least square 
function are inserted in the objective function Eq. 3, 
which leads to the following equation 
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The Lagrange multipliers method (Eq. 4) is employed 
to minimize Eq. 6, which minimum leads to form the 
Euler-Lagrange equation. 
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            (7) 
A Dirichlet boundary condition ( λ =0) at the lateral 

and top boundaries and the Neumann boundary 

condition (
x
λ∂

∂
 =0) for the terrain was employed.   

The mathematical formulation in the mass-consistent 
model is a Poisson equation for the Lagrange multiplier 
(Eq.7) and it is discretised using the finite element 
method. The accuracy and speed of the model relies on 
the solution algorithm employed for solving the 
discretised Poisson equation and on the initial condition. 
Some common algorithms for solving the Poisson 
equation are Gauss–Seidel (GS), strongly implicit 
procedure (SIP), the alternating direction implicit 
(ADI), the conjugate gradient (CG) and the multigrid 
approach (Weng, Taylor, and Walmsley 2000). Wind3D 

employs, a non-symmetric variant of the classical 
Conjugate Gradient method, "BICGSTAB", for solving 
the Poisson equation.  

GENERATION OF INITIAL FIELD 
The accuracy of the results obtained from a mass 

consistent model depends on the initial condition. A 
most common way to obtain the initial field is to 
interpolate the 3D field from station data available on 
the site. The accuracy of the initial field will then be 
affected by both the accuracy of the station data and the 
interpolation algorithm.  A general procedure for 
interpolation includes both horizontal and vertical 
interpolation. A horizontal interpolated velocity field is 
generated from the few station points, as a function of 
distance from the stations.  
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Where, Vn is the velocity observed at the nth station. 
N is the number of stations considered in the 
interpolation, dn is the horizontal distance from station n 
to the point in the domain where we are computing the 
wind velocity, |Δhn| is the height difference between 
station n and the studied point, and ε is a weighting 
parameter which allows the assignment of weights to 
these interpolation criteria. 

A logarithmic velocity profile (Eq.9) is used in 
vertical interpolation. 

*

0

( ) logv zu z
k z

 
= − Θ 

 
           (9) 

The velocity profile (Eq.9) takes into account the 
friction velocity ( *v ), the effect of roughness ( 0z ) and 

the atmospheric stability ( Θ ). The friction velocity is 
calculated using the velocities obtained from horizontal 
interpolation. For further details see the Wind3D 
manual (Wind3D) 

The friction velocities were calculated from the 
reference plane and reference velocity. The reference 
plane and reference velocity were estimated from the 
station data.  

ACCOUNTING OF WAKE EFFECTS IN THE 
MASS CONSISTENT MODEL 

The initial field described in the section above does 
not account for the local windward and leeward effects 
explicitly. Measurements data might be consisting 
implicitly some of effects but not the local effects. For 
explicitly accounting windward and leeward effects in 
the initial field, a method proposed by Röckle (Röckle 
1990) has been utilized. According to Röckle (Röckle 
1990) the flow field around an isolated object generates 
mainly three regions; displacement zone, cavity zone 
and wake zone. The displacement zone is established on 
the windward side of obstacles. The flow in this region 
might be separated, depending on the slope and aspect 
ratio of the obstacle on the windward side. The distance 
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of the displacement zone is determined by the obstacle’s 
dimensions including slope. The cavity zone is the 
region on the leeward side of the obstacle where the 
flow separates. The detailed description of the model is 
provided here [17]. 

TURBINE WAKE MODEL 
The wake models have been developed for estimating 
the wake behind the wind turbines. An extensive review 
of the wake models have been carried out by DTU 
(Gocmen et al. 2016). Most commonly wake models 
used for the wake calculation are Jensen, Larsen, Fuga 
and Ainslie. For the current pragmatic modelling two 
wake models Jensen and Ainslie are used.  Jensen 
model is one of the most popular models among 
engineering application due to simplicity. In Jensen 
model, it is assumed that the wake expanded linearly 
with a prescribed expansion factor. Modelling of the 
multiple wind turbine wake interaction is rather 
straightforward with Jensen model. In the Ainslie mode, 
the flow behind the turbine is treated in two separate 
regime, near wake and far wake regime. The near wake 
regime dominates around 2 to 3 time of rotor diameter 
from the wind turbine. In the near wake regime, flow 
expansion mainly take place due to the pressure 
recovery, and effect of turbulence mixing is not that 
significant. Ainslie proposed expansion of the wake in 
the near wake regime based on the experimental data.  
The wake expansion in the near wake depends on the 
motor thrust coefficient, ambient turbulence intensity, 
and wake width. In the far wake regime, pressure effects 
are not dominating and most of the wake expansion take 
place due to turbulence mixing. In this region, thin shear 
Navier stokes equations are solved to obtain both axial 
and radial velocities.  

WAKE SUPERPOSITION  
In the offshore park, power production at any turbine 
mainly depends on the number of upstream turbines, 
wind speed and turbulence intensity.  Wake produced 
from the upstream turbine strongly influences the 
approaching wind speed at the downstream wind 
turbines. The wake at the downstream turbine is 
estimating by superimposing the wake from the 
upstream wind turbines.  For wake superposition mainly 
2 approaches are used. 
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Where n is the total number of upstream wind turbines 
and un+1 is velocity at the downstream wind turbine.  
𝑈𝑈∞ is free stream wind speed. 𝑗𝑗 is an index for jth wind 
turbine. 
  
In onshore wind park the effect of terrain wake is very 
important. In the present study, the wake superposition 
approach is extended to account for the terrain wake. In 

this model we assumed that wake from the terrain 
behave similar to the wind turbine wake. The terrain and 
wind turbine wake interaction is estimated using 
following approaches.  
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Where subscript ter is used for the terrain and tur is used 
for the wind turbines. 

VALIDATION OF THE MASS CONSISTENT 
APPROACH 

The validation of the mass consistent approach has 
been done in an earlier work with Bolund measurement 
hill data (Panjwani  B. 2015). In the current publication, 
flow over the complex terrain (shown in Figure 1) is 
performed using CFD and also using mass consistent 
model. It should be mentioned that the flow over a 
complex terrain is mainly governed by conservation of 
mass and momentum for an isothermal system.  The 
mass consistent approach only accounts for the mass 
conservation, and momentum conservation is not 
accounted in the mass consistent model. A major 
difference in the flow fields calculated by CFD and 
mass consistent models are normally obtained on the 
leeward and windward side of the hill.   

FLOW SIMULATIONS OF THE TERRAIN 
Accurate and reliable flow simulations of wind flow 

over a complex terrain are important for a wide range of 
applications, and especially for wind resource 
assessment and condition monitoring of an operational 
wind farm. In the present study OpenFoam (OpenFoam 
2009) and mass consistent simulation of the entire wind 
farm located on a complex terrain is carried out.  The 
computational geometry of the complex terrain is based 
on GIS data with a horizontal resolution of 2 m. The 
maximum height of the terrain surface is about 300 m 
above sea level and the extent of the domain is 18 km in 
the longitudinal direction and 15 km in the lateral 
direction. The terrain geometry was generated from 
orography data using MATLAB. The surfaces are 
discretised with triangular cells that provided the basis 
for the generation of 3D hexahedral cells for application 
of the control volume method. The surface geometry of 
terrain was imported into the OpenFoam pre-processor. 
The size of the computational box in longitudinal, 
lateral and normal directions was (18 km x 15 km x 2 
km). The mesh was refined close to the terrain surface 
and the initial mesh includes 2e06 hexahedrons. The 
accuracy in the results improves with finer mesh. The 
computational grid (Figure 2) is generated using the 
TerrainBlockMesher mesh generator 
(TerrainBlockMesher). A problem with the OpenFoam 
build-in mesh generator, "snappy hex approach", is 
generation of unstructured mesh near to the terrain 
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surface. The mesh on the terrain surface is highly 
irregular, and this is a major source of numerical error 
near to the boundary surface. On the other hand 
TerrainBlockMesher generates high quality of the 
meshes for the complex geometries. The 
TerrainBlockMesher first generates a basic mesh, which 
is mainly an extensive blockMeshDict file consisting of 
many multi blocks. The number of mesh points for each 
box is given in the control parameter available with 
TerrainBlockMesher. This technique allows a large 
degree of control over the size and shape of the 
computational cells. This grid technique only uses 
hexahedral and prismatic cells, and no tetrahedral and 
pyramid cells. In this case, all cell faces are either 
vertical or parallel to the underlying terrain surface. 
This reduces the numerical discretisation errors and 
allows the use of a second-order discretisation scheme 
without compromising convergence. This technique has 
been successfully applied in other CFD studies to model 
complex urban areas (Peralta et al. 2014).  

 

 
 

Figure 1:  Complex terrain located in Norway 

 

Figure 2: Grid on the terrain using TerrainBlockMesher 

Simulation of the complex terrain  
The 3D steady Reynolds-Averaged Navier–Stokes 
(RANS) equations are solved with the open source CFD 
code "OpenFoam". The realizable k–ε model is used for 
estimating the turbulent kinetic energy and turbulent 
dissipation. Second-order discretization schemes are 
used for both the convective and viscous terms of the 

governing equations. The SIMPLE algorithm is used for 
pressure-velocity coupling.   

In reality, turbulent kinetic energy and dissipation 
varies with height above the terrain. The variation in 
turbulent kinetic energy and dissipation depend on the 
atmospheric condition. However, in the present study a 
constant fixed value of turbulent kinetic energy and 
dissipation rate were used at the inlet of the domain. 
The inlet turbulent intensity was 0.15 and the turbulent 
viscosity ratio was 0.2. Furthermore, the default wall 
functions available in OpenFoam were employed.  

Inlet Boundary condition 

A logarithmic boundary condition have been used at the 
inlet to the boundary of the domain. A logarithm 
velocity profile, as shown in Figure-3 and described in 
Eq. (14), is used to approximate the atmospheric 
boundary layer (ABL).   

 

 
Figure 3 : Vertical profiles of the atmospheric boundary 

layer (ABL) 
 

𝑈𝑈 = 𝑢𝑢∗
𝜅𝜅

ln � 𝑧𝑧
𝑧𝑧0
�     14 

Where κ is the von Kármán constant, z is height, zo is 
the aerodynamic roughness length and 𝑢𝑢∗ is the friction 

wind speed defined by �𝜏𝜏 𝜌𝜌�  ,  is the wind stress, and ρ 

is air density and  𝜏𝜏 is shear stress at the ground surface. 
 
There are mainly two types of roughness (Blocken 
2015); (1) the roughness of the terrain that is included in 
the computational domain, which is part of the terrain 
geometry and (2) the roughness of the terrain that is not 
included in the computational domain i.e. zo. This 
roughness is accounted through boundary layer profile 
(Eq.14). The knowledge of the roughness zo is important 
because it determines the shape of the inlet profiles of 
mean wind speed and turbulence properties.  

The roughness, zo, of the surface was around 0.03 m 
in the current simulations. We have assumed that the 
selected terrain is relatively smooth and it does not have 
any dense trees and therefore the chosen roughness 
should be enough.  
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A no-slip boundary condition is used on the 
bottom terrain surface. On the sides and top surface of 
computational domain a free slip boundary condition is 
applied. At the exit of the computational domain an 
outlet boundary condition is used.  

 
Results and Discussion 
 
CFD studies of flow over complex terrain that consists 
of an irregular succession of hills and valleys are 
presented in this section.  The CFD data files obtained 
from the OpenFoam was converted into FLUENT 
format for visualization purpose. The velocity near to 
the terrain surface is shown in Figure 4. Dominating 
flow changes near the terrain surface due to the terrain 
topography is clearly visible.  

 

 
.  

Figure 4: Contour plot of velocity near the terrain 
surface using OpenFoam 

 
Flow accelerates at the upper edge of the mountain and 
deaccelerates on the leeward side. A mass consistent 
simulation of the same terrain was carried out, and a 
contour plot of the velocity near the terrain surface is 
shown in Figure 5.  
 

 
 

Figure 5: Contour plot of velocity near the terrain 
surface using mass consistent model 

 
The estimated flow field using both approaches show 
roughly similar behavior (see Figure 4 and 5). The 
velocity profile at different downstream positions (along 
x direction) from reference location is shown in        
Figure 6, 7 and 8 for mass consistent and CFD results. 
The reference location is marked in Figure 5. The mass 

consistent model under-predicts the velocity at most 
locations. The reason for this discrepancy is unresolved 
momentum term in the mass consistent model.  
 
 

 
 
Figure 6: Velocity profile along vertical direction from 
the terrain surface at reference location (reference 
location is shown in Figure 5) 
 

 
 
 
Figure 7: Velocity profile along vertical direction from 
the terrain surface at 2 km along x direction from 
reference location (reference location is shown in Figure 
5) 
 

 
 
 
Figure 8: Velocity profile along vertical direction from 
the terrain surface at 3 km along x direction from 
reference location (reference location is shown in Figure 
5) 
 
Method for coupling the terrain and turbine wake has 
been described in theory section. In order to verify the 
approach, a simplified geometrical model setup was 
generated. In this simplified setup, one small turbine 
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was mounted on the Bolund hill geometry as shown in 
Figure 9.   
 

 
 
Figure 9: Turbine location on the Bolund terrain 
 

 
 
Figure 10: Contour plot of the velocity near the Bolund 

terrain without wind turbine  
 
 
 

 
 

Figure 11: Contour plot of the velocity on the terrain 
and in turbine cross section 

 
Mass consistent simulation of the Bolund hill without 
wind turbine was performed and velocity distribution 

for this configuration is shown in Figure 10.  Wake 
behind the wind turbine was calculated using Jensen 
approach.   Wake from the wind turbine and wake from 
the terrain were superimposed using approach described 
in earlier section. The resulting flow field without wind 
turbine is shown in Figure 10. The resulting wind flow 
field due to the turbine and terrain wake interaction is 
shown in Figure 11. It can been seen that the flow over 
the terrain interacts with wake generated from the wind 
turbine. In the present study superposition of terrain and 
turbine wakes is presented. Verification of the approach 
is under progress and hopefully, the verification results 
will be presented in the conference.  
 
Conclusions 
 
CFD and mass consistent simulations of flow over 
complex terrain have been carried out. The mass 
consistent model is able to capture local acceleration 
and deceleration of flows due to terrain geometry. 
However, predicted wind velocities using the mass 
consistent are under-predicted compared with CFD data. 
The under-prediction of the velocity is mainly due to 
un-accounting of the momentum equation in the mass 
consistent model. In the mass consistent model the 
displacement zone, windward and leeward effects are 
not considered in the initial field. Accounting for these 
effects might improve the results. Integration approach 
of the wind turbine wakes and terrain wake is presented.  
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ABSTRACT
Chemical looping combustion (CLC) is an attractive technology
that produces a pure CO2 stream and therefore the CO2 can be read-
ily recovered by condensing water vapour. In order to understand
the physical phenomena and to explore the chemical process perfor-
mance of the CLC process, a CFD model has been developed. The
model is implemented numerically in an in-house code including
the kinetic theory of granular flow and reaction models. Methane is
used as fuel and CuO is chosen as oxygen carrier. This process is
configured with an air reactor and a fuel reactor. The two reactors
are simulated by a sequential approach. The connection between
the two reactors is realized through time-dependent inlet and outlet
boundary conditions. The widely used drag models were selected
to examine their effects on the flow behaviour. The results indicat-
ing that the cluster effect in the FR is higher than in the AR. The
frequency factor in the reaction model was varied to fit with the ex-
perimental measurements. The predicted result with the frequency
factor of 1.35× 10−3 gives a reasonable prediction in comparison
to the experimental data.

Keywords: CFD, Double loop circulating fluidized bed, Drag
model, Reactive flow .

NOMENCLATURE

Greek Symbols
αk Volume fraction of phase k, [−]
β Inter-phase momentum transfer coefficient, [kg/m3s]
γs Collisional energy dissipation, [J/m3s]
Γ Interfacial mass transfer rate, [kg/m3s]
εg Turbulent energy dissipation rate, [m2/s3]

Θ Granular temperature, [m2/s2]
κs Conductivity of granular temperature, [kg/ms]
λk Thermal conductivity of phase k, [m2/s]
µk Viscosity of phase k, [kg/ms]
ν j Stoichiometric coefficient, [−]
ρk Density of phase k, [kg/m3]
ρM Molar density, [mol/m3]
τ Time for complete solid conversion, [s]
¯̄τk Stress tensor of phase k, [N/m2]
¯̄τt Turbulent stress tensor, [N/m2]
ω Mass fraction, [−]

Latin Symbols
A Frequency factor, [mol1−nm3n−2/s].

C Gas concentration, [mol/m3].
C1,C2,Cb,Cµ Turbulence model parameter, [−].
Cd Drag coefficient, [−].
ds Particle diameter, [m].
D ji Binary diffusion coefficient, [m2/s].
Dk, j Diffusion coefficient for component j in phase k,

[m2/s].
ess Particle restitution coefficient, [−].
E Activation energy, [kJ/mol].
#»g Gravity acceleration, [m/s2].
g0 Radial distribution function, [−].
¯̄I Unit tenser, [−].
k Reaction rate coefficient, [mol1−nm3n−2/s].
kg Gas turbulent kinetic energy, [m2/s2].
K Scale factor, [−].
#»
Mk Interfacial momentum transfer, [kg/m2s2].
M Mole mass, [kg/kmol].
n Reaction order, [−].
pk Pressure of phase k, [Pa].
Pr Prandtl number, [−].
r Reaction rate, [mol/m3s].
rg Radius of a grain, [m].
R Gas constant, [J/mol−1K−1].
Rep Particle Reynolds number, [−].
St Turbulent kinetic energy production, [kg/ms3].
t Time, [s].
T Temperature, [K].
#»v k Velocity of phase k, [m/s].
VM Molar colume, [m3/mol].
X Gas conversion, [−].
z Axial coordinate, [m].

Sub/superscripts
0 Initial.
B Bulk.
dilute Dilute.
e Effective.
g Gas.
i Reaction number.
k Gas (k = g) or solid (k = s) phase.
m Molecular.
max Maximum.
m f Minimum fluidization.
s Solid.
t Turbulent.
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INTRODUCTION

Chemical-looping combustion (CLC) is an efficient and low
cost combustion process that can be explored to limit CO2
emissions. This new type of combustion is a two-step com-
bustion process. Typically, it consists of two interconnected
fluidized bed reactors, the fuel reactor and the air reactor.
A solid oxygen carrier (OC) gets oxidized and reduced in
a cyclic manner, carrying the oxygen from one reactor to
he other. First, the fuel is introduced to the FR and reacts
with the oxidized OC, to give CO2 and steam. The oxidized
OC being reduced from MeOα to MeOα−1. In a subsequent
step, this oxygen carrier is reoxidized to its initial state with
air in the AR, from MeOα−1 to MeOα. The overall reaction
obtained summing the oxidation and reduction of the OC is
equivalent to the conventional combustion of the fuel and re-
lases exactly the same amount of energy. Since the mixing
of fuel and air is avoided, CO2 will inherently not be diluted
with nitrogen (Ishida and Jin, 1996).
In order to get sufficiently high fuel conversion, enhance gas-
solid contact and realize flexible operation, SINTEF Energy
Research and the Norwegian University of Science and Tech-
nology have designed a double loop circulating fluidized bed
(DLCFB) reactor for the CLC process, as shown in Figure 1.
The design is sized to be used with gaseous fuel. It consists
of two circulating fluidized beds interconnected by means of
divided loop seals and a bottom extraction. The fluidizing
gas (methane in the FR and air in the AR) is fed from bottom
of the reactors. The solid outflow from one reactor will inject
into the bottom of the other reactor through the cyclones and
divided loop seals. The propose of the divided loop seal is
both to avoid the gas mixing between the two reactors and
to lead flow of solids entrained by one reactor into the other
one or recirculate it back to the reactor of origin. The air
reactor as well as the fuel reactor are operated in the turbu-
lent or fast fluidization regime for a better gas-solid contact.
This special design is meant to be flexible with respect to
OCs and to be extrapolated to other chemical looping appli-
cations. In addition, the arrangement is compact in order to
ease the up-scaling as well as for the prospective of pressur-
izing the reactor as a further step.
Computational fluid dynamics (CFD) is expected to play an
important role in studying the hydrodynamic and chemical
process performance of gas-solid system. In order to under-
stand the physical phenomena, explore the reactive perfor-
mance of the CLC process in the DLCFB system, it is ben-
eficial to develop a simulation model, which further can be
used to optimize the operating conditions, and for scale-up
and design of industrial scale reactors.
In this work, a reactive multiphase CFD model for an in-
terconnected DLCFB reactor has been developed and im-
plemented using an in-house Fortran code. Euler-Euler ap-
proach with the kinetic theory of granular flow (KTGF) has
been selected. Methane is used as the gaseous fuel and CuO
is chosen as OC. The main objective of this investigation is
to validate the model based on the real experimental data and
make preparation for the further research.

MODEL DESCRIPTION

A two-fluid reactive flow model based on the KTGF imple-
mented in an in-house code is used to describe the hydrody-
namics and the reacting system in the fluidized reactors. In
the two-fluid model, each phase is described by a set of gov-
erning equations and closures. For the gas phase, the trans-
port equations can be derived by adopting suitable averaging
process for local instantaneous equations, while the transport
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Figure 1: Sketch of the DLCFB reactor.
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Figure 2: Sketch of the DLCFB reactor.
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equations for solid phase originate from the ensemble aver-
age of a single-particle quantity over the Boltzmann integral-
differential equation. Detailed descriptions of the model can
be found in (Jakobsen, 2014). The governing equations are
summarised in Table 1. The standard κ−ε turbulence model
is chosen for characterizing the gas phase turbulence phe-
nomena, the corresponding closure models are shown in Ta-
bles 2 and 3. The KTGF is adopted to derive the physical
properties of solid phase by introducing the granular temper-
ature, Θ. The two phases are coupled through the interfacial
momentum transfer, which is dominated by the drag force.
In this study, the most commonly used drag coefficient mod-
els proposed by Gidaspow(Gidaspow, 1994), Syamlal and
O’Brien(Syamlal and O’Brien, 1988) and Gibilaro(Gibilaro
et al., 1985) are selected to examine their influence on the
simulated results. In addition, McKeen and Pugsley(McKeen
and Pugsley, 2003) model was used for accounting the clus-
ter effect. The description of the drag models are given in the
Appendix A. The internal phases constitutive equations are
listed in Tables 4 and 5.
The oxygen carrier material used in the simulation is a coper
oxide based material with a CuO content of 14.7 %. The
particle density and diameter are 1700 Kg/m3 and 149 µm
respectively. One step reactions are assumed both for the
fuel and air reactors and given as follows:

4CuO+CH4→ CO2 +2H2O+4Cu (1)

2Cu+O2→ 2CuO (2)

The particle was assumed to be composed by spherical grains
of CuO. The shrinking core model (SCM) with the reac-
tion controlled by the chemical reaction in the grain was ap-
plied. The equations that describe the reaction model are
follows(Abad et al., 2007):

X =
t
τ

(3)

where X is the degree of conversion, τ is the time for com-
plete conversion of the carrier and is calculated from:

τ =
rg,CuO

νVM,CuOkCn (4)

C,n,ν,rg and VM represent the concentration of the gas reac-
tant, reaction order, stoichiometric factor, mean radius of the
grains, and molar volume, respectively. The reaction con-
stant k follows:

k = Aexp(−E/RT ) (5)

where A is the pre-exponential factor of the rate con-
stant, also known as the frequency factor. E is the acti-
vation energy, and R is the constant of the ideal gas (R =
8.314J/mol−1K−1).
The reaction rate of equation 1 and 2 is expressed as follows:

(−r)i =

(
ρM,CuOαsωCuO

ν

dX
dt

)
i

(6)

where i and ρM represent the ith reaction and molar density.
The detailed kinetic parameters are listed in table 6(Abad
et al., 2007).
The source term in the species mass balance equation for the
j th species in the gas can be modelled by:

Γ
ω
g, j = ν jM jr (7)

The mass transfer between the gas phase and the solid phase
is calculated as following the relation proposed by Jung and
Gamwo (Jung and Gamwo, 2008):

Γg = νO2MO2r =−Γs (8)

Numerical implementation of the coupling between
reactors

The chemical looping combustion process is simulated by
utilizing the DLCFB system as described above. A 2D plane
geometry is chosen for the simulation of the fuel and air re-
actors, which is shown in Figure 2, having the same dimen-
sions as the experimental setup. The computational domain
is meshed by using uniform grids in each direction.
Two different sets of coordinates and parameters are adopted
to solve the governing equations for the AR and the FR re-
spectively. The solid flowing out of the AR is fed into the
bottom of the FR, and in a similar way all the solids that ex-
ited at the outlet of FR will be injected into the bottom of
the AR. The exchange of the solid flow between the reactor
units is realized through the time-dependent inlet and out-
let boundary conditions. At each simulation time step, the
processes in the two risers are simulated by a sequential ap-
proach, the solid flux of the inlet of one riser is calculated
from the solid flowing out of the outlet of the other riser
with the same OC condition. In the experiment, this kind
of continuous solid exchange is achieved by means of cy-
clones, divided loop-seals and the bottom lift. The cyclones
are neglected in the simulation by assuming the efficiency of
the cyclones are equal to one. The bottom extraction/lift is
replaced by an internal recirculation mechanism in order to
keep the mass balance inside each reactor. In this way, a full
loop is fulfilled for one time step. Then, another computation
loop for next time step will run repeatedly.

Initial and boundary condition

Initially, there is no gas flow in the reactor and the bed is at
rest with a particle volume fraction of 0.4. A uniform plug
gas flow is applied at the inlets of the reactors, the inlet solid
flux of one of the reactors is kept consistent with the outlet
solid flux of the other one with a prescribed solid volume
fraction at the inlet. The normal velocities at all boundaries
are set to zero. No-slip wall boundary condition is set for the
gas phase while the solids are allowed to slip along the wall,
following the equation (9) from (Jakobsen, 2014).

#»v s,z|wall =
ds

α
1/3
s

∂
#»v s,z

∂r
(9)

where #»v s,z is the axial velocity of the particles. r denotes the
direction normal to the wall.
For all the scalar variables but pressure, Dirichlet boundary
conditions are used at the inlets, while Neumann conditions
are used at the other boundaries. For the pressure correction
equations, all the boundaries except outlet, Neumann condi-
tions are adopted. At the outlet a fixed pressure (101325 Pa)
is specified.

Numerical Procedure

The two-fluid model equations are discretized by finite vol-
ume method and implemented in a Fortran program. The al-
gorithm is based on the work by Lindborg (Lindborg, 2008)
and Jakobsen(Jakobsen, 2014). The second order central dif-
ferential scheme is used to discretize the diffusion terms. In
order to reduce the oscillation and keep higher-order accu-
racy of the numerical solution, a total variation diminishing
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(TVD) scheme is employed for discretizing the convention
term (van Leer, 1974). In this scheme, cell face values are
calculated from the combination of upwind scheme part and
a suitable anti-diffusive part, which controlled by a smooth-
ness function. In this way, a higher-order discretization
scheme is used in smooth regions and reduce to the first order
at local extrema of the solution. The upwind part is treated
fully implicitly while the anti-diffusive part is treated explic-
itly. The SIMPLE algorithm for multiphase flow is selected
for the pressure-velocity coupling (Jakobsen, 2014). Due to
the strong coupling of the two phases, the coupling terms are
handled specially in the discretized transport equations, and
then the coupled equations are solved simultaneously by us-
ing a coupled solver. The species mass balance equations are
solved by applying a fractional step scheme which decouples
the chemistry (i.e., kinetics) and the transport (i.e., convec-
tion and diffusion) terms. All the linear equation systems are
solved by the preconditioned Bi-conjugate gradient (BCG)
algorithm (Lindborg, 2008).

RESULTS

The chemical looping combustion experiments have been
conducted in the DLCFB system at SINTEF Energy Re-
search in Trondheim. Pressure transducers were placed along
the reactor bodies to measure the local pressure distribution.
CH4, CO2 and O2 concentration were measured in the ex-
haust from the FR and the AR. The operating and initial con-
ditions of the simulation are adopted the same as the actual
experiment, summarized in Table 8. The first part of this sec-
tion presents the validation of the hydrodynamics and reac-
tive model by using different drag models. Then the chemical
process performances were analysed. The simulations were
conducted for 20 seconds of real time. To ensure the initial
transient effects are not included in the analysis, the last 10
seconds of the simulations are used for extracting the mean
results.

Verification of the hydrodynamic model

For the simulation procedure, grid sensitivity study was car-
ried out in advance in previous work by Zhang et al (Zhang
et al., 2017). The drag model plays a critical role for the suc-
cessful simulation of the hydrodynamics in a gas-solid sys-
tem. Three widely used drag models were selected to exam-
ine their effects on the flow behaviour.
Figure 3 shows the predicted axial profiles of the pressure
in the FR. The corresponding axial solid concentration dis-
tribution can be found in Figure 5. It can be seen that the
Gidaspow(Gidaspow, 1994), Syamlal and O’Brien(Syamlal
and O’Brien, 1988) models give nearly identical results,
which are overestimate the inter-phase momentum transfer
in the FR, and hence predict a more uniform distribution of
solids across the riser. That is why the predicted pressure
was far away from the experimental data, especially in the
upper part of the reactor. The discrepancy was ameliorated a
little by using the Gibilaro(Gibilaro et al., 1985) model, but
still overestimate the interphase drag force. This could be ex-
plained by the cluster effect inside the FR. The existence of
cohesive interparticle forces would lead to grouping of par-
ticles, resulting in larger effective particle sizes, and hence
reduced fluid-particle drag forces.
In order to account for the aggregation of particles, some
modifications have been proposed. McKeen and Pugsley
et al.(McKeen and Pugsley, 2003) proposed an empirical
method to reduce the Gibilaro(Gibilaro et al., 1985) drag cor-
rection using a constant scale factor, K. This scale factor
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Figure 4: Axial pressure distribution.

could be adjusted to take in to account the effect of interpar-
ticle cohesive forces on particle agglomeration. In this study,
the scale factor is set to 0.6.
The predicted axial pressure and solid distribution with Mc-
Keen and Pugsley model(McKeen and Pugsley, 2003) shown
in the Figure 4 and Figure 5 respectively. It can be seen
that the predicted results calculated by McKeen and Pugsley
model (McKeen and Pugsley, 2003) are in good agreement
with the experimental data, except for the reasonable devia-
tion occurring in the dense bottom zone, which can be mostly
attributed to the incomplete 2-D description of a real 3-D ge-
ometry according to our numerical experiences. From Figure
5, the basic feature of the turbulent fluidization regime was
achieve with coexisting the dilute and dense phase.
Figure 6 displays the predicted axial profiles of the pressure
in the AR with aforementioned drag models. For the AR,
the predicted result calculated by the Gibilaro(Gibilaro et al.,
1985) model shows the best agreement with the experimen-
tal data. However, the McKeen and Pugsley model(McKeen
and Pugsley, 2003) underestimated the drag force. It should
be pointed out that the inlet gas velocity in the AR is higher
compared with FR due to the air to fuel ratio, which could
result in the different fluidization regimes of the two reactors
and hence lead to the different degrees of cluster effect. Be-
sides, as the reactions go on, the particle density increases in
the AR and decreases in the FR, which could be another fac-
tor to the difference of fluidization regimes of the FR and the
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Figure 6: Axial pressure distribution.

AR. Since the Gibilaro (Gibilaro et al., 1985) model gives
reasonable prediction in the AR whereas overpredictes the
drag force in the FR, it could be concluded that the degree
of clustering in the FR is higher than in the AR. The corre-
sponding solid distribution is shown in 7.

Verification of the chemical reaction model

In this section, the chemical reaction model was validated
based on the experimental results of the CH4 concentration
in the fuel reactor exhaust as well as the O2 concentration out
from the air reactor.
Figure 8 displays the CH4 and O2 concentration calculated
from the simulation and the measurements from the experi-
ments. For both reactors, relatively stable outlet concentra-
tions of the gas species are achieved in just a few seconds
of simulation time, hence the reactive flow can be said to be
at a quasi-steady-state. It can be observed that the predicted
O2 concentration agrees reasonably with the experiment data
although the result is slight under-predicted. However, the
predicted CH4 concentration is far away from the experimen-
tal data. This can be explained as the CuO used in the cur-
rent study is slight different from the literature (Abad et al.,
2007), which would lead to a certain amount of error of the
kinetic parameters. So in order to match the experimental
result, three more frequency factors (A, in equation 5) for re-
duction reaction were evaluated, as shown in Figure 9. The
best agreement between the simulation result and the experi-
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Figure 8: Concentration of CH4 in the FR exhaust and O2 concen-
tration out from the AR.

mental data was found when the frequency factor was equal
to 1.35×10−3.
With a frequency factor of 1.35× 10−3, McKeen and Pugs-
ley(McKeen and Pugsley, 2003) model in the FR and Gibi-
laro(Gibilaro et al., 1985) model in the AR, the vertical
profiles of gas concentration in both reactors are examined.
As illustrated in Figure 10, the reactants, CH4 and O2, are
rapidly consumed at a very short entrance length, where there
is a larger concentration gradient. At the upper part of the
reactors, the concentration gradient is much smaller. The re-
verse trend is observed for gas products CO2.

CONCLUSION

The conclusions are:

1. The degree of clustering is higher in the FR than in the
AR, which needs different drag models for each reac-
tor. The predicted results given by McKeen and Pugs-
ley(McKeen and Pugsley, 2003) model in the FR and
Gibilaro(Gibilaro et al., 1985) model in the AR show
good agreement with the experimental data.

2. Due to the difference between the OC used in this study
and the one for deriving the kinetic parameters, the fre-
quency factor need to be modified according to the ex-
perimental measurements, andThe best agreement be-
tween the simulation result. The frequency factor of
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Table 1: Governing equations.

(Jakobsen, 2014; Lindborg, 2008)
Continuity equation for phase k (k = g,s)
∂

∂t
(αkρk)+∇ · (αkρk

#»v k) = Γk

Momentum equation for phase k (k = g,s)
∂

∂t
(αkρk

#»v k)+∇ · (αkρk
#»v k

#»v k) =−αk∇p−∇ ·αk ¯̄τk

+
#»
Mk +αkρk

#»g +Γ
#»v
k

Species mass balance for phase k (k = g,s)
∂

∂t
(αkρkωk, j)+∇ · (αkρk

#»v kωk, j) = ∇ · (αkρkDe
k, j∇ωk, j)+Γ

ω

k, j

Gas turbulent kinetic energy equation
∂

∂t
(αgρgkg)+∇ · (αgρgkg

#»v g) =αg(− ¯̄τt : ∇
#»v g +St)

+∇ · (αg
µt

g

σg
∇kg)−αgρgεg

Gas turbulent energy dissipation rate equation
∂

∂t
(αgρgεg)+∇ · (αgρgεg

#»v g) =αgC1
εg

kg
(− ¯̄τt : ∇

#»v g +St)

+∇ · (αg
µt

g

σε

∇εg)−αgρgC2
ε2

g

kg

Granular temperature equation
3
2

[
∂

∂t
(αsρsΘs)+∇ · (αsρsΘi

#»v s)

]
=− ¯̄τs : ∇

#»v s +∇ · (κs∇Θs)

−3βΘs− γs

Table 2: Closure for turbulent model

Turbulent viscosity

µt
g = ρgCµ

k2
g

εg

Turbulent kinetic energy production(Jakobsen, 1993)
St =Cbβ( #»v s− #»v g)

2

Turbulent stress tensor(Jakobsen, 2014)

¯̄τt =−
2
3

ρgkg
¯̄I+2µt

g
¯̄Sg

Table 3: Empirical parameters for the κ− ε model

(Jakobsen, 2014)
Cµ σ0 σε C1 C2 Cb

0.09 1.00 1.30 1.44 1.92 0.25

Table 4: Closure for internal momentum transfer

(Lun et al., 1984; Gidaspow, 1994)
Gas phase stress
¯̄τg = 2αgµg

¯̄Sg

Solid phase stress
¯̄τs =−(−ps +αsµB,s∇ · #»v s)−2αsµs

¯̄Ss

Deformation rate for phase k (k = g,s)
¯̄Sk =

1
2
(
∇

#»v k +(∇ #»v k)
T )− 1

3
(∇ · #»v k)

¯̄I

Solid phase pressure
ps = αsρsΘs[1+2(1− e)αsg0]

solid bulk viscosity

µB,s =
4
3

αsρsdpg0(1+ e)

√
Θs

π
+

4
5

αsρsdpg0(1+ e)

Solid phase shear viscosity

µs =
2µdilute

s
αsg0(1+ e)

[
1+

4
5

αsg0(1+ e)
]2

+
4
5

αsρsg0(1+ e)

√
Θs

π

Conductivity of the granular temperature

κs =
15
2

µdilute
s

(1+ e)g0

[
1+

6
5

αsg0(1+ e)
]2

+2α
2
s ρsdp(1+ e)g0

√
Θs

π

Collisional energy dissipation

γs = 3(1− e2)α2
s ρsg0Θs

[
4
dp

√
Θs

π
−∇ · #»v s

]
Radial distribution function

g0 =
1+2.5αs +4.5904α2

s +4.515439α3
s[

1− (
αs

αmax
s

)3
]0.67802

Dilute viscosity

µdilute
s =

5
96

ρsdp
√

πΘs

Table 5: Constitutive equations for internal mass transfer

(Jakobsen, 2014; Lindborg, 2008)
Effective diffusivity
De

k, j = Dm
k, j +Dt

k

Molecular diffusion coefficient

Dm
g, j =

1−ω j

Mm ∑
j 6=i

ω j
M jD ji

Binary diffusion coefficient

D ji =
T 1.75

0

√
1/M j +1/Mi

101.325P
(
(∑V )

1/3
j +(∑V )

1/3
i

)2

Turbulent diffusion coefficient

Dt
g =

µt
g

ρgSct

Dt
s =

dp

16αs

√
πΘ
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Table 6: Main geometric and operating parameters

(Abad et al., 2007)
CH4 O2

Physical parameters
ρM,CuO(mol/m3) 80402 80402
rg,CuO(m) 1.4×10−6 1.4×10−6

ν 4 2
Kinetic parameters
A(mol1−nm3n−2s−1) 4.5×10−4 4.7×10−6

E(kJ/mol) 60 15
n 0.4 1

Table 7: Main geometric and operating parameters

Description Unit Value
Reactor geometry
AR height m 6
AR diameter m 0.23
FR height m 6
FR diameter m 0.154
Particle properties
Mean particle size µm 149
Particle density kg/m3 1700
Active NiO content % 14.7
Operational condition
Operating pressure atm 1.0
Fuel power kW 100
Lower heating value of fuel MJ/kg 50
Inlet composition of FR − 27 % CH4

Temperature in FR K 1100
Temperature in AR K 1100
Global air-fuel ratio − 1.1

Table 8: Main geometric and operating parameters

Description Unit Value
No. of control volume − 22800
Gas viscosity kg/ms 1.82×10−5

Sphericity of particle − 1
Restitution coefficient of particles − 0.99
Initial bed height of FR m 0.9
Initial bed height of AR m 1.2
Time step s 1.0×10−4

1.35× 10−3 gives a reasonable prediction in compari-
son to the experimental data.
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APPENDIX A

The drag force acting on a particle in gas-solid system can be
presented by the product of a momentum transfer coefficient
(β) and slip velocity between the two phases

#»
M =

3
4

Cd
αsρg

ds
f (αg)| #»u g− #»u s|= β( #»u s− #»u g) (A.1)

The correlations of β are usually obtained from pressure drop
measurements.
Gidaspow et al.(Gidaspow, 1994) employed the Ergun (Er-
gun, 1952) equation for the dense phase and the Wen-Yu
(Wen and Yu, 1966) equation for the dilute phase.

β=


150

µg(1−αg)
2

αgd2
s

+1.75(1−αg)
ρg
ds
| #»u g− #»u s| αg < 0.8

0.75Cd
(1−αg)αg

ds
ρg| #»u g− #»u s|α−2.65

g αg > 0.8

(A.2)
where the drag coefficient CD was expressed by

Cd =

{ 24
Rep

[1+0.15Re0.687
p ] Rep ≤ 1000

0.44 Rep > 1000
(A.3)

The particle Reynolds number is:

Rep =
αgdsρg| #»v s− #»v g|

µg
(A.4)

Syamlal and O’Brien(Syamlal and O’Brien, 1988) proposed
a new drag coefficient based on the measurements of the ter-
minal velocities of particles in the form

β =
3
4

Cd
αsρg

ds

αg

f 2 |
#»u g− #»u s| (A.5)

CD = (0.63+4.8/
√

f/Rep)
2 (A.6)

where f is the ratio of the failing velocity of a suspension to
the terminal velocity of a single particle.

f =
1
2
(A−0.06Rep+

√
((0.06Rep)2 +0.12Rep(2B−A)+A2))

(A.7)
with

A = α
4.14
g (A.8)

B =

{
α2.65

g αs < 0.15
0.8α1.28

g αs ≥ 0.15
(A.9)

Gibilaro et al.(Gibilaro et al., 1985) considered an effective
buoyancy force to produce drag coefficient correlation for in-
dividual particles in a fluidized suspension as follows:

β = [
17.3
Rep

+0.336]
ρg

ds
| #»v s− #»v g|αsα

−1.8
g (A.10)

McKeen and Pugsley et al.(McKeen and Pugsley, 2003) pro-
posed an empirical method to reduce the Gibilaro(Gibilaro
et al., 1985) drag correction using a constant scale factor K.
This scale factor could be adjusted to take in to account the
effect of interparticle cohesive forces on particle agglomera-
tion.

β = K[
17.3
Rep

+0.336]
ρg

ds
| #»v s− #»v g|αsα

−1.8
g (A.11)
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ABSTRACT
Besides their huge technological importance, fluidized beds have
attracted a large amount of research because they are perfect play-
grounds to investigate highly dynamic particulate flows. Their over-
all behavior is determined by short-lasting particle collisions and the
interaction between solid and gas phase. Modern simulation tech-
niques that combine computational fluid dynamics (CFD) and dis-
crete element methods (DEM) are capable of describing their evo-
lution and provide detailed information on what is happening on the
particle scale. However, these approaches are limited by small time
steps and large numerical costs, which inhibits the investigation of
slower long-term processes like heat transfer or chemical conver-
sion.
In a recent study (Lichtenegger and Pirker, 2016), we have intro-
duced recurrence CFD (rCFD) as a way to decouple fast from slow
degrees of freedom in systems with recurring patterns: A conven-
tional simulation is carried out to capture such coherent structures.
Their re-appearance is characterized with recurrence plots that al-
low us to extrapolate their evolution far beyond the simulated time.
On top of these predicted flow fields, any passive or weakly coupled
process can then be investigated at fractions of the original compu-
tational costs.
Here, we present the application of rCFD to heat transfer in a lab-
scale fluidized bed. Initially hot particles are fluidized with cool
air and their temperature evolution is recorded. In comparison to
conventional CFD-DEM, we observe speed-up factors of about two
orders of magnitude at very good accuracy with regard to recent
measurements.

Keywords: recurrent patterns, fluidized beds, multiphase heat
and mass transfer, multiscale simulations .

NOMENCLATURE

Greek Symbols
α volume fraction, []
∆t time step, [s]
ρ density, [kg/m3]
τττ deviatoric stress tensor, [kg/s2m]

Latin Symbols
C specific heat capacity, [m2/s2K].
D diameter, [m].
D random fluctuations parameter, [m2/s].
D dissimilarity norm, [].
dw random step, [m].
f force density, [kg/s2m2].
F force, [kgm/s2].

k thermal conductivity, [kgm/s3K].
m mass, [kg].
Q̇ heat transfer, [kg/s3m].
R recurrence norm, [].
t time, [s].
T temperature, [K].
u field velocity, [m/s].
v point velocity, [m/s].

Sub/superscripts
f fluid.
n normal.
p particle.
p pressure.
rec recurrence.
t tangential.
v volume.

INTRODUCTION

Modeling and simulation of fluidized beds is extremely de-
manding due to the various scales present. In the spatial do-
main, submillimeter particles are to be contrasted with the
geometric dimensions of industrial-size plants. In the tem-
poral domain, collisions set the lower limit of time scales at
small fractions of a second while heat transfer or chemical
conversion happens much more slowly.
Substantial progress has been made in up-scaling well-
established mesoscopic methods like CFD-DEM (Cundall
and Strack, 1979; Tsuji et al., 1993) or the two-fluid model
(TFM) (Anderson and Jackson, 1967; Gidaspow, 1994) to
macroscopic sizes. To allow for coarser meshes so that larger
systems can be described, sub-grid heterogeneities need to be
modeled appropriately (Heynderickx et al., 2004; Igci et al.,
2008; Igci and Sundaresan, 2011a,b; Milioli et al., 2013;
Ozel et al., 2013; Parmentier et al., 2012; Radl and Sun-
daresan, 2014; Schneiderbauer et al., 2013; Schneiderbauer
and Pirker, 2014; Wang et al., 2008, 2010; Yang et al., 2003;
Zhang and VanderHeyden, 2002).
Although industrial-size reactors may be simulated with
these methods, they are still bound to short-term investi-
gations. Here, we show a systematic way to circumvent
this problem and apply it to heat transfer in a lab-scale flu-
idized bed. In a recent paper, we introduced the idea of
rCFD (Lichtenegger and Pirker, 2016) to time-extrapolate
the behavior of systems dominated by reappearing structures.
We use fields from short-term simulations with conventional
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CFD-DEM or TFM to create long sequences of flow patterns
with the aid of recurrence plots (Eckmann et al., 1987).
On these sequences, we simulate heat transfer between gas
and solid particles as measured by Patil et al. (Patil et al.,
2015) and obtain speed-up factors of about two orders of
magnitude.

MODEL DESCRIPTION

In the following, we briefly summarize the CFD-DEM
method and refer the interested reader to extensive reviews
(Deen et al., 2007; Zhou et al., 2010). Afterwards, the rCFD
strategy is explained.

Fluid equations

If a secondary, particulate phase is present, the Navier Stokes
equations for a fluid with density ρf and velocity field uf be-
come (Anderson and Jackson, 1967)

∂

∂t
αfρf +∇ ·αfρfuf = 0 (1)

∂

∂t
αfρfuf +∇ ·αfρfufuf =−αf∇pf +αf∇ ·τττf + fdrag + fext.

(2)

Various correlations for particle-fluid drag fdrag can be found
in literature, we use one obtained from lattice-Boltzmann
simulations (Beetstra et al., 2007).
To picture heat transfer, we assume incompressible condi-
tions and neglect contributions due to pressure variations to
the enthalpy transport equation from which we derive

C(p)
f

∂

∂t
αfρfTf +C(p)

f ∇ ·αfρfufTf = ∇ ·αfk
(eff)
f ∇Tf + Q̇p-f. (3)

Both heat conduction ∇ ·αfk
(eff)
f ∇Tf and particle-fluid heat

transfer Q̇p-f have to be modeled with empirical correlations
(Syamlal and Gidaspow, 1985; Gunn, 1978). Note that for
incompressible flows, Eq. (3) is decoupled from Eqs. (1) and
(2) if density and viscosity are assumed to be temperature-
independent.

Particle equations

Solid particles are often modeled as perfect spheres which
interact with each other via contact forces F(p-p)

i , with a sur-
rounding fluid F(p-f)

i and possibly other sources F(ext)
i . For

each particle i with mass mi, Newton’s second law

miv̇i = F(p-p)
i +F(p-f)

i +F(ext)
i (4)

determines its trajectory. The particle-particle force

F(p-p)
i = ∑

j 6=i

(
F(n)

i, j +F(t)
i, j
)

(5)

on particle i due to all surrounding particles j consists of nor-
mal and tangential components which depend on the relative
positions and velocities of i and j and are often described via
spring-dashpot models (Cundall and Strack, 1979). The in-
teraction of particles with a fluid F(p-f)

i is related to the drag
force and the pressure gradient in Eq. (2).
Each particle is assumed to have a homogeneously dis-
tributed temperature Ti. We neglect particle-particle heat ex-
change because of the extremely short collision times so that
only heat transfer from/to the fluid can change a particle’s
temperature via

miC(p)
p Ṫi =−πkfDiNup(Ti−Tf(ri)) (6)

in terms of the Nusselt number Nup (Gunn, 1978).

Recurrence CFD

In a first step, we define norms for recurrence and dissimilar-
ity of states, respectively, e.g.

R(t, t ′)≡ 1− 1
N

∫
d3r
(
αf(r, t)−αf(r, t ′)

)2 (7)

D(t, t ′)≡ 1−R(t, t ′), (8)

to assess the similarity of flow fields obtained from the solu-
tion of Eqs. (1) – (4) at two times t, t ′ ≤ tmax.

N ≡maxt,t ′

∫
d3r
(
αf(r, t)−αf(r, t ′)

)2 (9)

ensures normalization in Eq. (7). We stress that it is an as-
sumption that similarity according to Eq. (7) carries over to
other fields like the particle velocity up. As a matter of fact,
it has to be checked a posteriori if they are sufficiently cor-
related to justify it.
Compared to binary recurrence statistics (Eckmann et al.,
1987), definition (7) allows for continuous degrees of simi-
larity, which is referred to as unthresholded recurrence statis-
tics (Marwan et al., 2007).
Given a large enough recurrence statistics R(t, t ′), it is possi-
ble to extrapolate the underlying system’s behavior. Starting
at some given begin time t(b)

i , one randomly picks an interval
of length ∆ti. In this study, we used uniformly distributed
∆ti in the range of tmax/20 and tmax/5. Within ∆ti, the corre-
sponding fields are taken as first elements of the desired se-
quence. Then, the most similar state to that at the end of the
interval t(e)

i = t(b)
i +∆ti is identified with the aid of R(t, t ′) and

reconstruction is continued from there on. Again, an interval
length is chosen and its fields are appended to the sequence.
Obviously, this procedure can be repeated arbitrarily often.
Figure 2 shows an example of two states that could be iden-
tified with each other because of a sufficiently high degree of
similarity.

Figure 1: Degree of dissimilarity D(t, t ′) for the first 5s of simula-
tion of a fluidized bed corresponding to 200 snapshots.
Besides the main diagonal with dissimilarity 0, a pat-
tern of local minima and maxima is clearly visible, cor-
responding to more or less similar states. Their align-
ment approximately parallel to the main diagonal indi-
cates pseudo-periodic behavior.

48



Extremely fast simulations of heat transfer in fluidized beds / CFD 2017-024

Finally, any passive processes can now be simulated on these
fields in an extremely efficient way. The CFD-side prob-
lem of Eqs. (1), (2) and (3) is replaced with the temperature
equation (3) alone. Other information like volume fraction,
density and velocity are obtained from the recurrence pro-
cess, only the temperature distribution is really calculated.
The motion of the particles is simplified with tracers that fol-
low the solid phase’s velocity field u(rec)

p and undergo random
fluctuations dwi, viz.

dri = u(rec)
p (ri, t)dt +

√
2D(rec)(ri, t)dwi. (10)

The latter act to avoid too high tracer concentrations in com-
parison to actual solid particles. A phenomenological, possi-
bly position-dependent parameter D(rec) controls the strength
of the fluctuations, e.g. via

D(rec)(r, t) = D0

max
[
αp(r, t)−α

(rec)
p (r, t),0

]
αp(r, t)

. (11)

The constant D0 has to be chosen empirically such that nei-
ther excessive clustering occurs nor that particle diffusion is
enhanced dramatically. In neither case, the passive process
under consideration could be pictured accurately.

SIMULATION SETUP

We set up simulations in close resemblance to recent exper-
iments and simulations of heat transfer in a fluidized bed
(Patil et al., 2015) which we took as reference data. A 8cm
× 1.5cm × 25cm cuboid was discretized into 35× 110× 6
equal cells and approximately 57000 1-mm spheres with ma-
terial values of glass and initial temperature T (0)

p = 90 ◦C
were inserted. Air with ambient temperature T (0)

f = 20 ◦C
fluidized them with a superficial inlet velocity of uinlet =
1.2m/s and slowly cooled them.
Since unresolved CFD-DEM requires larger cells than par-
ticles, the above grid could not be used to resolve the flux
of heat through the domain walls happening over a very
thin layer. Instead, its thickness was introduced as model-
ing parameter within reasonable bounds to control heat loss
through the walls (Patil et al., 2015). Since the focus of
this work was rather the comparison of full CFD-DEM with
rCFD than with experiments, we chose its value (in roughly
the same range, but somewhat larger) such that our CFD-
DEM results were in agreement with the reference simula-
tion. We opted for this procedure because in contrast to the
reference simulation which was carried out for an ideal, com-
pressible gas, we approximated the system as incompressible
to enable a recurrence-based treatment. Future work will ad-
dress this shortcoming (Lichtenegger et al., 2017) and allow
for a meaningful comparison with measurements.
For the full CFD-DEM simulations, Eqs. (1) – (3) were
solved under incompressible conditions employing the PISO
algorithm (Issa, 1986). On the DEM side, we used velocity-
Verlet integration (Verlet, 1967) for Eq. (4). The full CFD-
DEM simulations were carried out for 10s process time, the
first 5s were then used as basis for rCFD. We stress that this
duration was chosen quite generously and smaller recurrence
statistics would probably work equally well.
In this study, each particle was represented by exactly one
tracer. Of course, one could also employ a parcel approach
to combine clusters of particles into fewer tracers or con-
versely try to resolve coarse-grained CFD-DEM data with
higher numbers of tracers.

(a)

(b)

Figure 2: Example of two equivalent states in the sense of dissim-
ilarity norm Fig. 1. Although the volume fraction fields
are not identical, they are close enough so that substitut-
ing one with the other does not lead to any significant
inaccuracies.
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Special care had to be taken with the choice of the fluctu-
ation control parameter D0. We found empirically that with
dw distributed uniformly on the unit sphere, D0 = 10−4 m2/s
was large enough to avoid too high particle concentrations
and sufficiently small not to increase particle diffusion and
consequently heat transfer and the mean cooling rate.

RESULTS

According to the rCFD strategy outlined above, the first
quantity to look at is the dissimilarity norm (or equally use-
ful the recurrence norm) displayed in Fig. 1. 200 snapshots
corresponding to 5s real time are compared with each other,
leading to a structure of local minima and maxima approx-
imately parallel to the main diagonal. These minima are
caused by very similar states that evolve in an analogous
fashion, which demonstrates local pseudo-periodicity.
The degree of similarity is indicated in Fig. 2. Two volume
fraction fields which give rise to a local minimum in the dis-
similarity norm are shown. While small quantitative differ-
ences can be found, their qualitative features clearly agree: a
large bubble was formed in the center of the bed with a few
particles moving downwards in the middle of the bubble.

Figure 3: Particle mean temperature over time. Per construction,
the full CFD simulations closely resembled the reference
data (Patil et al., 2015). As a consequence, the cooling
rate was somewhat too low in comparison with measure-
ments. Most importantly, recurrence CFD led to almost
identical results as the full model.

If such semiquantitative agreement was sufficient to obtain
a meaningful extrapolation of the fluidized bed’s evolution
is finally answered by looking at the particle mean temper-
atures from full and recurrence-based simulations in Fig. 3.
As discussed above, the thickness of the boundary layer over
which temperature drops to its wall value allowed for some
“tuning” of the cooling rate. With a value to match the ref-
erence data (Patil et al., 2015), the agreement of the present
CFD-DEM results with them was of course to be expected.
More importantly, however, the curves from rCFD and CFD-
DEM agree very well. After 10s their deviation is much less
than 1 ◦C at a speed-up of approximately two orders of mag-
nitude.
Furthermore, Fig. 3 demonstrates that particle cooling hap-
pened over much longer times than the bed’s fast dynamics.
Such a clear separation of scales is clearly vital for the rCFD
procedure because it minimizes the impact of switching be-
tween most similar but nevertheless different flow states on
the passive process under consideration.

CONCLUSION AND OUTLOOK

In this paper, we have demonstrated how to decouple the fast
dynamics of a fluidized bed from the much slower heat trans-
fer between solid particles and surrounding gas to accelerate
the calculations. To facilitate the procedure, we assumed in-
compressible conditions in contrast to the treatment in the
reference simulation (Patil et al., 2015) and used a tuning pa-
rameter for wall heat loss to match our full CFD-DEM sim-
ulations to them. Upon these results, we built the recurrence
statistics used for rCFD.
Future work (Lichtenegger et al., 2017) will deal with rCFD
for the compressible case, where we expect a superposed
transient behavior due to a slow decrease of the mean gas
temperature in the center of the bed. Besides more realis-
tic results from the CFD-DEM calculation for a meaningful
comparison with measurements, this will allow to study the
bed over much longer times. Furthermore, a detailed perfor-
mance analysis of the method’s implementation might reveal
optimization potential for even faster simulations.
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ABSTRACT 

Mass transfer phenomena in fluidized bed reactors with 

horizontally immersed membranes have been investigated 

using a verified and validated Two-Fluid Model. A binary 

hydrogen-nitrogen mixture was injected into the fluidized bed 

which was operated in the bubbling fluidization regime, and 

hydrogen was extracted via horizontally immersed 

membranes. The hydrogen flux is lowest on top of the 

membranes and highest at the bottom of the membranes. The 

main causes for the low flux on top of the membranes are 

densified zones and insufficient hydrogen replenishment due 

to the flow pattern of the gas. Gas pockets do not have a 

negative effect on the mass transfer towards the membranes. 

In systems with membrane tube banks, the membranes located 

at the walls perform worst, because solids mostly flow 

downwards near the walls of a fluidized bed, which causes gas 

back-mixing, which hinders hydrogen replenishment and 

thereby decreases the driving force for hydrogen transport. 

Removing the membranes closest to the wall increases the 

overall efficiency of the system. Replacing wall membranes 

with inactive tubes has no significant effect on the system. The 

membrane tube banks also have a significant effect on the 

hydrodynamics.  

Keywords: Two-Fluid Model, mass transfer, 

hydrodynamics, fluidized bed, membrane.  

 

NOMENCLATURE 

Latin Symbols 

A area        [m
2
] 

Cd drag coefficient      [-] 

D diffusion coefficient     [m
2
/s] 

e restitution coefficient   [-] 

g gravitational acceleration   [m/s
2
] 

M molar weight      [kg/mol] 

n power in Sieverts’ law    [-] 

p pressure        [Pa] 

Q membrane permeance    [mol/(m
2
.s.Pa

n
)] 

R universal gas constant    [J/(mol.K)] 

Re Reynolds number     [-] 

S membrane mass source term   [kg/(m3.s)] 

t time        [s] 

T temperature       [K] 

u  velocity       [m/s] 

V volume        [m3] 

X molar fraction      [-] 

Y mass fraction      [-] 

 

Greek Symbols 

α hold-up fraction      [-] 

β interphase drag coefficient   [kg/(m
3
.s)] 

γ dissipation of fluctuation energy  [kg/(m.s3)] 

θ granular temperature    [m2/s2] 

κ conductivity of fluctuation energy [kg/(m.s)] 

µ shear/dynamic viscosity    [Pa.s] 

ρ density        [kg/m
3
] 

τ shear stress tensor     [N/m
2
] 

 

Sub/superscripts 

c cell 

H2 hydrogen 

g gas 

i phase 

m membrane 

mf minimum fluidization 

p particle 

ret retentate 

s solid 

sim simulation 

tot total 

w wall 

INTRODUCTION 

Hydrogen is commonly produced by Steam Methane 

Reforming (SMR), which can be performed in (multi-

tubular) packed bed reactors. In the packed beds, 

methane reacts with steam to form carbon monoxide 

and hydrogen at temperatures around 1000 °C. 

Consecutively, the Water Gas Shift (WGS) reaction 

occurs; the carbon monoxide reacts with steam to form 

carbon dioxide and hydrogen. To ensure a high methane 

conversion, high temperatures and low hydrogen 

concentrations are required. Separating the unwanted 

byproduct CO2 from the outlet gas mixture requires 

complex and energy intensive separation units such as 

pressure swing adsorption columns, and will result in an 

increase in cost and energy usage, and a decrease in 

system performance (Medrano et al. (2014)).  

A promising new approach to circumvent the drawbacks 

of the current hydrogen production methods is 
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integrating the reaction and separation steps in one unit. 

Extracting hydrogen from the gas mixture with modern, 

high-flux hydrogen perm-selective palladium 

membranes purifies the hydrogen whilst simultaneously 

driving the chemical reaction equilibria towards the 

product side. The reactor can therefore operate at a 

lower temperature (600-700 °C) than the industrial 

process. The integration of hydrogen perm-selective 

membranes in packed bed reactors has already been 

investigated by Tsotsis et al. (1992), Tiemersma et al. 

(2006) and many others.  

In packed bed membrane reactor systems, catalyzed 

reactions and separation of product and waste are 

performed in the same unit. However, a major drawback 

of packed bed membrane reactors is the low mixing 

efficiency, causing temperature and concentration 

gradients in the reactor. When using state-of-the-art 

membranes, the system is not limited by the permeation 

rate, but limited by the mass transfer rate of hydrogen 

towards the membranes, which is called concentration 

polarization (Caravella et al. (2009)). To circumvent 

these drawbacks, fluidized bed membrane reactors have 

been proposed to extract hydrogen from the reaction 

mixture, see Adris et al. (1994), Gallucci (2008), 

Mleczko et al. (1996) and Hommel et al. (2012).  

Compared to packed bed membrane reactors, fluidized 

bed membrane reactors have better mixing properties, 

resulting in reduced mass transfer limitations towards 

the membranes. The hydrodynamics and mass transfer 

phenomena of the fluidized suspension can be strongly 

affected by the membrane configuration. Possible 

hydrodynamic consequences of installing membranes in 

fluidized beds have been demonstrated by e.g. De Jong 

et al. (2011), Dang et al. (2014), Tan et al. (2014), 

Wassie et al. (2015) and Medrano et al. (2015). 

Industrially, membranes immersed in the particle 

emulsion of a fluidized bed may be damaged due to 

attrition, so for large scale applications a protective 

nano-layer coating or a porous filter could be applied to 

prevent this. Having said this, Helmi et al. (2016) have 

successfully demonstrated the long term (over 900 

hours) performance of a fluidized bed membrane reactor 

utilizing very high flux membranes for ultra-pure 

hydrogen production via WGS. 

Membranes are mostly inserted vertically in reactors. 

Helmi et al. (2017) have demonstrated that when using 

state-of-the-art high-flux palladium membranes to 

extract hydrogen from a hydrogen/nitrogen gas mixture, 

mass transfer limitations from the bed to the membrane 

(concentration polarization) can severely limit the 

extracted flux. Furthermore, recent experimental 

findings suggest that vertically immersed membranes 

hardly affect the gas bubbles that are passing by. By 

inserting the membranes perpendicular to the flow 

direction (i.e. horizontally), the membranes can cut 

large gas bubbles into smaller ones, hereby improving 

the mixing efficiency of the bed. Previous studies by 

Medrano et al. (2015), De Jong et al. (2012), Asegehegn 

et al. (2011), Rong et al. (1999), Solnordal et al. (2015), 

Wang et al. (2015), Yang et al. (2014) and Sarkar et al. 

(2013) on horizontal tubes immersed in fluidized beds 

have already proven that tubes have a significant effect 

on the bed hydrodynamics. However, very little work 

has been done on mass transfer phenomena in fluidized 

bed reactors with horizontally immersed membranes.  

This work is a numerical study on the mass transfer 

phenomena in fluidized bed reactors with horizontally 

immersed membranes. The goal of this work is to 

describe, identify and explain the most important mass 

transfer phenomena occurring in fluidized beds with 

horizontally immersed membranes. Explaining the mass 

transfer phenomena will also require relating the 

observed mass transfer phenomena to the 

hydrodynamics. For example, Medrano et al. (2015) 

found that gas pockets (solids free, non-rising gas 

bubbles) occur underneath and densified particle zones 

occur on top of horizontally submerged membranes. 

The gas pockets and densified zones may affect the 

mass transfer towards the membranes and could 

therefore have a noticeable effect on the system 

performance.  

Because palladium-based membranes are quite 

expensive, placing them at locations where they perform 

sub-optimally should be avoided. Exploratory 

simulations have already indicated that reduced 

hydrogen concentrations are mostly found at 

membranes near the bed walls (see Voncken et al. 

(2015)), so the performance of these membranes are 

especially worth investigating. Therefore, we have 

simulated fluidized beds with various membrane tube 

bank configurations with and without membranes near 

the bed walls. However, simply removing membranes 

near the wall could also affect the solids circulation 

patterns, the bubble cutting behavior of the tube banks 

and could induce gas bypassing via the walls, so 

fluidized beds with inactive tubes instead of membranes 

near the walls were also simulated. 

A Two-Fluid Model (TFM) was used to perform the 

simulations and to obtain detailed information on the 

mass transfer phenomena occurring near the 

membranes. The OpenFOAM v.2.3.0 TFM 

(twoPhaseEulerFoam) was used as hydrodynamic 

framework, and was extended with a species balance 

equation and realistic membrane models to simulate 

selective extraction of hydrogen from the system.  

First, the model equations, verification and validation 

will be discussed. Special attention will be given to the 

implementation of the species balance, the 

implementation of the membrane source term and the 

membrane boundary condition. Next, the simulation 

settings and the tube bank geometries will be presented. 

In the results section, the most important mass transfer 

phenomena and hydrodynamics will be presented and 

explained. 

MODEL DESCRIPTION 

A TFM considers the gas and solids phase as 

interpenetrating continua. The most important 

governing and constitutive equations are presented in 

equations 1 through 6. The continuity equations (1) of 

both gas and solids phase are very similar. The source 

term S is added to the gas continuity equation to take 

into account the extraction of gas via membranes. The 

membrane source term will be presented in the mass 

transfer and membranes section. Compared to the 

Navier-Stokes equations of the gas phase (2), the 

Navier-Stokes equations for the solids phase (3) contain 
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an additional solids pressure term ps. For both phases a 

Newtonian stress tensor ττττ  is employed. The gas phase 

density is described with the ideal gas law. Furthermore, 

the granular temperature equation (4) is solved. The 

granular temperature equation incorporates the mean 

particle velocity and a superimposed fluctuating 

component, taking into account the vibrations of 

particles due to collisions.  
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The drag between the solids and the gas phase is 

modelled according to Gidaspow (1994), which 

combines the drag model of Ergun et al. (1949) and 

Wen et al. (1966). Ergun’s model is valid for high solids 

hold-ups (20% and higher) and Wen’s model is valid at 

lower solids hold-ups (below 20%). The drag coefficient 

Cd is determined based on the Reynolds particle 

number. The drag models are described in equations 5 

until 9.  
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Kinetic Theory of Granular Flow 

To simulate the rheological and collisional properties of 

the solids phase’s continuum approximation more 

realistically, various KTGF closure equations are 

required. The closure equations used in this work are 

presented in Table 1. Further details on the TFM-KTGF 

can be found a.o. in Lun et al. (1984), Kuipers et al. 

(1992), Gidaspow (1994), Van Wachem (2000), Rusche 

(2003) and Van Der Hoef et al. (2006). Details on the 

OpenFOAM TFM can be found in Passalacqua et al. 

(2011) and Liu et al. (2014).  

 

Table 1: KTGF closures used for TFM simulations. 

Quantity Closure 
Solids shear viscosity Nieuwland et al. (1996) 

Solids bulk viscosity Lun et al. (1984) 
Solids pressure Lun et al. (1984) 

Frictional stress Srivastava & Sundaresan (2003) 

Conductivity of fluct. energy Nieuwland et al. (1996) 

Radial distribution function Ma & Ahmadi (1984) 

Dissipation of gran. energy Nieuwland et al. (1996) 

 

Mass transfer and membranes 

Mass transfer phenomena and hydrogen extraction via 

membranes was modeled similar to the approach of 

Coroneo et al. (2009). A hydrogen mass balance with 

Fickian diffusion was added to the model. The mass 

balance is a transient convection-diffusion equation as 

shown in equation 10. The diffusion coefficient can 

have a significant effect on the hydrogen flux. The 

selective extraction of hydrogen via the membranes was 

taken into account via the source term, Sm, which is 

applied to the computational cells adjacent to a 

membrane boundary (the red cells in Figure 1). The 

source term in equation 10 is the membrane flux 

calculated with Sieverts’ law, multiplied by the 

boundary cell’s area Ac, divided by the cell volume Vc, 

see equation 11.  
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Figure 1: Schematic representation of how and where the 

membrane source term has been implemented in the grid. 

The extraction of mass via a membrane will also result 

in momentum extraction from the system. Therefore, a 

boundary condition was added for the membranes to 

ensure momentum leaves the system. The momentum 

flux is based on the magnitude of the extractive flux. 

The boundary condition ultimately imposes a velocity 

normal to the membrane boundary (see equation 12). 

For fluidized beds momentum extraction could be an 
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important topic, because the it can cause densified zones 

to form near the membranes. Extracting a large amount 

of the momentum from a fluidized bed can even alter 

the flow pattern of the solids, as shown by De Jong et al. 

(2012) and Dang et al. (2014). The work of Helmi et al. 

(2017) has shown that selective extraction of hydrogen 

has an effect on the bed hydrodynamics, but that this 

effect is relatively small.  

 

2

m c

m

H c

S RT V
u

pM A
=             (12) 

Boundary conditions 

All simulations have been performed with a 2D 

computational domain. For the gas mixture, a no-slip 

boundary condition was applied to the left and right 

walls, a constant gas velocity was imposed at the inlet, 

an imposed pressure condition was set at the outlet and 

the boundary condition of equation 12 was applied at 

the membranes. For the solids velocity and granular 

temperature, a Johnson & Jackson partial slip boundary 

condition with a specularity coefficient of 0.50 was 

applied on the walls and membranes (see Johnson et al. 

(1987)).  

Numerical schemes and accuracy 

The temporal discretization was done with the second 

order Crank-Nicolson scheme. All simulations were run 

with an adjustable time-step, with a maximum time-step 

of 1.10-5 s. The selected time-step value each iteration 

was selected based on a maximum Courant number of 

0.1. A combination the second order Gauss linear and 

Van Leer scheme were used for spatial discretization. 

The numerical tolerances for the residuals were set to 

1
.
10

-11
  for each quantity. 

VERIFICATION, VALIDATION, GEOMETRIES 
AND SETTINGS 

Verification and validation 

The fluid, solid and mass transfer part of the TFM have 

all been verified and validated. The fluid part of the 

model has been verified by comparing gas flow profiles, 

convection and diffusion of a chemical specie to their 

respective analytical solutions. Gas flow profiles and the 

pressure drop in a flat rectangular column (pseudo 2D) 

match very well with the analytical solution of White et 

al. (1991), even for very coarse grids. Furthermore, 

combined convection-diffusion of a specie were 

compared to the analytical solution found in Mohsen et 

al. (1983). Especially at finer grids and time-steps of 

0.001 s and below, the TFM results match well with the 

analytical solution and the numerical diffusion 

decreases significantly.  

Helmi et al. (2017) have used this TFM to simulate an 

experimental reactor with one vertically immersed 

membrane in the center. The TFM was able to predict 

the experimental fluxes very well and proved to be a 

useful tool to determine concentration profiles in 

fluidized bed membrane reactors.  

The model was also validated by comparing 

experimental bubble properties to the simulated ones. 

The bubble properties match well with experimental 

bubble diameter and velocity data obtained via Digital 

Image Analysis of thousands of gas bubbles. 

The accuracy of the model for densely packed systems 

is important because densified zones are expected to 

occur frequently in fluidized bed membrane reactors, 

especially on top of the membranes and near the walls. 

Therefore, the predicted TFM pressure drop over a 

pseudo 2D packed bed injected with air (ρg=1.2 kg/m
3
, 

µg=1.84.10-5 Pa.s) was compared to the Ergun equation 

and experimental pressure drop data for 500 µm 

particles with a density of 2500 kg/m
3
 (see Figure 2). 

The TFM results match well with the experimental data 

and with the Ergun equation. The minimum fluidization 

velocities determined by experiments and TFM are 

0.218 and 0.212 respectively, and match very well. The 

small difference between the slopes of the experimental 

and TFM/Ergun equation is caused by the difference 

between the TFM and experimental porosity at 

minimum fluidization velocity.  

 

Figure 2: Pressure drop versus gas velocity for experiments, 

TFM simulations and Ergun equation calculations based on 

the TFM porosity. 

Geometries and model settings 

A grid sensitivity study was performed for fluidized bed 

membrane reactors with one membrane in the center of 

the bed. The flux around the membrane is not uniform 

and is lowest on top of the membrane. Furthermore, the 

time-averaged solids hold-up on top of the membranes 

is higher than elsewhere around the membrane, which 

could suggest there is a relation between the reduced 

flux and increased solids hold-up. Further details will be 

discussed in the results section.  

The tested grids are displayed in Figure 3 and are 

labeled coarse (28 cells counted around the 

circumference of the membrane), middle (64 cells) and 

fine (128 cells). The computed fluxes of the different 

grids were time-averaged over 25 seconds of simulation 

time and compared to each other to verify whether grid 

independent results were obtained. The coarse grid was 

not yet grid independent, whereas the middle and fine 

grid are relatively close to each other. The large number 

of grid cells in the fine grid would however require the 

simulations to be run at unfeasibly small time-steps, 

which would result in very long simulation times, 

especially when extending this to systems with 

membrane tube banks. Therefore, the middle grid was 

used for all further cases studied in this work.  
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Figure 3: Grids around membranes for a coarse grid with 28 

cells (left), middle grid with 64 cells (middle) and fine grid 

with 128 cells (right) adjacent to the membrane boundary. 

Various horizontal membrane configurations were 

simulated. To keep practical simulation times, full 2D 

simulations were performed. As Asegehehn et al. (2011) 

reported, bubble behavior is quite similar for 2D and 3D 

systems with immersed tubes. The simulation settings 

are given in Table 1. The configurations and 

dimensions of the tube banks are presented in Figure 4. 

Configurations (a)–(d) are the base cases called Wall 

Membranes (WM), because membranes are present 

close to the bed walls. In configurations (e)–(h) the 

membranes closest to the walls have been removed, so 

they are called No Wall Membranes (NWM). In 

configurations (i)–(l) the membranes near the walls 

have been replaced with inactive tubes (portrayed as 

open black circles), so they are referred to as Tubes (T). 

The Tubes cases have the same membrane area as the 

No Wall Membranes cases, but the same 

membrane/tube locations as the Wall Membranes cases. 

The hydrodynamic effect that objects near the bed walls 

have on the system performance can hereby be 

quantified. The membrane tube banks have either been 

placed in a staggered or in an in-line configuration. The 

Full Staggered (FS) cases are configured in the same 

way as the Half Staggered (HS) cases, except they have 

double the number of membranes. This is also the case 

with the Full In-line (FI) and Half In-line (HI) 

configurations. Industrially, the half tube bank cases 

could be useful for auto-thermal reactions; the empty 

bottom section can be used to generate heat for the 

reaction by combustion. Furthermore, overloading the 

system with too many modern high flux membranes will 

result in a low performance per membrane, which 

would make the system less feasible.  
 

Table 1: Summary of TFM simulation settings for all 

horizontal membrane cases.  

Par. Value Par. Value 

Width 0.30 m ρp 2500 kg/m
3
 

Height 0.90 m DH2 1.0
.
10

-4
 m

2
/s 

Nc,width 150  Qpd 4.3
.
10

-3
 mol/(m

2
 s Pa

n
) 

Nc,height 450  n 0.50 

dm 9.6 mm T 405 °C 

dp 500 µm XH2,in 0.25 

epp 0.97  poutlet 1.6
.
10

5
 Pa 

epw 0.97  pperm 0.01.105 Pa 

u/umf 3.0  tsim 30 s 

umf 0.21 m/s ∆tmax 1
.
10

-5
 s 

 

 

 

Figure 4: Membrane tube bank configurations:  

Wall Membranes  
(a) Full Staggered (WM FS); (b) Half Staggered (WM HS); 

(c) Full In-line (WM FI); (d) Half In-line (WM HI).  

No Wall Membranes  

(e) Full Staggered (NWM FS); (f) Half Staggered (NWM HS); 

(g) Full In-line (NWM FI); (h) Half In-line (NWM HI).  

Wall Tubes (black open circles)  
(i) Full Staggered (T FS); (j) Half Staggered (T HS); (k) Full 

In-line (T FI); (l) Half In-line (T HI). All given measurements 

are in mm. 

RESULTS 

Mass transfer limitations 

The main mass transfer limitations in fluidized beds 

with horizontally immersed membranes are at the 

membranes located near the bed walls (Figure 5). The 

time-averaged hydrogen mole fractions are lowest on 

top of the membranes near the walls. For the full in-line 

configuration (Figure 4 c) the time averaged hydrogen 

flux of the membranes at the walls is in some cases half 

of the flux of the all membranes in the middle. The flux 

of the membranes in the middle does show a similar 

trend as the flux of the membranes near the walls. Mass 

transfer is mostly limited on top of the membranes, 

whereas the best performance is found at the bottom of 

the membranes. This flux profile can be related to 

hydrodynamic effects that have already been observed 

by Medrano et al. (2015). In their work, densified zones 

and gas pockets were found to be potential mass transfer 

limitations for horizontally immersed membranes.  

In the next section, the effect of these densified zones 

and gas pockets on mass transfer of hydrogen towards 

horizontally immersed membranes will be discussed in 

more detail.  
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Figure 5: Time-averaged hydrogen flux at various angles 

around the membranes, and a snapshot of time-averaged 

hydrogen mole fractions, both for the full inline membrane 

tube bank configuration. 

Densified zones, gas pockets and gas flow 
patterns 

Gas pockets and densified zones are observed both in 

TFM simulations and during experiments. Gas pockets 

are formed because the downward movement of solids 

shields  the underside, which can cause areas with very 

little solids content to form underneath the membranes. 

Gas pockets mostly appear near the walls, but they can 

be found underneath any horizontally immersed 

membrane.  

No significant effect of gas pockets on the mass transfer 

towards the membranes was found. Figure 6 shows two 

snapshots, one taken right before the gas pocket occurs, 

and one while the gas pocket is at its largest. Similar to 

regular bubbles in fluidized beds, the gas mixture 

follows the path of least resistance and therefore flows 

through areas with the lowest particle content, such as 

gas pockets. The streamlines show that the gas flowing 

around the membrane has a significant effect on where 

reduced hydrogen concentrations are observed. The gas 

cannot easily flow to the top of the membranes, which 

enables solids to accumulate here (densified zones), 

making it more difficult to quickly replenish hydrogen 

here.  

 
Figure 6: Snapshot of the solids hold-up, hydrogen mole 

fraction and gas velocity streamlines around a horizontally 

immersed membrane with and without a gas pocket. 

 

Densified zones can be present on top of membranes 

anywhere in the reactor. Similar to gas pockets, they 

mostly occur at the membranes that are located near the 

bed walls, because the solids flow downwards onto the 

top of the membranes there. Next to solids down flow, 

Figure 7 shows that an important reason for densified 

zones to form is that gas cannot easily reach the top of 

the membranes. The gas velocities are especially low 

near the membranes close to the walls. Because of the 

no-slip behavior of the gas near the walls, the gas has 

insufficient momentum to move the downward flowing 

solids away from the membranes near the walls. In the 

middle of the reactor, less densified zones are present, 

but they still occur because the gas cannot always reach 

the top of the membrane easily.  

The time-averaged hydrogen mole fractions in Figure 7 

show that densified zones have a detrimental effect on 

mass transfer towards the membrane. On top of the 

membrane, the hydrogen mole fractions (thus also the 

hydrogen fluxes) are significantly lower compared to 

elsewhere around the membrane. The effect is mostly 

noticeable near the walls, where clearly some gas back-

mixing is visible, but also in the middle of the reactor a 

reduced hydrogen flux was observed on top of the 

membrane. This is intrinsic to the way the membranes 

are placed compared to the flow direction.  the gas 

cannot always reach the top of the membrane easily, 

because the membrane itself shields the top-side of the 

membrane. In Figure 5 this is visible, because the time-

averaged hydrogen flux is also lower on top of the 

membranes in the middle.  

 

Figure 7: Snapshot of the time-averaged solids hold-up, 

hydrogen mole fractions and gas velocities (in m/s) in a 

fluidized bed with a full in-line membrane tube bank. 

 

Effect of tube bank configuration on hydrogen 
flux 
The main mass transfer limitations towards the 

membranes have already been identified near the bed 

walls. This section will quantify how much the mass 

transfer limitations affect the flux for various membrane 

tube bank configurations. Figure 8 and Figure 9 

present the time-averaged hydrogen flux profiles at 

various width positions and various angles around the 

membranes for all the full in-line and half in-line 

configurations from Figure 4. The membranes near the 
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walls perform approximately three to five times worse 

than the membranes in the middle of the reactor for the 

full and half in-line configurations. Adding inert tubes 

near the walls does not have a significant effect on the 

system performance. The polar plots in Figure 8 and 

Figure 9 show that when active membranes are placed 

close to the walls, the averaged flux of all membranes is 

reduced. The in-line configurations with half tube banks 

show similar behavior to the full tube bank 

configurations.  

In general, the flux over the reactor width in the full 

staggered configurations is more equal over the width 

than in the full in-line one (see Figure 10). However, 

some of the membranes that have not been removed in 

the full staggered configuration still have reduced flux, 

even though the difference between the highest and the 

lowest flux is about a factor two. In general the results 

show that membranes that are approximately within 8 

cm distance of the walls (about 20% of the total bed 

width) suffer from reduced flux. Because bubbles 

cannot channel through the staggered membrane tube 

banks, the membranes near the walls perform better in a 

staggered configuration than in an in-line one. The flux 

is slightly higher for the membranes in the middle of the 

half tube bank configurations, because in the full tube 

bank configurations a lot of the hydrogen has already 

been extracted before it reaches the membranes in the 

top of the tube bank, which results in lower fluxes for 

the top membranes.  

 

 

Figure 8: Time-averaged flux for the full in-line tube bank 

configurations without wall membranes, with inert tubes at the 

walls and with wall membranes; (left) flux versus relative 

reactor width (right) flux averaged over all membranes at 

various angles around the membranes. 

 
Figure 9: Time-averaged flux for the full staggered tube bank 

configurations without wall membranes, with inert tubes at the 

walls and with wall membranes; (left) flux versus relative 

reactor width (right) flux averaged over all membranes at 

various angles around the membranes. 
 

 

Figure 10: Time-averaged flux for the half in-line tube bank 

configurations without wall membranes, with inert tubes at the 

walls and with wall membranes; (left) flux versus relative 

reactor width (right) flux averaged over all membranes at 

various angles around the membranes. 

CONCLUSION 

The performance of fluidized bed membrane reactors 

with various horizontally immersed membrane tube 

bank configurations was investigated. The flux is lowest 

at the top of the membranes and highest below the 

membranes. The densified zones and the gas flow 

patterns have a significant negative effect on the 

hydrogen permeation flux. Gas pockets have no 

negative effect on the mass transfer from the emulsion 

phase to the membrane. However, gas pockets could 

reduce the reaction rate of systems in which the 

extracted product is produced via a catalytic reaction.  

In systems with tube banks, membranes that are placed 

close to the fluidized bed walls show significantly lower 

performance than the membranes in the center of the 

bed. The down flowing solids and reduced gas flow near 

the walls keeps the flux low here. Replacing the wall 

membranes with inactive tubes does not have a 

significant positive effect on the system, so removal of 

the wall membranes is therefore advised. In case of 

exothermal or endothermal reactions, wall tubes can 

perhaps be used for internal cooling or heating.  

Future work on fluidized beds with horizontally 

immersed membranes should focus on methods to 

reduce the mass transfer limitations towards the 

membranes. Potential methods include having a non-

uniform gas feed, pulsating gas inlet flow rate, changing 

the membrane pitch and using as large as possible 

particles to increase the dispersion effects. 
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ABSTRACT 

Fluidized bed membrane reactors have been proposed as a 

promising reactor concept for the production of ultra-pure 

hydrogen via Water Gas Shift (WGS). High-flux thin-film 

dense palladium-based membranes are used to selectively 

extract hydrogen from the reaction medium, which shifts the 

thermodynamic equilibrium towards the products’ side, 

increasing the conversion. A Two-Fluid Model (TFM) has 

been used to investigate the effect of hydrogen extraction via 

perm-selective membranes on the WGS reaction rates in the 

fluidized bed. A thorough TFM verification study was 

performed, which showed that the model is able to accurately 

predict the concentration profiles for various types of nth order 

and equilibrium chemical reactions. Also, the implementation 

of the WGS reaction rate in the TFM was checked. The results 

have shown a clear positive effect of the hydrogen permeation 

on the WGS reaction rates, both for vertically and horizontally 

immersed membranes. In systems with horizontally immersed 

membranes, gas pockets that contain a very small amount of 

catalyst develop underneath the membrane tube, resulting in 

reduced local reaction rates. Densified zones on top of the 

membrane tube show increased local reaction rates. Mass 

transfer limitations from the emulsion phase to the membrane 

surface is the most pronounced effect that reduces the overall 

reactor performance. The developed model allows further 

investigating different configurations and operation modes to 

further optimize the reactor’s performance. 

Keywords: Two-Fluid Model, Water Gas Shift, hydrogen, 

fluidized bed, membrane.  

 

NOMENCLATURE 

Latin Symbols 

A  area       [m
2
] 

AWGS pre-factor WGS reaction rate [mol/(bar kgcat s)] 

BWGS Relative equilibrium ratio eq. [-] 

Cd  drag coefficient    [-] 

C1  constant for Gibbs calc.   [J/(mol K
3
)] 

C2  constant for Gibbs calc.  [J/(mol K
2
)] 

C3  constant for Gibbs calc.  [J/(mol K)] 

C4  constant for Gibbs calc.  [J/mol] 

D  diffusion coefficient   [m
2
/s] 

Eact  Activation energy   [J/mol] 

e  restitution coefficient  [-] 

G  Gibbs free energy   [J/mol] 

H  enthalpy     [J/mol] 

g  gravitational acceleration  [m/s
2
] 

kWGS WGS reaction rate constant [mol/(bar
-
 kgcat s)] 

Keq,WGS WGS equilibrium constant [-] 

M  molar weight    [kg/mol] 

n  power in Sieverts’ law  [-] 

p  pressure      [Pa] 

P  partial pressure     [Pa] 

Q  membrane permeance   [mol/(m
2
 s Pa

n
)] 

R  universal gas constant   [J/(mol.K)] 

RWGS chemical reaction rate  [mol/(kgcat s)] 

Re  Reynolds number    [-] 

S  membrane mass source term  [kg/(m
3
.s)] 

t  time       [s] 

T  temperature      [K] 

u   velocity      [m/s] 

V  volume       [m
3
] 

X  molar fraction     [-] 

Y  mass fraction     [-] 

 

Greek Symbols 

α  hold-up fraction     [-] 

β  interphase drag coefficient  [kg/(m3 s)] 

γ  dissipation of fluct. energy  [kg/(m s3)] 

θ  granular temperature   [m2/s2] 

κ  conductivity of fluct. energy [kg/(m s)] 

µ  shear/dynamic viscosity   [Pa.s] 

ρ  density       [kg/m3] 

τ  shear stress tensor    [N/m
2
] 

ωcat  catalyst mass fraction  [-] 

 

Sub/superscripts 

c  cell 

g  gas 

i  phase 

m  membrane 

mf  minimum fluidization 

p  particle 

ret  retentate 

s  solid 

sim  simulation 

tot  total 

w  wall 
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INTRODUCTION 

Hydrogen is industrially mostly produced via Steam 

Methane Reforming (SMR) carried out in multi-tubular 

packed bed reactors. First, methane reacts with steam to 

form carbon monoxide and hydrogen at temperatures 

around 1000 °C. Consecutively, the formed carbon 

monoxide reacts with steam to form carbon dioxide and 

hydrogen via the Water Gas Shift (WGS) reaction, given 

by  

 

CO + H2O ⇋ CO2 + H2  1
41H kJ mol

−∆ = −  

 

WGS is thermodynamically favoured at low 

temperatures and kinetically favoured at higher 

temperatures. Traditionally, WGS reactors consist of 

two stages; in the first reactor most of the CO is 

converted at 300-450 °C and in the second reactor the 

remaining CO is converted at 200-300 °C. However, to 

produce hydrogen efficiently, low hydrogen 

concentrations are required to achieve high CO 

conversions. Costly and energy intensive separation 

units, such as pressure swing adsorption units, are 

required to separate the hydrogen from the outlet gas 

mixture. The process will have an additional cost and 

energy penalty, if the unwanted byproduct CO2 should 

be separated from the gas mixture and stored 

underground (Medrano et al. (2014)).  

Both packed bed membrane reactors (Tiemersma et al. 

(2006)) and fluidized bed membrane reactors 

(Fernandez et al. (2015)) have been proposed as 

alternative reactor systems for hydrogen production via 

WGS. This work will focus on the development of 

fluidized bed membrane reactors (FBMRs) for hydrogen 

production via WGS. In FBMRs, the reaction and 

separation steps have been integrated in one single unit; 

ultra-pure hydrogen is obtained from the reactor by 

extracting it from the gas mixture with modern high-flux 

hydrogen perm-selective supported palladium-based 

membranes. The hydrogen extraction drives the reaction 

equilibrium towards the products’ side, which will 

increase the reaction rate and reactant conversion. The 

WGS reaction is highly suitable for hydrogen 

production in an FBMR, because hydrogen can be 

produced at 400 °C, high enough to avoid problems 

associated with membrane embrittlement and low 

enough to circumvent problems related to the membrane 

chemical/mechanical stability and membrane sealing.  

Fluidized bed membrane reactors have already been 

investigated by a.o. Adris et al. (1994), Gallucci (2008) 

and Mleczko et al. (1996), and many others. Most of the 

previous fluidized bed membrane reactor studies were 

either focused on experimental demonstration or using 

phenomenological models. More recently, various CFD 

studies on fluidized bed membrane reactors have been 

performed, which have mostly investigated the bed 

hydrodynamics (De Jong et al. (2012), Tan et al. (2014) 

and Medrano et al. (2015)). Only a few studies have 

investigated FBMRs with CFD models focused on mass 

transfer phenomena and chemical reactions (e.g. 

Hommel et al. (2012), Voncken et al. (2015) and Helmi 

et al. (2017)).  

The present work uses CFD simulations to visualize and 

quantify the mass transfer phenomena and reaction rates 

throughout FBMR systems in which hydrogen is 

produced via WGS. The OpenFOAM v.2.3.0 solver 

twoPhaseEulerFoam, a Two-Fluid Model (TFM), was 

used to model hydrodynamics, mass transfer and 

chemical reactions occurring in various fluidized bed 

membrane reactor configurations. The chemical species 

balances, selective membrane extraction and chemical 

reactions are our own implementations that were 

coupled to the TFM hydrodynamics. A thorough 

verification was carried out for all these aspects. To 

ensure the reaction terms have been implemented 

properly, numerous simple chemical reactions in a batch 

reactor have been simulated and compared to analytical 

and numerical solutions. The more complex kinetics of 

the WGS reaction have also been implemented in the 

TFM and compared to a batch reactor model.  

The objective of this research is to understand and 

quantify the effect of selective hydrogen permeation on 

the performance of fluidized bed reactors for hydrogen 

production via WGS. The Numaguchi and Kikuchi 

(1988) reaction kinetics for WGS were implemented in 

the TFM. Both horizontally and vertically immersed 

membrane configurations were studied. These results 

were compared to the performance of a fluidized bed 

reactor without membranes.  

First, the model equations and the verification of their 

implementation will be discussed. Special attention will 

be given to the species balance and the reaction kinetics. 

Next, the used simulation settings and geometries will 

be presented. In the results section, the effect of the 

extraction via the membranes on the reaction rates and 

reactor performance will be discussed. 

MODEL DESCRIPTION 

The TFM considers the gas and solids phases as 

interpenetrating continua. The most important governing 

and constitutive equations are presented in equations 1 

through 4, showing the continuity and Navier-Stokes 

equations of both the gas and solids phases. The source 

term S  is added to the gas continuity equation to 

account for the extraction of gas via the membranes, 

which will be detailed later. The gas phase is considered 

as an ideal, Newtonian fluid. The solids phase rheology 

(solids pressure ps and stress tensor 
sττττ is described with 

closures from the Kinetic Theory of Granular Flow, for 

which the granular temperature equation (4) is solved.  

( ) ( ) , i s,g
i i

i i i m
S

t

α ρ
α ρ

∂
+ ∇ × = =

∂
u          (1) 

 

( ) ( )
( ( ))

g g g

g g g g

g g g s g gg

t

p

α ρ
α ρ

α β α ρα

∂
+ ∇ ×

∂

= −∇ × − ∇ − × − +

u
u u

u u gττττ

    (2) 

 

( ) ( ) (

( )

)
s s s s s

s s g s s s

s s s

s
t

p p

α ρ α

α β α ρ

α ρ∂
+ ∇ × = −∇ ×

∂

− ∇ − ∇ + − +

u u

u u g

u
ττττ       (3) 
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( )

( ) ( )

3
( ) 3

2

:

s s

s s s s

s s s s s s

t

p

α ρ θ
α ρ θ γ βθ

α α κ θ

∂ 
+ ∇ × = − − 

∂ 

− + ∇ + ∇ × ∇

u

uττττI

   (4) 

 

The fluid-particle drag is modelled according to 

Gidaspow (1994), which combines the drag models by 

Ergun et al. (1949) and Wen et al. (1966), where 

Ergun’s model is valid for high solids hold-ups (above 

20%) and Wen’s model is applied at lower solids hold-

ups (below 20%). The drag coefficient Cd is determined 

based on the Reynolds particle number. The drag 

models are described in equations 5 until 9.  

 
2

2
150 1.75

s g s g g s

g p p
d d

α µ α ρ
β

α

−
= +

u u
 ( 0.20)

s
α ≥  (5) 
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3

4
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p

C
d

α α ρ
β α

−= −u u        ( 0.20)
s

α <   (6) 

 

( )0.68724
1 0.15 Re
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d p

p

C = +    for Re 1000
p

≤    (7) 

 

0.44
d

C =        for Re 1000
p

>    (8) 

 

Re
g p g s

p g

g

dρ
α

µ

−
=

u u
          (9) 

Kinetic Theory of Granular Flow 

To simulate the rheological properties of the solids 

phase’s continuum approximation, various KTGF 

closure equations are required. The closure equations 

used in this work are summarized in Table 1. 

Table 1: KTGF closures used for TFM simulations. 

Quantity Closure 

Solids shear viscosity Nieuwland et al. (1996) 

Solids bulk viscosity Lun et al. (1984) 

Solids pressure Lun et al. (1984) 

Frictional stress Srivastava & Sundaresan (2003) 

Conductivity of fluct. energy Nieuwland et al. (1996) 

Radial distribution function Ma & Ahmadi (1984) 

Dissipation of gran. energy Nieuwland et al. (1996) 

 

Further details on the TFM-KTGF can be found a.o. in 

Lun et al. (1984), Kuipers et al. (1992), Gidaspow 

(1994), Van Wachem (2000), Rusche (2003) and Van 

Der Hoef et al. (2006). Details on the OpenFOAM TFM 

can be found in Passalacqua et al. (2011) and Liu et al. 

(2014). 

Mass transfer, membranes and reactions 

Mass transfer phenomena and extraction of hydrogen via 

membranes were modeled with an approach similar to 

that described by Coroneo et al. (2009), see equation 10. 

Extraction of hydrogen via the membranes was modeled 

via source term, Sm, to the species equation of hydrogen. 

This membrane source term is applied to the 

computational cells adjacent to a membrane. The 

membrane source term is calculated with Sieverts’ law, 

which is commonly used to describe the hydrogen flux 

through dense palladium membranes (see equation 11). 

The parameters in Sieverts’ law are obtained from 

experiments. The extraction of mass via a membrane 

will also result in momentum extraction from the 

system. Therefore, a boundary condition was added for 

the membranes to ensure momentum leaves the system 

via the membranes, see equation 12.  
 

( )
( ) m

g g i

g g g i

g g i i i

Y
Y

t

D Y S R

∂α ρ
α ρ

∂

α ρ

+ ∇ ×

= ∇ × ∇ + +

u
     (10) 

 

( ) ( )
2 2 2m

n n
ret permc

m H H tot H tot

c

A
S Q M X p X p

V

 = × −
   

   (11) 

 

2

m c

m

H c

S RT V
u

pM A
=             (12) 

 

The Numaguchi and Kikuchi (1988) kinetics for the 

WGS reaction were implemented in the TFM model. 

The reaction rate equation and their corresponding 

parameters (reaction rate constants, pre-factors, 

equilibrium constants) are presented in Table 2 and 

Table 3.   

 
Table 2: Chemical reaction rates for WGS.  

22

2

2

,

HCO

CO H O

eq WGS

WGS WGS

H O

P P
P P

K
R k

P

−
=  

exp act
WGS WGS

E
k A

RT

 
 
 

= −  

, exp WGS
eq WGS

G
K

RT

 
 
 

−∆=  

3 2

1 2 3 4WGS
G C T C T C T C∆ = + + +  

 
Table 3: Parameters for reaction rate expressions. 

Parameter Value 

WGSA  2
2.45 10×  mol/(bar kgcat s) 

actE  3
54.5 10×  J/(mol K) 

1C  6
1.760 10

−×  J/(mol K3) 

2C  2
1.065 10

−− ×  J/(mol K2) 

3C  48.04  J/(mol K) 

4C  2
2.075 10×  J/mol 

 

Extraction of hydrogen via the membrane should move 

the reaction away from equilibrium, towards the product 

side. The relative equilibrium ratio will be used to 

quantify the deviation from equilibrium (see equation 

13). The addition of membranes to a fluidized bed is 

expected to significantly lower the local equilibrium 

ratio compared to a fluidized bed without membranes.  
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2 2

2

,

CO H

CO H O

WGS

eq WGS

B
K

P P

P P
=

 
  
             (13) 

Boundary conditions 

All simulations have been performed with a 2D 

computational domain. For the gas mixture, a no-slip 

boundary condition was applied to the left and right 

walls, a constant gas velocity was imposed at the inlet, 

an imposed pressure condition was set at the outlet and 

the boundary condition of equation 12 was applied at the 

surface of the membranes. For the solids velocity and 

granular temperature, a Johnson & Jackson partial slip 

boundary condition with a specularity coefficient of 0.50 

was applied on the walls and the membranes (see 

Johnson et al. (1987)).  

Numerical schemes and accuracy 

The temporal discretization was done with the second 

order Crank-Nicolson scheme. All simulations were run 

with an adjustable time-step, with a maximum time-step 

of 1
.
10

-5
 s. The time-step was selected each iteration 

based on a maximum Courant number of 0.1. A 

combination the second order Gauss linear and Van 

Leer scheme was used for the spatial discretization. The 

model’s absolute tolerances for all quantities were 

within 1.10-11  each iteration.  

VERIFICATION, GEOMETRIES AND SETTINGS 

Reaction verification 

The hydrodynamics and mass transfer parts of the model 

have been carefully verified and validated in our earlier 

works, see Medrano et al. (2015), Voncken et al. (2015) 

and Helmi et al. (2017). Gas flow profiles, packed bed 

pressure drop, convection-diffusion and diffusion only 

systems have all been verified with their respective 

analytical solutions. The fluidized bed’s bubble 

properties and the membrane’s hydrogen flux have been 

validated with experimental data. To verify whether the 

WGS reaction terms were implemented correctly, 

different types of basic reactions were compared to their 

analytical solutions. Furthermore, the WGS reaction has 

been simulated with the TFM and compared to a simple 

MATLAB numerical batch reactor model.  

A first and second order reaction have been performed 

in a gas only batch reactor. The TFM mass fraction 

profiles in Figure 1 match very well with the analytical 

solution. The mass fraction profiles for an equilibrium 

reaction with two species reacting to a product was also 

predicted correctly by the TFM (Figure 2). 

The implementation of the WGS reaction rate equation 

was then checked by simulating a simple gas batch gas 

reactor system with the TFM, and comparing it with a 

gas batch reactor system in MATLAB. For this gas only 

verification study the catalyst efficiency for the WGS 

reaction was removed from the reaction rate equation. 

Figure 3 shows that the TFM results for WGS compares 

well with the gas batch reactor results obtained from the 

MATLAB code. These results verify that the TFM can 

be used to simulate various types of chemical reactions 

and can predict the resulting concentration profiles 

accurately. To ensure equilibrium concentrations are 

correctly predicted by the TFM, the WGS verification 

simulation will be run for a longer period of time in 

future studies.  

 

Figure 1: Analytical solution and TFM simulation result for a 

first and second order reaction.  

 

Figure 2: Analytical solution and TFM simulation result for a 

three species equilibrium reaction A + B ⇋  C.  

 

Figure 3: TFM simulation and batch reactor model 

comparison for the WGS reaction.  

Geometries and model settings 

To quantify the effect of hydrogen extraction via a 

membrane on the reaction rate, systems with and without 

membranes were simulated. Both vertically and 

horizontally positioned membranes were looked into. 
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Fully 2D simulations have been performed. The 

geometries of all simulations are presented in Table 4 

and Figure 4. The horizontal membrane’s diameter was 

set to 3.5  mm. Only one horizontal membrane has been 

simulated to show the effects that can occur in the 

system, in general, tube banks are best to be used to 

avoid hydrogen bypassing. The bed depths are only 

important for the calculation of the membrane area and 

do not hold any physical meaning in these 2D cases. The 

simulation settings can be found in Table 5. The vertical 

membrane was always placed at the left boundary. The 

horizontal membrane was placed at half of the reactor 

width.  
 

Table 4: Geometries of all TFM WGS simulations. 

Case Width Height  Depth  

Vertical/no 

membrane 
0.0356 m 0.0712 m 0.016 m 

Ncells vert./no 

memb. 
40 80 - 

Horizontal 

membrane 
0.0356 m 0.0712 m 0.032 m 

Ncells horizontal 

memb. 
40 80 - 

 

Table 5: Summary of simulation settings for the WGS cases.  

Quantity Value Unit 

dp 250  µm 

ρp 1700  kg/m
3
 

epp, epw 0.97 - 

u/umf 3 - 

D 1.0
.
10

-4
  m

2
/s 

Qpd 4.3
.
10

-3
  mol/(m

2
sPa

n
) 

n 0.50 - 

T 678 K 

XH2 0.1 - 

XCH4 0.1 - 

XH2O 0.35 - 

XCO 0.35 - 

XCO2 0.1 - 

ωcat 0.10 - 

poutlet 3  bar 

pperm 0.01.105 Pa 

tsim 10 s 

∆t 5.10-6 s 

 

Figure 4: A fluidized bed: (left) without membranes; (middle) 

with a membrane at the left boundary; (right) with a 

horizontally immersed membrane. Dimensions are in mm.  

RESULTS 

Water Gas Shift 

This section presents the results obtained by simulating 

fluidized beds with and without membranes in which the 

WGS reaction takes place. The reaction rate and 

equilibrium ratio will be used to assess the effect of the 

membrane on the system. The different types of 

membranes are not directly comparable, because they 

have different amount of hydrogen bypass and because 

the horizontal membrane affects the hydrodynamics. 

However, the effects that occur in these reactors can be 

described. 

Reaction rate and equilibrium 

The instantaneous and time-averaged reaction rates, and 

the time-averaged relative equilibrium ratio for a regular 

fluidized bed, fluidized bed with a vertical membrane 

and fluidized bed with a horizontal membrane are 

displayed in Figure 5. From the plot showing spatial 

distribution of the instantaneous reaction rates the 

position of the gas bubbles can be easily discerned as 

areas with reduced reaction rates related to the lower 

catalyst concentration inside the bubbles. The time-

averaged reaction rates near the vertical membrane (the 

red line in the second row of Figure 5) are a factor 2 to 

2.5 higher than the ones in a regular fluidized bed 

without membranes. The reaction is also further from its 

equilibrium state near the membrane than elsewhere in 

the reactor, which shows that the membrane flux is so 

high that kinetic and mass transfer limitations start to 

play a role.  

Temporary gas pockets with low catalyst content occur 

underneath horizontally immersed membranes (Medrano 

et al. (2015)). Similar to bubbles, lower reaction rates 

are expected inside gas pockets compared to elsewhere 

in the reactor. This reduction in reaction rate is slightly 

visible in the time-averaged reaction rate plots for the 

horizontal membrane case. When the membrane tube is 

placed lower in the bed and closer to the wall the effect 

of gas pockets on a catalytic reaction rates is more 

pronounced (not shown). Contrary to the gas pockets, 

densified zones on top of the horizontal membrane 

increase the reaction rate locally with about a factor 4 to 

5 compared to regular fluidized beds. However, despite 

the increased driving force, the hydrogen flux is still 

lowest on top of the horizontal membrane. Further 

investigation is required to quantify the mass transfer 

limitations in these densified zones and the effect of the 

position of the membranes in the bed.  

Hydrogen concentrations and membrane geometry 

Figure 6 shows the hydrogen mole fraction profiles for 

a fluidized bed with a vertically and a horizontally 

immersed membrane. In both systems the membranes 

suffer from mass transfer limitations from the emulsion 

phase towards the membrane surface. Insufficient 

hydrogen is supplied to the membrane, so its flux is 

significantly lower than its maximum theoretical flux, 

which is referred to as concentration polarization. 

Caravella et al. (2009) and Helmi et al. (2017) have 

shown that concentration polarization are to be expected 

for systems with high flux membranes to extract one 
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chemical component from a gas mixture. Extraction of 

hydrogen increases the reaction rate and thus the 

hydrogen production. Clearly, the mass transfer rates of 

reactants and hydrogen towards the membrane is 

insufficient to maintain high hydrogen concentrations 

near the membrane, which are required to keep the 

driving force for permeation and the fluxes high.  

The differences in hydrogen mole fraction profiles 

clearly shows how differently vertically and horizontally 

immersed membranes behave. The vertically immersed 

membrane is able to extract a large amount of hydrogen, 

hereby causing severe concentration polarization via a 

vertical concentration boundary layer. The undersize of 

the horizontally immersed membranes is hardly limited 

by concentration polarization due to the direction of the 

gas flow, whereas the top has a high degree of 

concentration polarization, partially due to densified 

(defluidized) zones (see Voncken et al. (2015)).  

 

 

Figure 5: Instantaneous and time-averaged WGS reaction rates and time-averaged relative equilibrium ratio.  

Membranes are portrayed in red.  
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Figure 6: Hydrogen mole fraction profiles for fluidized bed 

reactors with a horizontally and vertically immersed 

membrane. The membranes are portrayed in red. 

CONCLUSION 

A TFM with mass transfer, membranes and reactions 

was verified with various simple reactions such as n
th

 

order, multi-species equilibrium reactions and Water 

Gas Shift. The verified TFM was then used to simulate 

WGS in fluidized beds without and with membranes. 

The membranes increase the reaction rate by a factor 2 

to 5, depending on the geometry and orientation of the 

membrane. The extraction of hydrogen shifts the 

equilibrium of the reaction, especially in the vicinity of 

the membrane. For systems with vertically immersed 

membranes vertical mass transfer boundary layers 

develop, whereas for systems with horizontally 

immersed membranes, gas pockets with reduced 

reaction rates and densified zones with increased 

reaction rates prevail. Future studies will focus on the 

quantification of the concentration polarization effects 

and extend the investigations to Steam Methane 

Reforming.  
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ABSTRACT
In industry we encounter many processes that rely on equipment
in which particles are suspended by a gas flow, such as pneumatic
conveyors, CFB gasifiers, combustors and fluidized bed reactors.
In numerical models of these processes, particles have traditionally
been represented as spheres, thus limiting complexities associated
with drag or lift forces. However, spherical particles are not repre-
sentative of the entities encountered in real systems. For example,
non-spherical biomass particles of varying aspect ratios are used in
the production of biomass fuels.
Thus far literature is quite limited when it comes to hydrodynamic
forces experienced by non-spherical particles under fluidized condi-
tions. In fluidized beds, particles will experience varying lift force
conditions dependent on the orientation of the particle relative to
the direction of the flow. In this study, we investigate numerically
the effect of different lift force coefficient correlations on fluidiza-
tion of spherocylindrical particles. We employ correlations derived
from previous simulations on non-spherical particles and aerofoil
dynamics in simulations. We also look into the effect of the Di
Felice approximation, in this case applied to take into account the
effect of surrounding particles on the lift force. Particle interactions
are modelled using the Open Source engine CFDEM, which uses
the OpenFOAM computational fluid dynamics (CFD) solver to de-
scribe the fluid component and LIGGGHTS to implement discrete
element method (DEM) calculations. We investigate the importance
of lift forces on non-spherical particles under dense fluidised con-
ditions and compare results to the case of spherical particles where
lift forces are often neglected.

Keywords: Fluidized bed, granular flow, CFD-DEM, non-
spherical particle, lift force.

NOMENCLATURE

DEM - Spherocylinder particles
vi Particle velocity, [m/s].
mi Mass, [kg].
ρp Density, [kg/m3].
ωωωi Angular velocity, [rad/s].
Ii Moment of inertia, [kg/m2].
Pi Identification for the ith particle, [−].
ri Position of centre of mass, [m].
L Shaft length, [m].
R Characteristic radius, [m].

ui Orientation unit vector, [−].
kn Normal spring constant, [N/m].
ηn Normal damping coefficient, [kg/s].
n12 Normal unit vector, [−].
t12 Tangential unit vector, [−].
kt Tangential spring constant, [N/m].
ηt Tangential damping coefficient, [kg/s].

CFD - Fluid
ε f volume fraction, [−].
ρ f Density, [kg/m3].
v f Fluid velocity, [m/s].
CD Drag coefficient [−].
FD Drag force [N].
Rep Reynolds number of particle in fluid [−].
CL Lift coefficient [−].
FL Lift force [N].
Um f Minimum fluidization velocity [m/s].

INTRODUCTION

Many industrial processes such as fluidized bed reactors, cy-
clone separators, dust collectors and pulverized-coal com-
bustors involve particle-laden in gas flows. These devices
are categorized as gas-solid contactors, of which the fluidized
bed reactor is a proto-typical example (Werther, 2000; War-
necke, 2000; Grace et al., 1997). Due to their favourable
mass and heat transfer characteristics, gas-fluidized beds are
employed in many branches of industry such as the chem-
ical (Son and Kim, 2006), petrochemical (Williams and
Williams, 1999) and energy industries (Nikoo and Mahin-
pey, 2008). In addition, fluidized bed reactors are used in
large-scale operations involving the granulation, drying and
synthesis of fuels, base chemicals and polymers (Grace et al.,
1997). In recent years there has been increased applica-
tion of fluidized beds in biomass energy production (McK-
endry, 2002; Bridgwater, 2003, 2006; Alauddin et al., 2010).
Therefore predicting the response of dense gas-solid flows
in fluidized reactors via computational investigation is cru-
cial for both reactor design and determination of optimal op-
erating conditions. However simulations of dense gas-solid
flows generally represent the solid phase as perfect spherical
entities whereas, in reality, the solid phase is composed of
particles of varying geometry. For example, in biomass en-
ergy production, biomass particles are usually non-spherical
(Kruggel-Emden and Vollmari, 2016; Gil et al., 2014).
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With regards to implementation, describing non-spherical
particles in simulations gives rise to a number of issues.
While spheres can be described by a single parameter, i.e.
diameter, non-spherical particles require more parameters.
Even regular non-spherical shapes, such as ellipsoids and
spherocylinders, require at least two parameters. When the
particles become significantly irregular, it becomes compu-
tationally more demanding to detect particle-particle interac-
tions and subsequently calculate the resulting contact force.
An additional concern is the determination of the hydrody-
namic forces and torques on particles due to interaction with
the fluid flow. For non-spherical particles, both the hydrody-
namic forces, such as drag and transverse lift, and pitching
and rotational torque can vary appreciably with particle ori-
entation and thus crucially dictate the translational motion
of the particles. Drag force, lift force and torques are char-
acterised by dimensionless coefficients that depend on parti-
cle velocity and orientation relative to the flow and Reynolds
number (Re). A number of drag force coefficients for a va-
riety of non-spherical particles have been formulated (Tran-
Cong et al., 2004; Loth, 2008; Hölzer and Sommerfeld, 2008,
2009) while, recently, lift coefficient correlations have also
been derived for non-spherical particles (Zastawny et al.,
2012; Richter and Nikrityuk, 2013; Ouchene et al., 2015,
2016).
In the case of a dilute suspension, depending on the Reynolds
number, the lift force can be more than half the drag force
for non-spherical particles in a gas flow and, as a result, sig-
nificantly influence the trajectory of non-spherical particles
(Richter and Nikrityuk, 2013). However, it is not clear what
effect lift force will have on non-spherical particles in dense
systems such as those encountered in dense gas-fluidized
systems. In this study we will investigate numerically the
effect of differing lift force expressions and coefficients on
non-spherical particles, specifically spherocylindrical parti-
cles, in a laboratory scale gas-fluidized bed reactor. We will
employ lift force correlations derived from previous studies
on non-spherical particles (Zastawny et al., 2012) and from
aerofoil dynamics (Hoerner, 1965). Particle interactions are
numerically described using the Open Source engine CF-
DEM, which combines the OpenFOAM computational fluid
dynamics (CFD) solver to describe the fluid component with
the LIGGGHTS software package to implement discrete el-
ement method (DEM) calculations (Mahajan et al., 2017).
We present results on the importance of lift forces on non-
spherical particles by studying the evolution of void fraction,
particle velocity and particle alignment in the reactor.
This paper is arranged as follows. We will first outline the
CFD-DEM numerical model used in this study focusing on
the implemetation of contact detection, drag forces and lift
forces for spherocylindrical particles. In the results section
we will explore the effect of differing lift force expressions
on particle dynamics in dense fluidized beds. Specifically we
will focus on the variation of particle velocity along the di-
rection of fluid flow, the evolution of voidage conditions in
the reactor and particle alignment. Finally we will draw con-
clusions from this study and provide an outlook for future
studies.

NUMERICAL MODEL

For this study we implement the CFD-DEM algorithm to
simulate a coupled particle-fluid system, which has been
extensively employed to simulate systems where particle-
fluid interactions are relevant (Tsuji et al., 1993; Zhu et al.,
2007; Deen et al., 2007; Zhu et al., 2008; Zhao and Shan,

2013; Salikov et al., 2015). The CFD component of the
algorithm is solved using the Open Source package Open-
FOAM while the DEM component is implemented using
LIGGGHTS, which stands for LAMMPS Improved for Gen-
eral Granular and Granular Heat Transfer Simulations, and is
an Open Source package for modelling granular material via
the discrete element method (DEM). Coupling of the CFD
and DEM components is facilitated by the Open Source cou-
pling engine CFDEM which executes both the DEM solver
and CFD solver consecutively. The CFDEM engine allows
for execution of the program for a predefined number of time
steps after which data is exchanged between the OpenFOAM
solver and LIGGGHTS solver (Kloss et al., 2012).

Discrete Element Method (DEM)

The discrete element method (DEM) is a soft contact model
first introduced by Cundall and Strack (1979) to describe in-
teractions between granular particles (Cundall and Strack,
1979). The simplest DEM contact model approximates
grains as either disks in 2D or spheres in 3D, an approach
that is sufficient to replicate laboratory-scale force chains
(Aharonov and Sparks, 1999) and depict percolation-like
contact networks (Fitzgerald et al., 2014). Individual par-
ticles are tracked and their trajectories are numerically in-
tegrated over time and subject to local contact forces and
torques, which develop when adjacent particles spatially
overlap.
In this study we have adapted the DEM model to describe
the interaction of spherocylinders with rotational and trans-
lational degrees of freedom. Consider spherocylinder i in
a dense gas-fluidized reactor. The translational motion for
spherocylinder i can be calculated by integrating

mi
dvi

dt
= Fi,n +Fi,t +Fi, f +Fi,p +Fi,b (1)

where Fi,n is the total normal contact force acting on the par-
ticle, Fi,t is the total tangential contact force acting on the
particle, Fi, f is the total hydrodynamic force acting on the
particle (further details on these forces in the next section),
Fi,p represents the pressure gradient acting on the particle
and Fi,b is the total body force acting on the particle includ-
ing gravity. The rotational motion of the particles can be
solved using the expression

Ii
dωωωi

dt
= Ti (2)

where Ii is the particle moment of inertia, ωωωi is the angular
velocity of the particle and Ti is the net torque acting on the
particle. Spherocylinder orientations are described by quater-
nions in the algorithm. For this study the equations of motion
are integrated using the Velocity Verlet method.
In the case of spherical particles, particles overlap when the
distance between the particle centres is less than the sum of
the particle radii. For spherocylinder particles, the identifi-
cation of contacts between particles, and the subsequent cal-
culation of the overlap region, is more complicated than for
spheres. Two adjacent spherocylinder particles are deemed
to be overlapping once the distance between their shafts is
smaller than the sum of their radii. Figure 1 shows an ex-
ample of an overlapping contact between two spherocylinder
particles P1 and P2. For particle Pi, R is the characteristic ra-
dius or radius of the spherical part of the spherocylinder, ri
is the centre of mass, L is the shaft length, ui is the orien-
tation unit vector originating at ri and vi is the translational
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velocity. A spherocylinder contact detection algorithm origi-
nally developed for granular flows has been used in this study
(Vega and Lago, 1994; Pournin et al., 2005). For the sample
contact illustrated in Figure 1 the shortest distance between
the particles is given by |s2− s1|, where s1 and s2 are points
on the central axes of P1 and P2 respectively. The mid-point
between the points s1 and s2 is rc and the degree of over-
lap between the particles is expressed as δn. n12 and t12 are
the normal and tangential unit vectors for the contact respec-
tively.
To calculate the normal contact force exerted on particle P1
by particle P2 we use a linear spring-dashpot model such that
the normal contact force is given by

FFF12,n =−knδnnnn12−ηnv12,n (3)

where kn is the normal spring constant, ηn is the normal
damping coefficient and v12,n is the normal relative velocity
between the particles. The tangential contact force is calcu-
lated from the Coulomb-type friction expression

FFF12,t = min(−kt |δδδt |ttt12−ηtv12,t ,−µ |FFF12,n| ttt12). (4)

In this expression kt , δδδt , ηt , µ and v12,t are the tangential
spring constant, tangential overlap, tangential damping co-
efficient, friction coefficient and tangential relative velocity
respectively. δδδt is calculated from the time integral of the
tangential relative velocity since the development of the ini-
tial particle contact and given by

δδδt =
∫ t

tc,0
v12,t∆t (5)

where tc,0 is the time of initial contact between the particles.
This expression represents the elastic tangential deformation
of the particles since the onset of particle contact.

CFD

The fluid phase is described on basics of the volume-
averaged Navier-Stokes equations which are discretized on
a uniform grid. The equation of continuity is given by

∂(ε f ρ f )

∂t
+∇ · (ε f ρ f v f ) = 0 (6)

where ε f is fluid volume fraction, ρ f is fluid density and v f
is the fluid velocity. The expression for momentum conser-
vation is given by

∂(ε f ρ f v f )

∂t
+∇ · (ε f ρ f v f v f ) =

−ε f ∇p+∇ · (ε f τττ f )+R f ,p + ε f ρ f g
(7)

Figure 1: A schematic of a sample contact between two sphero-
cylinders with each having a shaft length L and charac-
teristic radius R.

where τττ f is the stress tensor, R f ,p represents the momentum
exchange between the fluid and particle phases and g is grav-
ity.

Drag Force

The drag force on a single particle FFFD0 in a suspended flow
in the absence of other particles acts in the direction of flow
and is given by

FD0 =
1
2

CDρ f ε
2
f
π

4
d2

p
∣∣v f −vi

∣∣(v f −vi) (8)

where CD is the drag coefficient, dp is the particle volume
equivalent diameter or the diameter of a sphere with the same
volume as the spherocylinder, v f is the gas velocity inter-
polated to the location of particle i, and vi is the velocity
of particle i. A precise expression for the drag force coeffi-
cient for spherocylinders is currently unavailable. However,
a number of drag coefficients have been developed in the
past that account for particle shape (Rosendahl, 2000; Loth,
2008; Hölzer and Sommerfeld, 2008; Zastawny et al., 2012;
Richter and Nikrityuk, 2013; Ouchene et al., 2016). In this
study, as an approximation, we employ the drag force cor-
relation for arbitrary shaped particles established by Hölzer
and Sommerfeld (Hölzer and Sommerfeld, 2008), which is
given as

CD =
8

Rep

1√
Φ⊥

+
16

Rep

1√
Φ

+
3√
Rep

1
Φ3/4

+0.42×100.4(− logΦ)0.2 1
Φ⊥

(9)

where Rep is the particle Reynolds number and for particle
i is given as Rep = ε f ρ f dp

∣∣v f −vi
∣∣/η f with η f being the

fluid viscosity, Φ is the particle sphericity and Φ⊥ is the
crosswise sphericity. Besides being universally applicable
to different shapes and easy to implement, this expression is
accurate in that it has a mean relative deviation from experi-
mental data of only 14.1%, significantly lower than previous
expressions (Haider and Levenspiel, 1989; Ganser, 1993).
In a dense gas-fluidized system the drag force acting on a
given particle will be affected by neighbouring particles. To
account for this effect we implement a modified drag force
expression (Felice, 1994)

FD =
1
2

CDρ f ε
1−χ

f
π

4
d2

p
∣∣v f −vi

∣∣(v f −vi) (10)

where χ is a correction factor given by

χ = 3.7−0.65exp
[
(−(1.5− log(Rep))

2/2
]
. (11)

Lift Force

For non-spherical particles suspended in fluid flows a shape
induced lift force on particles, similar to the concept of an
aerofoil in aerodynamics, can significantly affect the trajec-
tory of the particle. When the axis of elongated, rod-like or
spherocylinder particle is inclined to the direction of fluid
flow the flow fields on the upper and lower sides of the
particle differ. The pressure drops in regions of rapid flow
while the pressure increases in regions where the fluid veloc-
ity decreases (Richter and Nikrityuk, 2013), thus leading to
an asymmetric pressure distribution and inducing a lift force
perpendicular to the direction of fluid flow. An example of
the lift force FFFL due to a fluid flow for a spherocylinder that
is not aligned with the direction of fluid flow is shown in

73



I. Mema, V. V. Mahajan, B. W. Fitzgerald, H. Kuipers, J. T. Padding

Figure 2. The lift force FFFL does not align with the flow ve-
locity, is orthogonal to vrel and lies in the plane defined by
the particle orientation vector ui and vrel . For spherocylin-
der particles, there is no lift force when the central particle
axis is aligned or perpendicular to the direction of fluid flow
since there will be no resulting pressure difference. However
arbitrary shaped particles can still be subject to a lift force
even when they are aligned with the flow direction, similar
to effects observed for a cambered airfoil.
The magnitude of the lift force FL on a spherocylindrical par-
ticle is calculated from

FL =
1
2

CLρ f ε
2
f
π

4
d2

p
∣∣v f −vi

∣∣2 (12)

where CL is the lift force coefficient. To ensure that the lift
force for a particle is orientated correctly, FL is multiplied by
the lift force orientation vector FFFLo which is given by

FFFLo =
ui ·vrel

|ui ·vrel |
(ui×vrel)×vrel

||(ui×vrel)×vrel ||
(13)

Thus the resultant lift force experienced by a particle is FFFL =
FLFFFLo. Similar to drag force, the lift force exerted on a given
particle can be influenced by other particles in proximity. In
the absence of a proper correlation to account for the effect
of surrounding particles on lift force, we have adapted the Di
Felice correction originally intended for drag forces (Felice,
1994) and applied it to lift force such that the lift force FL is
given by

FL =
1
2

CLρ f ε
1−χ

f
π

4
d2

p
∣∣v f −vi

∣∣2 . (14)

Figure 2: Lift vector orientation based on relative velocity vrel =
v f − vi and particle orientation vector ui. The angle of
incidence of the fluid flow α is also indicated on the fig-
ure.

The lift force correlations considered in this study are pre-
sented in Table 1. In the expression from Hoerner, CL is a
function of the angle of incidence α and the drag coefficient
CD while particle shape and the flow characteristics are in-
corporated in the calculation of the drag coefficient (Hoerner,
1965). On the other hand, in the expression from Zastawny
et. al, CL is independent of CD, and is dependent on Reynolds
number and the angle of incidence while the shape of the par-
ticle is taken in to account with a number of fitting parame-
ters b1 to b10 (Zastawny et al., 2012). These parameters can
be estimated by fitting data from DNS simulations and have
already been calculated for ellipsoids, disc-shaped particles

Table 1: Expressions for the lift correlations used in this study.

Authors Correlation

Hoerner (1965) CL
CD

= sin2
αcosα

Zastawny et. al (2012) CL = ( b1
Reb2

+ b3
Reb4

)×
sin(α)b5+b6Reb7×
cos(α)b8+b9Reb10

and fibres with an aspect ratio of 5 (Zastawny et al., 2012).
Since these parameters are not applicable for the spherocylin-
ders in this study, we use parameters for spherocylinders that
have been fitted using in-house DNS simulations (Sanjeevi
et al., 2017). These parameters are presented in Table 2.

Table 2: Values for the fit parameters for the Zastawny et. al (2012)
lift coefficient expression specific for spherocylinder par-
ticles with an aspect ratio of 4.

Coefficient Value Coefficient Value
b1 1.884 b6 0.003624
b2 0.1324 b7 0.6598
b3 0.001668 b8 -0.2621
b4 -0.8159 b9 0.8021
b5 0.8562 b10 0.04384

Simulation Parameters and Void Fraction

Table 3: Parameters for the CFD-DEM algorithm

CFD parameters
Parameter Value

Reactor dimensions 0.1 m × 0.1 m × 1.0 m
Number of cells 10 × 10 × 100

Minimum fluidisation velocity Um f = 1.3 m/s
Fluid velocity 1.5Um f = 1.95 m/s

Time step (tCFD) 1 x 10−4 s
Fluid density (ρ f ) 1.2 kg/m3

Spherocylinder & DEM parameters
Parameter Value

Number of particles 8000
Particle length 12 mm
Particle width 3 mm

Particle aspect ratio 4
Time step (tDEM) 1 × 10−5 s

Particle density (ρp) 1297 kg/m3

Coefficient of friction (µ) 0.3
Initial bed height 0.1 m

Simulation parameters for the CFD-DEM algorithm are
given in Table 3. The particle material properties represent
those of the alumide particles used in previous experiments
(Mahajan et al., 2017). In addition, the dimensions of the
fluidized bed reactor are equivalent to a laboratory scale ap-
paratus. The fluid velocity is set such that we are operating
in the bubbly regime, which was previously determined with
experiments (Mahajan et al., 2017). Simulation results cor-
respond to a fluidization process over a laboratory timescale
of 18 seconds, which is sufficiently long to ensure that the
system has reached steady-state fluidization.
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For this study we have defined a grid such that the length
of each grid side is equal to approximately two diameters of
the volume equivalent sphere, which in turn is equivalent to
length of one spherocylindrical particle. For this preliminary
investigation we have not explored the effect of grid size on
the results presented. We anticipate that an increase in grid
size will lead to changes in the drag and lift forces given the
dependency of these forces on the void fraction (Equation
10 and Equation 12). Thus variation of the grid size will be
examined in a future study.
Finally we present the approach used to calculate the fluid
void fraction ε f , which is required to solve the continuity
equation (Equation 6) and the momentum conservation equa-
tion (Equation 7), in addition to calculating both the drag
force (Equation 8) and lift force (Equation 12). To allow
for the calculation of the solid fraction (1− ε f ) contribution
of any spherocylinder to the grid cells, the spherocylinder
is assigned nsp evenly spaced satellite points throughout its
volume such that each satellite point carries an equal volume
weight. First the parent cell for a particle is identified based
upon the position vector ri after which the particle volume is
assigned to the parent cell and the neighbouring cells subject
to the position of the satellite points. If the entire particle vol-
ume is contained within the parent cell then no distribution of
particle volume is required. This approach for the calculation
of ε f in all cells can be optimised by varying nsp.

RESULTS

We now present results from simulations subject to four dif-
ferent lift force conditions. In the first case we exclude lift
forces such that particles are subject only to the drag force
described by the Hölzer and Sommerfeld correlation with
the Di Felice approximation that accounts for the effect of
surrounding particles (Equation 10). In the second case, in
addition to drag force, we include the lift force as described
by the Hoerner correlation given in Table 1. In the third case,
the lift force is described by the expression from Zastawny
(Table 1) with the Di Felice approximation originally derived
for drag force but adapted here for lift force (Equation 14). In
the final case, we use the lift force expression from Zastawny
without the Di Felice approximation (Equation 12).
A snapshot of a fluidized bed reactor subject to a fluid ve-
locity of 1.5Um f is shown in Figure 3(a). Boundaries are
included along both the x-axis and y-axis. For all lift force
cases, we present results pertaining to particle dynamics at
three positions, z = 0.075 m, z = 0.155 m and z = 0.245 m,
along the z-axis in the fluidized bed reactor as shown in Fig-
ure 3(b). The lowest z-position corresponds to a location
close to the bottom of the reactor while the higher z-positions
represent locations with more dilute particle conditions. All
positions are midway along the y-axis as indicated in Fig-
ure 3(b). At each position we present analysis of the tempo-
rally averaged particle velocity in the direction of fluid flow
(vz), temporally-averaged void fraction measurements and
temporally-averaged particle alignment with the z-direction
along the x-axis. Thus we construct temporally averaged pro-
files along on the x-direction (0.0 m ≥ y≥ 0.1 m) for a fixed
z-position and fixed y-position, which is in the range 0.05 m
≥ y ≥ 0.06 m. Typically a steady-state recirculation state is
reached after approximately 5 s. Thus all temporal averages
are calculated over the remaining simulation time, which is a
period of approximately 13 s.

Particle Velocity

Figure 4 shows profiles of the temporally-averaged particle
velocity parallel to the direction of the fluid flow along the x-
axis vz(x) for the three analysis positions illustrated in Figure
3(b) and four lift force conditions. The value of vz represents
the temporal average of particles moving upwards and down-
wards in the reactor and can be used to study the resultant
circulation pattern. The temporally-averaged particle veloc-
ity along the z-direction vz at a given grid cell in the fluidized
bed reactor over a specific time interval is calculated using
the expression

vz =
∑

tend
t=t0 ∑

Ncell(t)
p=1 vz(p, t)

∑
tend
t=t0 Ncell(t)

(15)

where t0 is the start time, tend is the end time, Ncell(t) is the
number of particles in the grid cell at time t, p is the particle
label and vz(p, t) is the velocity of particle p in the grid cell
at time t.
Overall it can be seen that the inclusion of lift forces in the
particle dynamics affects the form of vz(x). In general we
find that the inclusion of any type of lift force leads to an
overall increase in vz. There are exceptions to this statement
however. For example, at x≈ 1, without lift force, vz is larger
than all cases with lift force while at z = 0.245 m we find that
a overall change in the form of vz is only discernible for the
case where the Zastawny lift force with the Di Felice approx-
imation is used. The inability to resolve circulation patterns
at the highest position is due to the fact that particle flow is
quite dilute in this sector of the reactor. The larger value of
vz next to the wall in case without lift force is more likely due
to the grid size rather than channeling effects. Given that we
are operating above Um f , a bubbling response will dominate
over channeling, which is prominent just below Um f (Maha-
jan et al., 2017). We plan to explore the effect of grid size on
the vz profiles in a future study.
We also find that employing the Zastawany drag force ex-
pression with the Di Felice correction (Equation 14) leads to

Z = 0.075 m

Z = 0.155 m

Z = 0.245 m

z
y

x

z

yx
(a) (b)

Figure 3: (a) Snapshot of the fluidized bed reactor with fluid ve-
locity 1.5Um f . (b) Analysis positions in the bed reactor
along the z-direction. These system snapshots were visu-
alized using OVITO (Stukowski, 2010).
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a much larger estimation of the lift force midway along the
x-axis. In the case of results where the lift force is described
by the Zastawany drag force without Di Felice (Equation
12), we resolve the average circulation pattern at z = 0.075 m
where particles tend to rise on the left side of the reactor and
fall on the right side of the reactor. Finally the velocity pro-
files for simulations using the Hoerner correlation are quite
close to the case with no lift force, indicating that the Hoerner
correlation has little or no effect on the velocity profiles.

Void Fraction

Figure 5 shows temporally-averaged void fraction profiles at
the positions defined in Figure 3(b) for four lift force con-
ditions. Variations in the void fraction reflect the trends ob-
served in the vz profiles presented in the previous section.
The void fraction measure is linked to particle velocity as an
increase in particle velocity can lead to increased dispersion
of the particles in the reactor and hence an increase in void
fraction at specific locations. For the case with the Zastawny
lift force correlation with the Di Felice correction (Zastawny
DF), we find an increase in the void fraction midway along
the x-axis at z = 0.075 m and z = 0.155 m. This is similar
to the increase observed in the vz profiles. For the Zastawny
lift force without the Di Felice correction (Zastawny), there
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Figure 4: Comparison of the temporally-averaged vz along the x-
axis for the positions defined in Figure 3(b) in a fluidized
bed reactor for the lift force cases: without lift force
(No lift), lift force described by Hoerner correlation (Ho-
erner), lift force described by Zastawny correlation and
Di Felice approximation (Zastawny DF) and lift force de-
scribed by the Zastawny correlation (Zastawny). In these
plots x is the position normalised by the length of reactor
along the x-axis (0.1 m).

is an obvious change in the recirculation pattern. Similar to
the vz profiles, void fraction profiles for the Hoerner corre-
lation are analagous to the profiles for the case with no lift
force. Finally at z = 0.245 m, the void fraction profiles for
all lift forces cases are effectively indistinguishable with only
minute variations in the profiles observed. In this domain of
the reactor the particle flow is quite dilute and as a result, it
is difficult to observe fluctuations in particle density.

Particle Orientation

The lift force crucially depends on particle orientation rela-
tive to the fluid and is a measure that certainly merits exam-
ination. Figure 6 shows temporally-averaged particle orien-
tation profiles for the three analysis positions illustrated in
Figure 3(b) and four lift force conditions. For this analysis
we are only concerned with fluctuations in the z-component
of the particle orientation and for each particle we calculate
uz

2 in order to scale the component between 0 and 1, thus
avoiding negative orientation contributions. When a parti-
cle is perfectly aligned with the z-axis uz

2 = 1. On the other
hand, uz

2 = 0 indicates that a particle is perpendicular to the
z-axis or parallel to the xy-plane. A particle with uz

2 = 1/3
is randomly orientated and does not preferentially align par-
allel or perpendicular to the z-axis. To emphasise the transi-

0.0 0.2 0.4 0.6 0.8 1.0

0.700

0.705

0.710

0.715

0.720

0.725

0.0 0.2 0.4 0.6 0.8 1.0

0.54
0.56
0.58
0.60
0.62
0.64
0.66
0.68

0.0 0.2 0.4 0.6 0.8 1.0

0.39

0.42

0.45

0.48

0.51

0.54

0.57

0.60

v
o

id
fr

a
c
ti
o

n
 (

-)

x

 No lift

 Hoerner

 Zastawny DF

 Zastawny

v
o

id
fr

a
c
ti
o

n
 (

-)

x

z = 0.245 m

z = 0.155 m

v
o

id
fr

a
c
ti
o

n
 (

-)

x

z = 0.075 m

Figure 5: Comparison of the temporally-averaged void fraction
along the x-axis for the positions defined in Figure 3(b)
in a fluidized bed reactor for the lift force cases: with-
out lift force (No lift), lift force described by Hoerner
correlation (Hoerner), lift force described by Zastawny
correlation and Di Felice approximation (Zastawny DF)
and lift force described by the Zastawny correlation (Za-
stawny). In these plots x is the position normalised by the
length of reactor along the x-axis (0.1 m).
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tion in particle orientation that occurs at uz
2 = 1/3, we study

the variation of uz
2− 1/3 with x position such that a posi-

tive value is more aligned with the direction of flow or z-axis
and a negative value indicates that particles are more aligned
perpendicular to the flow.
From the profiles shown in Figure 6, boundary effects due
to the walls are clearly visible in the profiles at z = 0.075 m
and z = 0.155 m. At these positions particles tend to be more
aligned with the z-axis close to the boundaries however con-
trasting behaviours are evident near the centre of the reactor.
At z = 0.075 m, particles have a stronger tendency to align
with the z-axis independent of the type of lift force. In con-
trast, at z = 0.155 m, particles have a much weaker tendency
to align with the z-axis. In addition, at z = 0.155 m, for sim-
ulations with the Zastwany correlation (Zastawny), particles
have a stronger inclination to align perpendicular with the
z-axis while with the Zastawny correlation and Di Felice ap-
proximation (Zastawny DF) the orientation expression fluc-
tuates around 0 at the centre of the reactor. At z = 0.245 m
where the solid fraction is lowest, particles are randomly ori-
entated with no discernible dependence on position relative
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Figure 6: Comparison of the temporally-averaged z-component of
particle orientation for the positions defined in Figure
3(b) in a fluidized bed reactor for the lift force cases:
without lift force (No lift), lift force described by Hoerner
correlation (Hoerner), lift force described by Zastawny
correlation and Di Felice approximation (Zastawny DF)
and lift force described by the Zastawny correlation (Za-
stawny). Each figure plots uz

2− 1/3 with x, where uz
2

scales the component between 0 and 1 and 1/3 is sub-
tracted to allow for more intuitive comparison of the pro-
files. In these plots x is the position normalised by the
length of reactor along the x-axis (0.1 m).

to the rigid boundaries. Overall the results indicate that dif-
fering lift force cases do not affect particle orientation at bed
positions studied here.

CONCLUSION AND OUTLOOK

We have investigated through simulation the relevance of
lift forces on spherocylinder particles in dense gas-fluidized
beds. To account for the coupling between the solid particle
phase and fluid phase, we have implemented the CFD-DEM
algorithm where the CFD component solves the fluid motion
and the DEM component evaluates spherocylinder particle-
particle interactions. The CFDEM engine, an Open Source
software, has been used for program execution and coupling
of the fluid and solid phases (Kloss et al., 2012). Central
to this study has been the implementation of a series of lift
force closures in an attempt to establish the importance of
lift forces on spherocylinder particle dynamics in a fluidized
bed reactor. We have considered a lift force expression from
aerofoil dynamics (Hoerner, 1965) and a lift force correlation
derived for non-spherical particles of varying geometry (Za-
stawny et al., 2012). In addition, we have accounted for the
effect of neighbouring particles on the lift force experienced
by a particle by combining the Di Felice condition (Felice,
1994) originally derived for drag forces with the Zastawny
lift force correlation.
To quantify the effect of differing lift force expressions we
have studied temporally-averaged particle velocity, void frac-
tion and particle orientation at specific positions in a fluidized
bed. Overall the results show that shape-induced lift force
can have a considerable effect on the fluidization of sphero-
cylinder or elongated particles with different lift force ex-
pressions predicting distinct responses. Using a lift force
consisting of the Zastawny lift force correlation and the Di
Felice neighbourhood approximation leads to a significantly
higher values of the velocity along the z-axis (vz) in com-
parison to the other lift force expressions (Figure 4). Trends
in void fraction profiles have been shown to be comparable
to those observed in the vz profiles (Figure 5). For a given
position in the reactor, an increase in particle velocity is sug-
gestive of an increase in the local void fraction. Regions with
low void fractions can also be indicative of increased parti-
cle interactions, leading to increased particle dissipation and
therefore slower moving particles. However, during fluidiza-
tion, clusters of co-aligned particles may develop in specific
regions of the bed where the particles do not undergo ap-
preciable dissipative interactions yet move faster than other
similarly dense regions in the reactor. We plan on testing
this proposal in a future study. Finally we examined particle
orientation at different positions in the bed (Figure 6) where
particles were found to align with the direction of flow near
boundaries and in the middle of the bed near the fluid inflow
region. However some distance above the base of the bed
at z = 0.245 m where fewer particles are recorded as shown
in Figure 3(b), particle orientation is effectively random with
no preferred alignment of particles measured.
In this study we have demonstrated the relevance of lift force
for the fluidization of spherocylinder particles in that the in-
corporation of a description of lift force clearly affects par-
ticle dynamics. As a result, we must identify conclusively
the appropriate lift force expressions for spherocylinder par-
ticles that account for different particle aspect ratios and
can be applied to flow conditions at high Reynolds numbers
(Re < 2000). This may involve further investigation with
current expressions such as those developed specifically for
ellipsoidal particles (Ouchene et al., 2016) or the formula-
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tion of expressions using DNS simulations. We will also ex-
plore the influence of grid size on the results presented in this
study. In addition it may be necessary to develop more accu-
rate drag force closures specific to spherocylinder particles.
To gain a better insight into the fluidization response in real
systems we will perform Magnetic Particle Tracking (MPT)
experiments (Buist et al., 2014) to compare results obtained
experimentally with simulations subject to different lift force
conditions. We also plan on implementing relevant torque
expressions for the particles, studying larger systems, differ-
ent particle aspect ratios and higher fluidization velocities.
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ABSTRACT 
     Eulerian models incorporating kinetic theory of 
granular flow (KTGF) are widely used to simulate gas-
solids flow. The most widely used KTGF models have 
been derived for dilute flows of slightly inelastic, 
frictionless spheres. In reality, however, granular materials 
are mostly frictional. Attempts to quantify the friction 
effect have been somewhat limited. In this work, we focus 
on the validation of the KTGF model for rough spheres 
derived by Yang et al. (2016a, b) and the corresponding 
BCs from Yang et al. (2016c) for frictional walls. The 
present TFM simulations are validated by comparing with 
magnetic particle tracking (MPT) experimental data and 
results obtained from discrete particle model (DPM) 
simulations of a pseudo-2D bubbling fluidized bed. 
Numerical results are compared with respect to particle 
distribution, solids velocities, and energy balance in the 
bed. On comparison with a simple kinetic theory derived 
by Jenkins and Zhang (2002), we find that present model 
improves the predictions for particle axial velocity and 
flux upon simulation of inelastic rough particles. In 
conclusion, the current KTGF model obtains excellent 
agreement with experiment and discrete particle 
simulation for the time-averaged bed hydrodynamics. 
 

NOMENCLATURE 
e normal restitution coefficient 
p pressure, Pa 
v  velocity, m/s 
F force, N 
m  mass, kg 
T torque, Nm 
 density, kg/m3 

 granular temperature, m2/s2 
0 tangential restitution coefficient 
 particle diameter, m 
 energy dissipation rate, kg/(m·s3) 
A inter-phase momentum transfer coefficient 
 stress tensor, Pa 
 volume fraction 
 rotational velocity, rad/s 
 thermal conductivity, kg/(m·s) 
g     gravitational acceleration, m/s2 
 

INTRODUCTION     
Gas-solid fluidized beds are widely encountered in the 
chemical, petrochemical, metallurgical industries due to 
high heat and mass transfer rates resulting from large gas-
solids contact. In order to improve existing processes and 
scale up new processes, the hydrodynamics of gas-solids 
fluidized beds need to be better understood. However, 
obtaining sufficient experimental data can be difficult, 
costly and becomes more complicated for large scale 
systems. Thus, with increasing computational power and 
more efficient numerical solver, numerical modelling 
becomes critical in complementing experimental 
investigation to provide valuable insights into gas-solids 
flow. 
    The continuum two fluid model (TFM) incorporated 
with kinetic theory of granular flow (KTGF) is commonly 
used for simulation of industrial scale gas-fluidized beds. 
In this approach, constitutive equations are solved using 
additional closure equations for particle phase (Kuipers et 
al., 1992). The most widely used KTGF models (Ding and 
Gidaspow, 1990; Nieuwland, 1996) have been derived for 
dilute flows of slightly inelastic, frictionless spheres. 
However, granular materials are mostly frictional in 
reality. Attempts to quantify the friction effect have been 
somewhat limited. Yang et al. (2016a) derived a kinetic 
theory of granular flow (KTGF) for frictional spheres in 
dense systems which includes the effects of particle 
rotation and friction explicitly. Moreover, this theory has 
been validated by Yang et al. (2016b) for the simulation of 
a dense solid-gas bubbling fluidized bed. 
    Both experiments by Sommerfeld and Huber (1999) and 
numerical simulations, e.g. Lan et al. (2012) and Loha et 
al. (2013), have reported the importance of wall boundary 
conditions in determining the characteristics of granular 
flow. However, there is no consensus on the value of this 
coefficient. Moreover, the physical meaning is not clear. 
In rapid granular flows, a rapid succession of almost 
instantaneous collisions between particles and wall cause 
random fluctuations of the particle velocities, which 
determine the amount of momentum and fluctuation 
energy transferred through the walls (Louge, 1994). Yang 
et al. (2016c) derived new boundary conditions (BCs) for 
collisional granular flows of spheres at flat frictional walls. 
They characterized the influence of frictional wall by the 
normal and tangential restitution coefficients and friction 
coefficient. Their theory described the collisions between 
frictional particles and flat walls physically, and adopted 
both rotational and translational granular temperature. 
They performed simulations of a bubbling pseudo-2D 
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fluidized bed using new BCs. The results showed that the 
new BCs were better capable of predicting solids axial 
velocity profiles, solids distribution near the walls. 
However, the most noticeable effect was the better 
agreement of rotational granular temperature with that 
from DPM simulations.  
    Even though numerical simulations are widely used to 
predict detailed understanding of flow structures in 
fluidized beds. However, validation of those numerical 
models using advanced and detailed experiments are still 
crucial. Due to the opaqueness of fluidized beds, non-
invasive techniques are preferred like electrical resistance 
tomography, electrical capacitance tomography, positron 
emission particle tracking and magnetic resonance 
imaging. MPT has been emerged as a promising tool to 
investigate hydrodynamics in the process of fluidization 
due to its long-term stability and low computational effort. 
This method uses a magnetic tracer particle, which follows 
the bulk particle flow and is continuously detected by 
multiple magnetic field sensors located outside the bed. In 
MPT, a series of anisotropy magnetoresistive sensors 
detect the instantaneous position and orientation of the 
magnetic tracer. Based on statistical analysis of the tracer 
trajectory, characteristic measures of the bulk particle 
flow, such as the average particle velocity and particle 
circulation pattern, can be determined as a function of 
operating conditions. The application of magnetic particle 
tracking (MPT) in fluidization has been first initiated by 
Mohs et al. (2009) for the study of a spouted bed. 
Recently, MPT improved by Buist et al. (2015) has been 
employed in dense granular flow of bubbling fluidized 
beds. 
    The present study focuses on the validation of the 
present KTGF model and the corresponding BCs from 
Yang et al. (2016c) for rough walls. Experimental work of 
Lorenz et al. (1997) reported several impact properties for 
collisions of small, nearly spherical particles. Due to 
limited choice of magnetic tracker, we adopted the 
stainless steel 316 which is non-magnetisable and has a 
quite rough surface. A systematic quantitative comparison 
among Eulerian-Eulerian two fluid simulation, DPM and 
one-to-one MPT experiment is carried out in a pseudo 2D 
bubbling fluidized bed. In particular, we investigate the 
effect of different inlet gas velocities on the 
hydrodynamics in the bed. We compare the time- and 
space- averaged quantities, i.e. particle velocity, particle 
flux, particle circulation pattern and distribution. The aim 
of this comparison is to show the level of agreement 
between simulations and experiments encountered in 
particle phase. Further, a careful comparison is made 
between the present model and the effective model by 
Jenkins and Zhang (2002) (represented as old TFM). 

NUMERICAL MODELS 

Two fluid model 

The two fluid model describes both gas phase and solid 
phase as fully interpenetrating continua. The continuity 
equations for gas and solid phases are given in equation 
2.1 with the subscript k denoting the gas (k = g) or solid (k 
= s). The momentum equations are given by 2.2 and 2.3.  
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The gas and solid phases are coupled through the 
interphase momentum transfer coefficient 

A . To describe 
the solid phase, KTGF with friction is used. In this work, 
particle surface friction and rotation are considered 
explicitly. In order to describe the solid phase rheology 
thoroughly, an extra energy balance equation for the 
rotational granular temperature was derived. 
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    The definitions of the translational and rotational 
granular temperatures are respectively 2 3t C  ,  

2 3r I m   , where I is particle’s moment of 

inertia, C is the fluctuating translational velocity and Ω is 
the fluctuating angular velocity. All the closures can be 
referred to Yang et al. (2016a).  

 
Additionally, it is know that BCs on the gas and solid 

phases velocities and solid granular temperature, need to 
be specified at the wall. In the simulations, a no-slip wall 
boundary condition for side walls (left, right, front and 
back side of the rectangular domain) is used for the gas 
phase. At the bottom inlet, a uniform gas velocity is 
specified, whereas at the top outlet, atmospheric pressure 
(101 325 Pa) is prescribed. For the solid phase, a partial 
slip boundary condition is used for the side walls. We 
applied the relations for solids velocity gradient, 
translational and rotational energy dissipation rate per unit 
area derived by Yang et al. (2016c). The boundary 
conditions for solid velocity and granular temperatures at 
a flat frictional wall have the form 
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where n is direction perpendicular to the wall and i is the 
velocity component. Vi is the local mean contact velocity. 

st
 and 

sr
  are the shear viscosities based on the KTGF 

of Yang et al. (2016a). A1 and A2 are functions regarding 
three measurable collisional parameters, rotational and 
translational granular temperatures and slip velocity. The 
details expressions can be referred to the Appendix and 
Yang et al (2016c). 

Discrete particle model 
In DPM, the gas phase is described in the same way as in 
TFM (equations 2.1 and 2.2). However the solid phase is 
treated more detailed. The motion of every particle in the 
DPM is computed with Newton’s second law of motion, 

p
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where pm , pv , T are particle mass, velocity, and torque 

acting on the particle. The sum of all external forces acting 
on a particle Fexternal is calculated using: 
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where 
pV  is the volume of particle. We use a linear 

spring-dashpot contact force, where the friction 
coefficient  is limiting the tangential contact force: 

,

,
,t

,

,    (sticking)
,    (sliding)

contact n n n ab n ab

t t t ab t
contact

contact n ab

k

k

 

 



  

 
 



F n v

v
F

F t

           (12-13) 

where nk , abn , n , 
n , abv  , t , 

t   are respectively the 
spring stiffness in the normal direction, the normal unit 
vector, the overlap and damping coefficient in the normal 
direction, relative velocity at the contact point,  and the 
overlap and damping coefficient in the tangential 
direction. We do not include a rolling friction. We refer to 
Hoomans et al. (1996) for details on the DPM model. 
 
Parameters                                Values 
Particle type Stainless steel 316  
Particle density, kg/m3 8000 
Particle diameter  (mm), 3.0 
Initial bed height (m), 0.15 
Domain size (m), 0.15 × 0.015 × 1.0 
Grid number (x × y ×z )                 15 × 2 × 60 
p-p collisional parameters, en=0.91, β0=0.33, μ=0.15 
p-w collisional parameters, ew=0.93, βw=0.40, μw=0.13 
Superficial gas velocity, 
Simulation time 
Flow solver time-step 

3.75 m/s 
35 s 
10-4 s 

Table 1: Properties of particles and simulation settings. 

MODEL VALIDATION 

Simulation settings 

In the old TFM, we employ the same BCs for the gas 
phase. However, partial slip BCs from Sinclair and 
Jackson (1987) are used for four side walls with a 
specularity coefficient of 0.2. The simulation settings are 
specified in Table 1. In the experiment, the pseudo 2D bed 

has the same height, width and depth as is in the 
simulation. The four side walls are made of plastic glass. 
The porous distributor plate made of bronze has an 
average pore size of 10 µm and a thickness of 3 mm. The 
distance between the measuring domain and the sensors is 
maintained less than 2 cm during experiment. To ensure 
statistical data, experiments are carried out for 2.5-3.0 h. 
The averaged bed dynamics are inferred from the motion 
of the tracker. The principle of the MPT measurement 
technique has been given by Buist et al. (2015). We 
followed the same method to filter data and deal with the 
corresponding post-process. Finally, an overview of all 
settings and properties is listed in Table 1. 

Results and discussion 

In the experiment, we found that the minimum 
fluidization velocity is 3.91 m/s. Meanwhile the minimum 
fluidization velocity is 3.75 m/s in the simulation with the 
Ergun/Wen and Yu drag law. In the present pseudo 2D 
bed, the depth is only 5 times larger than the particle 
diameter, which reveals that particle bridge can occur. 
Consequently, this bridging leads to difficulties in 
determining local drag. This explains the mismatch of the 
minimum fluidization velocity between the experiment 
and the simulation. To make comparison with MPT 
experiment, we adopted the same excess background 
velocity. In this part, we focus on the validation of our 
current KTGF model and BCs for rough spheres impacting 
on a flat frictional wall.  

 

    
(a) DPM                      (b) TFM 

   
(a) DPM                      (b) TFM 

Figure 1: Time-averaged (10-35s) solids flux pattern and 
solids volume distribution at various superficial gas 
velocity, top row: Ug = 1.5Umf; bottom row: Ug = 2.0 
Umf. 
 
    In order to study the overall behaviour of the bubbling 
bed, the time-averaged volume distribution and solids flux 
pattern are plotted in Figure 1. The DPM simulations 
show dense zones of solids close to the side walls and at 
the bottom of the bed. This type of solids volume fraction 
distribution reveals that bubbles are mostly formed at the 
bottom and move towards the center. On the other hand, 
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animations of the porosity patterns indicate that in TFM 
simulations more bubbles than in DPM are generated at 
the bottom of the bed and larger bubbles are formed (due 
to coalescence) in the center of the bed. Therefore, the 
DPM simulations, produces slightly more dilute zones in 
the lower part of the bed and more dilute zones in the 
center, and consequently larger dense zones near the side 
walls in comparison with the TFM simulations. Besides, 
the very low solids concentration at the top of the bed 
from both DPM and TFM simulations indicates the 
bursting of bubbles. With increasing superficial gas 
velocity, in both DPM and TFM simulations bubble 
coalescence is enhanced and more pronounced lateral 
motion of bubbles occurs, leading to a more dilute zone in 
the center of the bed. 
    TFM and DPM simulations show very similar solids 
flux pattern. Particles move laterally close to the 
distributor, flow upwards in regions of more intense 
bubble activity and downwards in regions of lesser bubble 
activity. Consequently, a pronounced global solids 
circulation pattern with two symmetric vortices in the 
middle of the bed is formed. Since the height of the dense 
zone grows due to the increasing superficial gas velocity. 
It can be noticed that the size of the vortices has enlarged, 
which was also observed by Lindborg et al. (2007). 
 
       

 
   (a) height=0.05 m 

 

 
   (b) height=0.1 m 

 

 
     (c) height=0.15 m 

   
 (d) height=0.2 m                       

Figure 2: Comparison of the time-averaged (10-35s) 
particle axial velocity between MPT experiment, DPM 
and TFM simulations at various heights, Ug = 1.5Umf. 
 

Figure 2 overlays the profiles of time-averaged particle 
axial velocity at different heights measured in the 
experiment and the numerical simulations at Ug = 1.5Umf. 
Overall, the particles ascend in the center and descend 
near the side walls due to the preferred path of the rising 
bubbles. Note that rough wall BCs are employed also at 
the bottom wall in our TFM simulations, which probably 
hinders particle upwards motion close to the distributor. 
Additionally, in the dense bottom region, long-term and 
multi-particle collisions are dominant, which are not 
accounted for in the TFM simulations. As a consequence, 
the new TFM simulations underpredict the particle 
velocity in the center at the lower height of 0.05 m 
(Figure 6.2(a)),but produce good agreement near the wall 
and in the annulus. At all other heights, a good match is 
obtained among the new TFM, DPM simulations and 
MPT experiments in the bulk. In contrast, the old TFM 
obtains good agreement with the MPT experiments and 
DPM simulations in the lower part of the bed, but 
underpredicts the particle axial velocity in the upper parts 
of the bed. In the dense wall region, DPM overestimates 
the downward solid velocity. This deviation between MPT 
experiments and DPM simulation was also reported by 
Buist et al. (2015) for a bubbling bed. They pointed out 
that it was necessary to add particle rolling friction to 
make corrections. However, the present TFM simulations 
are in excellent agreement with the experiments. 

 
 

 
       (a) height=0.05 m 
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    (b) height=0.1 m 

 

 
       (c) height=0.15 m 

 

 
    (d) height=0.2 m 

Figure 3: Comparison of the time-averaged (10-35s) 
particle axial flux between MPT experiment, DPM and 
TFM simulations at various heights, Ug = 1.5Umf. 

 
Figure 3 shows the downward and upward particle 

axial flux for different heights from experiment and 
simulations at a background velocity of Ug = 1.5 Umf. 
The upward solid flux is located in the center and the 
downward solid flux is observed in the near wall region. 
As can be seen from Figure 1(a) and 2(a), the upward 
solid flux close to the distributor is underestimated in 
present TFM simulations as a consequence of rough wall 
BCs at the bottom. Small bubbles are generated close to 
the distributor and side walls, carry particles in their 
wakes, which produces voids filled by downward owing 
particles. Due to the coalescence of these bubbles, the 
amount of downward solids flux increases with increasing 
bed height, particularly in the near wall region. As bubbles 
move up in the bed center, particles ow vertically upward 
at higher axial area (0.05-0.15 m), which indicates an 
increase in upward solids flux. The number of particles 
close to the freeboard is so limited that lower amount of 
upwards solids flux is observed at the height of 0.2 m. All 
of these corresponds well to the results in Figure 1. In 

total, current TFM, old TFM and DPM simulations are in 
good agreement with the experiment. 

 
Figure 4 shows profiles of the particle axial velocities 

at various heights from experiment and simulations at Ug 
= 2.0 Umf. In general, the current TFM simulations agree 
well with the results from DPM and the experiment. Due 
to the roughness of the distributor, both TFM simulations 
under estimate the particle axial velocity. Unfortunately, 
the old TFM from Jenkins and Zhang (2002) under 
predicts particle axial velocity in the center and captures 
lower amount of particle velocity value close to the wall. 
Similar underestimation of particle axial velocity is 
reported in the work of Lu and Gidaspow (2003). The 
particle surface friction leads to the formation of bed 
heterogeneous structures. For rough particles, more energy 
is dissipated during particle-particle and particle-wall 
collisions.  

 
 

 
    (a) height=0.1 m 

 

 
     (b) height=0.15 m 

 

 

    (c) height=0.2 m 
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     (d) height=0.25 m 

 
Figure 4: Comparison of the time-averaged (10-35s) 
particle axial velocity between MPT experiment, DPM 
and TFM simulations at various heights, Ug = 2. Umf. 
 

Comparisons of the time-averaged solid flux are 
depicted in Figure 5. In all cases, the current TFM 
simulations obtain best match with the DPM simulations 
among the results from MPT experiment and the old TFM. 
Note that characteristic measurements of the bulk particle 
ow is based on statistical analysis of the tracer trajectory in 
MPT experiment. Consequently, the MPT experiment just 
provides the information of <ɛs><vs>. In contrast, <ɛsvs> 
is applied in simulations. It is clear that <ɛsvs> is not equal 
to <ɛs><vs>. Thus, for this part we focus on the 
comparisons among simulations. With increasing height, 
both TFM simulations are in better accordance with the 
DPM simulation. Finally, the current TFM achieves 
significant improvement of the modelling results.  

 
Time-averaged bubble size and count are presented in 

Figure 6 to investigate the bubble motion. Note that the 
equivalent bubble diameter is evaluated using the bubble 

area A, i.e. De = 4 /A  particle value of gas fraction 
equal to 0.8 is applied as the bubble boundary. Moreover, 
we exclude bubbles in contact with the free-board to avoid 
ambiguity. Figure 6(a) shows that the bubble size 
increases with increasing bed height. As is shown in 
Figure 6(b), large number of bubbles near the bottom 
indicates that small bubbles emerge, and less bubbles with 
increasing bed height reveals the bubble coalescence. The 
old TFM predicts larger bubble size and less bubbles than 
the DPM and present TFM models. This is due to the fact 
that bubbles from the DPM and present TFM simulations 
burst into the free-board and form an obvious slugging 
fluidization. 

 
 

 
     (a) height=0.1 m 

 
     (b) height=0.15 m 

 

 

       (c) height=0.2 m 

 

 
       (d) height=0.25 m 

 
Figure 5: Comparison of the time-averaged (10-35s) 
particle axial flux between MPT experiment, DPM and 
TFM simulations at various heights, Ug = 2.0Umf. 
 
 

 
(a) 
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(b) 

Figure 6: Comparison of time-averaged (10-25s) 
equivalent bubble diameter at different height, Ug = 
1.5Umf. 

CONCLUSION & OUTLOOK 
This work focus on the validation of the present KTGF 
model for rough spheres and the corresponding BCs for 
rough wall. Current KTGF model are validated by 
comparing with one-to-one MPT experiment and DPM 
simulations of the same dense solid-gas fluidized bed both 
in a pesudo-2D. We have performed comparisons between 
the present KTGF model and the results of a simple 
kinetic theory derived by Jenkins and Zhang (2002). On 
comparison with DPM simulation and MPT experiment, it 
can be concluded that our present model improves the 
predictions obtained from the Jenkins and Zhang's model 
for the simulation of inelastic rough particles. The energy 
distributions from the current TFM is almost the same as 
that from DPM simulation. Consequently, Jenkins and 
Zhang's model under predicts particle axial velocity in the 
bed center and captures lower amount of particle velocity 
close to the wall, especially at high superficial fluidization 
velocity. Then, because of including of particle surface 
friction and rotation, larger densely packed zones are 
formed both in DPM and present TFM simulations, which 
is not clear in the old TFM simulation. In conclusion, 
further validation of current TFM for type Geldart A and 
B should be carried out. Additionally, since industrial 
fluidized beds are generally large and cylindrical in shape, 
therefore validation of current TFM model in cylindrical 
bed is also necessary. 
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APPENDIX 
The expressions in the BCs for particle slip velocity are as 
follows,  
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The corresponding boundary conditions for granular 
temperatures are  
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ABSTRACT
Due to the increase in the oil prices and the depletion of the oil
reserves, Fischer-Tropsch processes for the production of synthetic
fuels, methanol synthesis and other gas-to-liquid processes are
rapidly gaining interest. These reactions are commonly performed
in slurry bubble columns, i.e. three-phase gas-liquid-solid reac-
tors. Although slurry bubble columns are already widely used,
challenging scale-up and operational issues are encountered when
these reactors are used for the Fisher-Tropsch process. To improve
the fundamental understanding of these complex reactors, this work
focuses on the effective drag acting on particles and bubbles in
dense flows, using Direct Numerical Simulations. We combined
the Front Tracking method of Roghair et al. (2013b) and the
second order implicit Immersed Boundary method of Deen et al.
(2012), resulting in a resulting hybrid Front Tracking Immersed
Boundary method that is able to simulate dense three phase flows
and quantify the effects. For a system consisting of 2 mm bubbles
and 1 mm particles, effective drag closures are developed for both
the bubbles and the particles at several phase volume fractions. In
future research, the developed methodology will be applied to study
the effect of the bubble and particle size and their ratio as well as
heat and mass transfer.

Keywords: Multiphase flow, Slurry bubble column, multiscale
modeling, gas-liquid-solid flows, fluid structure interaction, Front
Tracking, Immersed Boundary method .

NOMENCLATURE

Greek Symbols
α Void fraction.
µ Viscosity, [Pa ·s].
ρ Density, [kg/m3].
σ Surface tension coefficient, [N/m].
τττ Stress tensor, [Pa].
φ Solid volume fraction.
ψ Velocity component, [m/s].
ω Rotational velocity, [1/s].

Latin Symbols
a,b,C Coefficient.
d Diameter, [m].
DNS Direct Numerical Simulation.
Eo Eötvös number, gzd2

b∆ρ/σ.
F Force density or Force, [N/m3] or [N].

FT Front Tracking.
g Gravity acceleration, [m/s2].
IB Immersed Boundary.
I Moment of inertia , [kg ·m2].
MCFD Multiphase Computational Fluid Dynamics.
Mo Morton number, gzµ4

l ∆ρ/
(
ρ2

l σ3
)
.

n Normal.
p Pressure, [Pa].
t Time, [s].
r Distance, [m].
Re Reynolds number, ρ|v|db/µl .
u Liquid, fluid velocity , [m/s].
v Bubble velocity, [m/s].
V Volume, [m3].
w Particle velocity, [m/s].

Sub/superscripts
b Bubble.
B Buoyancy.
c Central.
col Due to particle-particle collisions.
D Drag.
g Gas phase.
l Liquid phase.
nb Neighboring.
P Pressure.
rel Relative.
s Solid phase.
z Direction of the gravitation.
σ Surface tension.
∞ Single bubble or particle infinite liquid.

INTRODUCTION

The interest in Fischer-Tropsch processes for the production
of synthetic fuels, methanol synthesis and other prominent
gas-to-liquid processes has rapidly expanded in recent years,
due to depletion of oil reserves and increasing oil prices.
In these gas-to-liquid processes, a reactant gas is converted
into liquid products over a solid catalyst. These type of
three-phase gas-liquid-solid processes are often performed
in slurry bubble columns. To accurately scale-up and design
these columns, the fundamental understanding of the com-
plex three phase interactions needs to be improved (Kantarci
et al., 2005; Wang et al., 2007; Yang et al., 2007; Pan et al.,
2016).
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The introduction of particles in a bubble column causes a
decrease in the bubble size and and increase in the void
fraction. Besides, the bubble rise velocity decreases with in-
creasing solids volume fraction even when neutrally buoyant
particles are used (Kantarci et al., 2005; Wang et al., 2007;
Hooshyar et al., 2013; Baltussen et al., 2013; Pan et al.,
2016). By using neutrally buoyant particles, Hooshyar et al.
(2013) reported that the interaction mechanism depends on
the Stokes relaxation time of the particles. When the Stokes
relaxation time is relatively small, the bubble rise velocity is
only affected via an increase in the apparent viscosity. For
larger particles, which also have a larger Stokes relaxation
time, the bubble rise velocity is only slightly influenced by
the change in the apparent viscosity, while the main effect
is caused by the encounters between the particles and the
bubbles.
Because slurry bubble columns are often several meters in
diameter and tens of meters in height, it is not possible to
resolve all the details of the bubble-particle interactions for a
full slurry bubble column. Therefore, a multiscale modeling
approach is used to simulate industrial size columns. In
this approach, coarse grained models, which do not capture
the the particle/bubble scale transport phenomena (like the
Euler-Lagrange or Euler-Euler models), need closures for
the bubble-bubble, bubble-particle and particle-particle in-
teractions. This effective drag acting on the particles and the
bubbles in dense can will be determined using smaller scale
models, like the novel hybrid Direct Numerical Simulation
(DNS) approach in this work (van Sint Annaland et al., 2003;
Deen et al., 2004; Yang et al., 2007; Raessi et al., 2010;
Roghair et al., 2011; Baltussen et al., 2013; Pan et al., 2016).
Several hybrid three-phase DNS methods have already been
developed. Li et al. (2001) combined a Euler-Lagrange
model for the particles with a DNS method for the bubbles.
Although the particles are in reality much smaller than the
bubbles, the method still requires closures for the solid-
liquid interactions. Ge and Fan (2006), Jain et al. (2012)
and Baltussen et al. (2016) combined a front capturing
technique (Level-Set, Volume of Fluid and Volume of Fluid
methods, respectively) for the gas-liquid interfaces with an
Immersed Boundary (IB) method, to enforce the no-slip
boundary condition at the surface of rigid immersed bodies.
The disadvantage of these front capturing methods is the
numerical coalescence which occurs when bubbles are close
to each other. To overcome the numerical coalescence, Deen
et al. (2009) and Baltussen et al. (2013) combined the Front
Tracking (FT) method with a IB method. In FT, the bubbles
are tracked directly using a triangular mesh. However, the
separate mesh for each of the bubbles, the used FT currently
prevents all coalescence between bubbles.
In this work, the swarm effects on the apparent drag of the
bubbles and the particles is studied, requiring a constant
bubble size during the simulation to facilitate the ease of
interpretation. Therefore, we combined the FT method of
Roghair et al. (2013a) with the second order implicit IB
method of Deen et al. (2012). This specific IB method is
chosen, because the method does not require a calibration of
the effective particle size.
This paper starts with a short discussion of the applied nu-
merical method and a short overview of the chosen numerical
parameters. Subsequently, the effect of the void fraction and
the solids volume fraction on the effective drag of the bubbles
and the particles is discussed.

NUMERICAL METHOD

Our novel hybrid three phase DNS method is a combination
of the FT method of Roghair et al. (2013a) and the second
order IB method of Deen et al. (2012). Here, we present
only a brief discussion of both methods, particularly focusing
on the combination of both methods and the modification
required to enable the calculation of three-phase systems.
The hybrid FT-IB model solves the continuity equation,
equation 1, and the Navier-Stokes equations, equation 2,
assuming incompressible flow:

∇ ·u = 0 (1)

ρ
∂u
∂t

=−∇p−ρ∇ · (uu)−∇ ·τττ+ρg+Fσ (2)

Because the velocity field is continuous across the gas-
liquid interface, the Navier-Stokes equations can be solved
using an one-field approximation. The surface tension at the
gas-liquid interface is taken into account by an extra force
density, Fσ, which is introduced near the interface. This force
is directly calculated from the triangular mesh by summing
the tensile forces exerted by the three neighboring markers,
triangular element, on a reference marker and subsequent
force mapping to the Eulerian grid using mass-weighing
(Dijkhuizen et al., 2010b; Roghair, 2012). To alleviate the
parasitic currents that arise due to the mismatch between the
discretisation of the surface tension and the pressure field, the
surface tension calculations is augmented with the so-called
"pressure-jump correction" (Renardy and Renardy, 2002;
Francois et al., 2006; Dijkhuizen et al., 2010b). The local
density and viscosity are obtained by normal and harmonic
averaging, respectively.
The no-slip boundary condition at the particle surface is
taken into account implicitly. At the level of the discretised
Navier-Stokes equations, each velocity component at a cer-
tain node in the fluid, ψc, can be described as a function of
the velocity components of the neighboring nodes, ψnb, with
equation 3.

acψc +∑
nb

anbψnb = bc (3)

where the coefficients anb indicate the coupling of the veloc-
ity at node c with the velocities of the neighboring nodes,
nb.
Using a second order (1D) polynomial fit, each neighboring
fluid node inside a particle can be eliminated from equation
3. Together with the local velocity field and the velocity
at the particle surface, the coefficients of the two velocity
nodes involved in the polynomial fit are adjusted. A similar
function is obtained for fluid nodes that are in close proximity
of two particles, when there is only 1 grid point in between
the particles, by using the velocity of the central node and
the velocity of both particles. Because both equations are
singular when the particle surface is close to the central cell,
a linear fit is used when the distance between the surface and
the central point is less than 10−4 times the grid size.
The velocity field given by equation 2 is obtained on a
staggered grid using a projection-correction method. In
the projection step, all terms in this equation are treated
explicitly except for the diffusion term, which is treated
semi-implicitly. The implicit part of the diffusion term is
chosen such that it only depends on the velocity component
that is solved for, whereas the remaining (small) terms are
treated explicitly. The diffusion terms are discretised using
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a second order central difference scheme, while a second
order flux-delimited Barton scheme is used for the convective
terms. The projected velocity field is corrected to satisfy
the continuity equation (equation 1). The equations in both
the projection step and the correction step are solved using a
OpenMP parallelised block ICCG matrix solver.

Particles

When the velocity field is calculated, the positions of the
particles, m, are updated by solving the Newtonian equations
of motion:

Vmρm
dwm

dt
= mg+

∮
Γm

−(τττ ·n)dS+
∫∫∫

Ωm

−∇pdV +Fd,col

(4)

Im
dωωωm

dt
=

∮
Γm

(ri, j,k− rm)×−(τττ ·n)dS (5)

where the moment of inertia is given by:

Im =
1

10
Vmρmd2

m (6)

In the three-phase system, the transpose part of the Stokes
stress tensor in equation 4 and 5 should be included, because
the viscosity is not constant. Both the pressure gradient and
the velocity gradients, which are needed in the stress tensor,
can be obtained directly from the second order fit, which was
used to apply the no-slip boundary condition.
In the continuous limit, the calculation of the pressure force
can be performed with either a surface integral or a volume
integral using Gauss’s theorem. Although the pressure inside
the particle is unknown, the volume integral of the pressure
gradient over the total particles will effectively result in a
calculation depending on the pressures outside the particle
due to the employed discretisation. When the calculation via
the surface integral and the volume integral are compared
with the results of Zick and Homsy (1982), the calculation
of the force via the surface integral is not able to accurately
capture the drag of a particle in a dense array. Therefore, the
drag force will be calculated via the volume integral in this
paper.
The interactions between the particles are included using a
hard sphere model (Hoomans et al., 1996). Therefore the
drag force as discussed before does not include the collisions
with other particles. However, the collisions with the bubbles
are not separately treated and therefore their effects will be
lumped in the drag force.

Bubbles

Following the update of the particle positions and veloci-
ties, the position of the bubbles is updated. Every marker
point at the surface is displaced separately with the local
velocity, which is interpolated from the Eulerian grid using
cubic spline interpolation, by fourth order Runga-Kutta time
stepping. Because each marker point is advected separately,
the bubbles will change both its position and its shape.
Nevertheless, this also changes the distance between the
marker points leading to a decreased surface mesh quality.
To restore the mesh quality, the surface is remeshed, using
four elementary operations: edge splitting, edge collapsing,
edge swapping and smoothing (Roghair, 2012).
Due to the separate advection of the marker points and the
remeshing, small volume changes in the bubble volume arise,
which accumulate over the total simulation time. To locally
restore the volume losses during the remeshing a smoothing

Table 1: Simulation settings for the base case of the slurry bubble
swarms.

Property Value Unit
Void fraction, α 0.30
Solid volume fraction, φ 0.05
Computational grid 171
Grid size 1.0 ·10−4 m
Time step 1.0 ·10−5 s
Bubble diameter 2.0 ·10−3 m
Particle diameter 1.0 ·10−3 m
Liquid density 1.0 ·103 kg/m3

Liquid viscosity 1.0 ·10−3 Pas
Gas density 100.0 kg/m3

Gas viscosity 1.8 ·10−5 Pas
Solids density 2.0 ·103 kg/m3

Surface tension 0.073 N/m
Normal restitution coefficient 1.00
Tangential restitution coefficient 1.00
Friction coefficient coefficient 0.00
− log(Mo) 10.6
Eo 0.48

procedure described by Kuprat et al. (2001) is implemented.
Moreover, the volume changes due to the separate advection
of each marker are compensated by distributing the lost
volume over all the interface cells. This procedure might
cause unphysical overlap with other bubbles and particles.
Marker points that are close to another bubble or particle,
within the maximal edge length of a marker, are therefore
excluded from this operation.

Simulation set-up

The simulations are started with a random initial configu-
ration of bubbles and particles, generated using a Monte-
Carlo method. In this method, the dispersed elements
(bubbles/particles) are first placed in a lattice structure in the
domain. Subsequently, each element is displaced slightly
200 times. The procedure is repeated until no overlap
between the elements is found.
In the simulations, periodic boundaries are used to mimic an
infinite bubble/particle swarm. To ensure that the finite box
size does not influence the results, a minimum number of
bubbles and particles is required. Roghair et al. (2011) and
Bunner and Tryggvason (2002) established that the minimum
number of bubbles needed is 12. By changing the number
of particles for simulations with the settings of table 1,
there is no effect when the number of particles exceeds 40.
Therefore, the minimum number of bubbles and particles
used in the simulations is conservatively set to respectively
16 and 60.
Besides the number of bubbles and particles, the resolution
of both the particles and the bubbles should be sufficient to
obtain grid independent results. Dijkhuizen et al. (2010a)
showed that at least 20 grid cells across a bubble diameter
are needed in the used FT method. Furthermore, simulations
using again the settings of table 1 with a different resolution
for the particles showed negligible effect of the grid resolu-
tion. Therefore, the number of grid cells inside a particle and
a bubble diameter is set to 10 and 20, respectively.
To study the effect of the void fraction and the solids vol-
ume fraction, 27 different simulations have been performed,
which are grouped in four different cases listed in table 2. All
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Table 2: Gas fraction, solids volume fraction and averaging time
for the four different cases studied to determine the effect
of solids volume fraction and the void fraction. All cases
have the same settings as listed in table 1, except for the
parameters listed here.

Case α φ tavg
1 0.20 0.02...0.14 0.8
2 0.40 0.02...0.14 0.25...0.8
3 0.15...0.45 0.05 0.55...0.8
4 0.15...0.45 0.10 0.8

simulations are initiated with a time step of 1.0 ·10−5 s and
continued for 1 s. To remove any start-up effects, the first
0.2 s is discarded from the analysis, which was sufficient to
yield the time-averaged slip velocity within 2% from the final
results for two phase flows (Roghair et al., 2011).

RESULTS

First, the effect of the particles on the bubble drag force is
quantified by varying the solids volume fraction and the void
fraction. The drag coefficient of the bubbles is determined
using a macroscopic force balance for the bubbles similar to
the work of Roghair et al. (2011). At a pseudo steady state,
the time-averaged drag will exactly balance the gravitational
force and the hydrostatic pressure force in the flow direction.

< FD >=< FG >+< FP >

=Vbρgg−∇pVb

1
2

ρlv2
rel,bCD

πd2
b

4
=

(
1−α−φ

ρl−ρs

ρl−ρg

)
(ρl−ρg)gzVb (7)

The relative drag coefficient can be obtained by normalizing
the drag coefficient of equation 7 with the drag coefficient of
a single bubble rising in an infinite pool of liquid obtained
by Tomiyama (1998). This definition results in a direct
correspondence between the relative drag coefficient and the
terminal rise velocity of a single bubble with the same size
and the average velocity of the bubbles in the simulation.
Because the addition of particles and the other bubbles
results in a difference in hydrostatic pressure in comparison
with a single rising bubble, the bubble rise velocity has to
be corrected with the void fraction and the solids volume
fraction, equation 8. It should be noted that this equation
reduces to the form of Roghair et al. (2011) in the absence of
particles or when the particles are neutrally buoyant.

CD,rel =
CD

CD,∞

(
1−α−φ

ρl−ρs
ρl−ρg

) =
< vb,∞ >2

(< vb >−< u >)2

(8)
Figure 1 shows the relative drag coefficients resulting from
the three-phase simulations including the standard devia-
tions. For case 2, two different simulations with a solids vol-
ume fraction of 8% but different initial positions are shown.
The figure shows that the relative drag coefficients differ only
12%, which is within the large and overlapping standard
deviation. In addition, the standard deviations obtained in
this work are larger than those obtained for gas-liquid bubble
swarms, which is probably due to the interactions with the
(heavier) particles.

According to figure 1, the drag coefficient of the bubbles
increases with increasing void fraction and solids volume
fraction. The increase of the relative drag force with
increasing void fraction was also determined in two-phase
flows (Roghair et al., 2011; Martínez-Mercado et al., 2007).
However, the effects in the three-phase flow are larger due to
the addition of particles, which is in good agreement with the
experimentally observed decrease in the bubble rise velocity
upon the introduction of particles (Kantarci et al., 2005;
Wang et al., 2007; Hooshyar et al., 2013; Pan et al., 2016).
The data of figure 1 was used to derive a correlation for
the relative bubble drag coefficient. With respect to the
form of the correlation, we constrained the form such that
the correlation will lead to the correlation of Roghair et al.
(2011) in the limit that there are no particles (φ = 0) and that
the drag coefficient of a single bubble (α = 0) is higher in a
liquid containing particles. This resulted in the fit in equation
9.

CD,rel = 1+
18
Eo

α+1.8 ·105
α

5
φ

1.1 +2.7 ·103
φ

2 (9)

In addition to the close match of the symbols and the lines
in figure 1, the parity plot of figure 2 shows that most of the
results are within 10% of the fit. On average, the differences
between the correlation and the simulation results amounts
7.6%, which is less than the spread in results obtained by
using different initial conditions. The maximum difference,
which is obtained for low solids volume fractions and low
void fractions, is 20%.
Secondly the effect of the bubbles on the drag coefficient
of the particles can be determined in a similar manner as
the drag coefficient of the bubbles. In the case of the
particles, the drag coefficient is now normalized with the
drag coefficient of a single particle in an infinite fluid, given
by Schiller and Nauman (Clift et al., 1978):

CD,∞,p =
4dp(ρl−ρp)gz

3ρlw2
z

=
24

Rep

(
1+0.15Re0.687

p

)
(10)

The resulting relative drag coefficient is given by:

CD,rel,p =
CD

CD,∞,p

(
1−φ−α

ρg−ρl
ρs−ρl

) =
< w∞ >2

(< wp >−< u >)2

(11)
Figure 3 clearly shows that the drag force on the particles
occasionally changes direction. In these circumstances, a
bubble and particle will mutually rise, because the combina-
tion of one bubble and one particle is buoyant with respect
to the liquid. The large standard deviations indicate that
particles have two different modes: almost free movement
and movement that is obstructed by bubbles. Because par-
ticles appear to alternate between these modes, the standard
deviations are much larger than the averaged drag coefficient.
The calculation of the drag coefficient will be improved when
the drag coefficient is calculated for each of these two modes
separately. However, this is beyond the scope of this work.
In addition, the simulations of case 2 with a solids fraction of
8% only show a difference of 8% for the drag coefficient of
the particles.
The obtained drag coefficients are also fitted to quantify the
effect of the void fraction and the solids volume fraction on
the drag coefficient. The correlation should meet two criteria:
the relative drag coefficient of the particles should be equal to
1 when the solids volume fraction and the void fraction are
zero. Secondly, it is expected that the drag coefficient of a
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Figure 1: Effect of the solids volume fraction, figure a, and the effect of the void fraction, figure b, on the normalized drag coefficient of the
bubbles. The drag is normalized using equation 8. The lines in the figures represent the fit of equation 9. The bars indicate the
standard deviation.
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Figure 2: Parity plot containing the relative drag coefficient of the
particles obtained from the simulations and the correla-
tion given by equation 9. The dashed lines indicate an
error of 10%.

single particle in a bubble swarm or in a particle swarm have
a relatively higher drag than a single particle in an infinite
liquid. The obtained fit is shown in equation 12.

CD,rel,p = 1+10α
2.5 +200φ

2 +1.41 ·107
φ

4.5
α

5 (12)

In addition to a proper capture of the trends in the drag coef-
ficient, the parity plot in figure 4 shows an average absolute
difference between the simulation and the correlation results
of only 7.1% with a maximum of 22.5%.
The increase of the drag coefficients of both the bubbles and
the particles can partly be explained by the micro structuring
of the bubbles. The bubbles cluster in a dynamic system
of horizontal layers, as shown in figure 5. The horizontal
clustering was already observed by Roghair et al. (2013b)
for bubble swarms and by Baltussen et al. (2013) for slurries,
and is probably caused by the lack of large scale circulations.
The clustering of the particles prevails due to hindrance
by the bubbles. The particles partly cluster on top of the
bubbles, effectively hindering the rise of the bubbles, which
decreases the particle velocity or even reverses its direction.
The particles will eventually roll down the side of the bubble,
due to a combination of buoyancy forces and surface tension.

CONCLUSION

In this paper, a combined FT second order implicit IB method
was used to simulate dense bubble/particle swarms. By using
this method, the effect of the void fraction and the solids
volume fraction on the drag coefficient of 1 mm particles and
2 mm bubbles was determined. For both the particles and
bubbles, a combined effect of the void fraction and the solids
volume fraction was found on the drag coefficient. Using
the simulation results, drag correlations for both the bubbles
and the particles were developed, which provides an accurate
description for 15%≤ α≤ 50% and 2%≤ φ≤ 14%.
Because of the limited range in physical properties, particle
and bubble diameter used in this paper, the applicability of
the obtained correlations is limited to the range of conditions
investigated. To obtain a broader applicability, the simulation
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Figure 3: Effect of the solids volume fraction (a), and the effect of the void fraction (b) on the normalized drag coefficient of the particles.
The drag is normalized using equation 11. The lines in the figures represent the fit of equation 12. The bars indicate the standard
deviation.
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Figure 4: Parity plot containing the relative drag coefficient of the
particles obtained from the simulations and the correla-
tion given by equation 12. The dashed lines indicate an
error of 10%.

range should be extended. Preliminary results to assess the
effect of the bubble diameter show similar trends in void
fraction and solids volume fraction. An increasing bubble
diameter will lead to a decrease in the drag coefficient for
both the bubbles and the particles. It is expected that the size
of the particles will influence the drag coefficient. However,
because the increase of inertia of the particles might lead to
larger deformation and even to break-up of the bubbles, it is
hard to predict the effect of the particle size on the drag of
both particles and bubbles.
Simulating particles with a high inertia in combination with
bubbles with a relatively low surface tension is still difficult
for the FT-IB model. In such cases, particles can fall
through bubbles, leading to the formation of a doughnut
shaped bubble or even the break-up of the bubble. To
enable capturing these events, a break-up model needs to be
included in the method. Another option is to combine the
currently used FT model with the Volume of Fluid model,
which prevents unphysical merging of the bubbles while
break-up is incorporated in the model (Torres and Brackbill,
2000; Walker et al., 2013). Another option is to implement
FT without connectivity, like the Local Front Reconstruction
Method (Shin and Juric, 2002).
Although the second order IB method is tested thoroughly,
the rotation of freely moving particles at high Reynolds num-
bers is not accurately calculated. However, the disturbance
of the bubbles and the frequent collisions with both particles
and bubbles are expected to diminish any effect of unphysical
rotation. To prevent any unphysical rotation of the particles,
the calculation of the rotational velocity should be improved.
Finally, the currently used size ratio between the bubbles and
the particles (db/dp = 2) is much larger than the ratio which
is common in slurry bubble columns (db/dp ≈ 10− 100).
To obtain a realistic effect of the particles on the drag of
the bubbles and vice versa, this diameter ratio should be
decreased drastically. Clearly this will put challenges on the
allowable number of grid cells, which can probably only be
solved by applying adaptive grid refinement.
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(a) (b) (c)

(d) (e) (f)

Figure 5: Two snapshots of a simulation with a void fraction of 25% and a solids volume fraction of 5%. Figure (a) and (d) show both the
particles and the bubbles, while the middle and the right figures only show the bubble configuration and the particle configuration.
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ABSTRACT
Fluidized bed and moving bed reactors are one of the most impor-
tant technologies in several branches of process industry. Espe-
cially, it is known since decades that iron can be reduced rapidly
and efficiently from iron carrier materials using such. The primary
energy sources and reducing agents are natural gas, coal, coke, pul-
verized coal, which are finally released as CO2 and in a lesser ex-
tent as H2O to the environment. Iron reduction consumes about
70% of the energy during steelmaking therefore offering potential
in energy and CO2 savings. Due to the limited accessibility for
measurements, simulation methods have become one of the most
important tools for optimizing the iron making processes. While the
two-fluid model (Schneiderbauer et al., 2012) would be a good can-
didate to attack the simulation of large-scale multi-phase processes
it lacks from a proper representation of the particle size distribu-
tion and the related physical phenomena. This, in turn, gives rise
to particle-based approaches, such as the coupling between CFD
and DEM methods, which can easily handle particle segregation,
particle growth and particle mixing. Furthermore, chemical reac-
tions can be evaluated per particle and it is not required to transfer
these reactions to a continuum representation. However, CFD-DEM
approaches require an appropriate coarse-graining to considerably
reduce their computational demands. We, therefore, present a gen-
eralization of the Lagrangian-Eulerian hybrid model for the numer-
ical assessment of reacting poly-disperse gas-solid flows (Schnei-
derbauer et al., 2016b) to fluidized beds used for iron ore reduction.
The main idea of such a modeling strategy is to use a combination
of a Lagrangian discrete phase model (DPM) and a coarse-grained
two-fluid model (TFM) to take advantage of the benefits of those
two different formulations. On the one hand, the DPM model un-
veils additional information such as the local particle size distribu-
tion, which is not covered by TFM. On the other hand, the TFM so-
lution deflects the DPM trajectories due to the inter-particle stresses.
This hybrid approach further enables the efficient evaluation of the
gas-solid phase reduction of iron ore at a particle level using DPM.
The predictive capability and numerical efficiency of this reactive
hybrid modeling approach is demonstrated in the case of a lab-scale
fluidized bed. The results show that the model is able to correctly
predict fractional reduction of the iron ore. The results further give a
closer insight about the temperatures and reaction gas consumption
due to the reduction process.

Keywords: fluidized bed, iron ore reduction, two-fluid model.

A complete list of symbols used, with dimensions, is re-

quired.

NOMENCLATURE

Greek Symbols
β drag coefficient, [kg/m3s]
ρ Mass density, [kg/m3]
ε volume fraction, (-)
µg viscosity of gas phase, [Pas]
τ Tortuosity, (-)

Latin Symbols
a,b,c Stoichiometric coefficients of relative species
A,B,C Species
Ap Particle surface area, [m2]
Ci Molar Concentration of species i, [mol/m3]
D j,i Binary gas diffusion, [m2/s]
d Particle diameter, [m]
Ea Activation energy, [kJ/mol]
f j Local fractional reduction of the jth layer, [kJ/mol]
G∆ Box filter defined by numerical grid, (-)
k0 Pre-exponential factor, [m/s]
Ke j Equilibrium constant of layer j, (-)
k f Mass transfer coefficient, [m/s]
k j Reaction rate constant, [m/s]
mi Mass of species i, [kg]
Mi Molecular mass of species i, [kg/mol]
Ni Number of moles of species i, [mol]
n Number density, [1/m3]
Nu Nusselt number, (-)
Pr Prandtl number, (-)
Pt Total pressure, [bar]
R Universal gas constant, [kJ/molK]
Re Reynolds number, (-)
rp Particle radius, [m]
r j Layer radius, [m]
Sc Schmidt number, (-)
Sh Sherwood number, (-)
T Temperature, [K]
u velocity, [m/s]
Ẏi, j Mass fraction of species i layer j, (-)
Xi Molar fraction of species i, (-)

Sub/superscripts
g Gas phase
i species i
j layer j
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s solid phase

INTRODUCTION

The main conversion process to gain metallic iron from oxi-
dic iron compounds is the reduction of iron ores by suitable
reducing agents, where iron oxides are reduced to metallic
iron by gaseous reducing agents (CO and H2). During the
reduction of iron ores, oxygen is removed accoring to the
thermodynamic equlibrium conditions, until the next oxida-
tion level is reached. The gaseous reduction of iron oxides as
well as the oxidation of the reducing agents can be described
by the following reaction mechanism (Valipour, 2009)

FexOy + yCO 
 xFe+ yCO2, (1)
FexOy + yH2 
 xFe+ yH2O. (2)

These equations reveal that the reduction reactions of iron
ores can be considered as elementary reactions, which means
that the number of moles of the gaseous components does
not change during the reactions. Thus, the equilibrium of
reactions is independent of the total pressure of the reaction
system and the chemical equilibrium conditions only depend
on temperature.
The leading process used in iron-making is the blast furnace,
which consists of a moving bed reactor with countercurrent
flow of the solid reactants against a reducing gas. In the lower
part the iron is molten and carburized. However, in the blast
furnace process iron ore fines, which build up around 80% of
the total iron ore, needs to go through a preparation step (i.e.
pelletizing or sintering process; Schenk (2011)). In contrast,
by using fluidized bed technology fine ores can directly be
charged into the reduction process. Such fluidized bed reac-
tors are used, for example, in the FINEX R© process (Haber-
mann et al., 2000; Primetals Technologies Austria GmbH
and POSCO E&C, 2015). The FINEX R© process, which was
jointly developed by POSCO (Korea) and Primetals Tech-
nologies (Austria), produces hot metal in the same quality
as traditional blast furnaces, however the coke making and
sintering of the fine ores are avoided. The iron-ores that are
charged into the process go through fluidized bed reactors
where they are heated and reduced to DRI (Direct Reduced
Iron), charged into the melter gasifier, where final reduction
and melting as well as the production of reducing gas by gasi-
fication of coal with oxygen takes place (Plaul et al., 2009).
Due to the limited accessibility for measurements, simula-
tion methods have become one of the most important tools
for optimizing the iron making processes (Valipour, 2009;
Natsui et al., 2014; Valipour et al., 2006; Fu et al., 2014).
However, either these numerical models neglect the impact
of the reduction of iron ore (Fu et al., 2014) or these are
restricted to very small scale processes such as, individual
pellets (Valipour, 2009; Valipour et al., 2006) or lab-scale
fluidized beds (Natsui et al., 2014). It has to be noted that
the latter utilized the CFD-DEM approach to model the gas-
solid flow, where the continuous phase is governed by com-
putational fluid dynamics (CFD) and the particle trajectories
are computed by using the discrete element method (DEM),
which is rather computationally demanding (Goniva et al.,
2012).
Since the total number of particles in fluidized bed reactors
is extremely large, it may be impractical to solve the equa-
tions of motion for each particle. It is, therefore, common
to investigate particulate flows in large process units using
averaged equations of motion, i.e. two-fluid models (TFM),

which include the inter-particle collisions statistically by ki-
netic theory based closures of the particle stresses (Lun et al.,
1984; Schneiderbauer et al., 2012; Agrawal et al., 2001).
However, each representative particle diameter requires an
additional momentum and continuity equation, which con-
siderably raises the computational demand with increasing
number of particle diameters (Iddir and Arastoopour, 2005;
Schellander et al., 2013). One may restrict the calculations
to spatially constant particle size distributions to evaluate
the gas-solid drag force (Schneiderbauer et al., 2015a). To
overcome this deficiency of TFM, we follow our previous
work (Schneiderbauer et al., 2016a; Schellander et al., 2013;
Pirker et al., 2010; Schneiderbauer et al., 2015b; Pirker and
Kahrimanovic, 2009) and employ a hybrid model for the nu-
merical assessment of poly-disperse gas-solid fluidized beds.
The main idea of such a modeling strategy is to use a com-
bination of a Lagrangian discrete phase model (DPM) and a
TFM to take advantage of the benefits of those two different
formulations. On the one hand, the local degree of poly-
dispersity (i.e. the local particle size distribution), which is
essential for the evaluation of the gas-solid drag force, can be
obtained by tracking statistically representative particle tra-
jectories for each particle diameter class. On the other hand,
the computationally demanding tracking of the inter-particle
collisions can be obtained from the inter-particle stresses,
which are deduced from the TFM solution. These then ap-
pear in addition to the gas-particle drag as a body force in
the equation of motion of each DPM-trajectory. Thus, the
hybrid model represents a TFM simulation with additional
DPM particles, which are used, for example, to provide a
closure for the poly-disperse drag law. Finally, by employ-
ing the above Lagrangian-Eulerian hybrid model, the reduc-
tion of the iron ore as well as the corresponding reaction heat
can be computed based on the representative Lagrangian par-
ticles. This, in turn, includes the conversion of iron oxides to
iron.
In this paper, we employ a Eulerian-Lagrangian hybrid
model (Schneiderbauer et al., 2016a,b) to the direct reduction
of iron ore in fluidized beds. Here, the reduction is computed
based on representative Langrangian trajectories, where the
reduction model is based on literature (Hanel et al., 2015;
Valipour, 2009; Valipour et al., 2006; Natsui et al., 2014).

POLY-DISPERSE GAS-SOLID FLOWS

Two-fluid model (TFM)

In this work, we used a kinetic-theory based two-fluid model
(TFM) to study fluidized beds. Since these equations have
been extensively discussed in our previous work (Schneider-
bauer et al., 2013, 2012; Schneiderbauer and Pirker, 2014),
we do not repeat all the details here and solely present the
continuity and momentum equations for the solid phase be-
low:

∂

∂t
εsρs +∇ · (εsρsus) = Rs, (3)

∂

∂t
(εsρsus)+∇ · (εsρsusus) =−εs∇p−∇ ·

(
ΣΣΣ

kc
s +ΣΣΣ

fr
s
)

(4)

+β(ug−us)+ εsρsggg.

Here, ρs, εs and uuus denote density, volume fraction and local-
average velocity of the solid phase, respectively; Rs denotes
the rate of oxygen removal due to chemical reactions; p is the
gas phase pressure; ug is the local-average velocity of the gas
phase; β is the microscopic drag coefficient, which is closed
by the poly-disperse drag law of Beetstra et al. (2007) (see
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table 1); ggg is the gravitational acceleration; finally, ΣΣΣ
kc
s and

ΣΣΣ
fr
s are the stress tensors associated with the solids phase,

where the frictional contribution, ΣΣΣ
fr
s , arises from enduring

or multi-particle collision events in dense areas. The kinetic-
collisional part, ΣΣΣ

kc
s , is closed using kinetic theory (Hrenya

and Sinclair, 1997; Lun et al., 1984), which requires an ad-
ditional equation for the granular temperature. It has to be
further noted that in our previous study (Schellander et al.,
2013) we considered an additional term on the right hand
side of the solids momentum equation, which accounted for
the impact of particle rotation (Magnus force). Particle rota-
tion is assumed to be non-significant in fluidized beds and is
therefore included in this work.

Lagrangian discrete phase model (DPM)

We follow our previous work (Schneiderbauer et al.,
2016a,b) and obtain the local volume fraction of the differ-
ent particle size classes εs,i = xiεs, which is required for the
evaluation of the gas-solid drag force (compare with table 1),
by tracking statistically representative particle trajectories for
each particle diameter class along the solids flow obtained
from TFM. In particular, such a trajectory k represents ak
real particles, which are referred to parcels (Radl and Sun-
daresan, 2014). Thus, we obtain for the number density of
size class i

ni(xxx) = ∑
k∈Pi

akG∆g(xxx− xxxp,k), (5)

which is connected to the volume fraction εs,i by

εs,i = niπ
d3

s,i

6
(6)

yielding

xi = π
d3

s,i

6
ni

εs
(7)

In equation (5), ∆g denotes the grid spacing of the Eulerian
grid and the set Pi contains all parcels of particle size class i.
We further obtain the local Sauter diameter, which is required
for the evaluation of the drag force and the kinetic theory
stresses, from

〈ds〉=

[
Nsp

∑
i=1

xi

ds,i

]−1

, (8)

where Nsp the number of particle size classes.
It remains to discuss the equation of motion of such a tracer
parcel k, which reads (Schneiderbauer et al., 2016a, 2015b)

duuup,k

dt
=

1
τc,k

(
uuus−uuup,k

)
+FFFpoly

k +ggg, (9)

where uuup,k denotes the velocity of the Lagrangian tracer par-
cel k, uuus the solids velocity, ggg the gravitational acceleration
and τc,k is a collisional time scale required to accelerate a
single particle to the average solids velocity (Syamlal et al.,
1993; Schneiderbauer et al., 2016a, 2015b)

1
τc,k

=
3(1+ e)

4
εs
∥∥uuup,k−uuus

∥∥Nsp

∑
j

x j
(
ds,k +ds, j

)2g0,k j

d3
s,k +d3

s, j
. (10)

Here, e ≈ 0.9 is the coefficient of restitution, Nsp is defined
in equation (8), ds, j the particle diameter of class j and x j is

defined in table 1. g0, jk denotes the radial distribution func-
tion, which accounts for the poly-disperse mixture of hard
spheres (Iddir and Arastoopour, 2005). Note that equation
(10) accounts for the contribution coming from the inter-
particle stresses, i.e. inter-particle collisions. These are de-
termined by the coarse-grained TFM solution and affect the
trajectories of the tracer parcels by the collisional time scale
τc,k.

Since the tracers show different particle diameters FFFpoly
k is

the acceleration of a single particle of diameter ds,k within
the local poly-disperse mixture of particles (units force per
unit parcel mass, i.e. m s−2) due to the gas-solid drag force.
Thus, the acceleration of parcel k due to the drag force can
be written as (Schneiderbauer et al., 2016a)

FFFpoly
k =

1
xkεsρs

βk
(
uuug−uuup,k

)
, (11)

where β̃k is presented in table 1. Note that here βk is com-
puted based on the Reynolds number computed from the lo-
cal velocity of the tracer instead of the local velocity of the
solid phase.

DIRECT REDUCTION OF IRON ORE

In the following, we briefly present the reduction model. For
more details the reader is referred to Kinaci et al. (2017).

Species Transport and Heat Transfer

The local concentration of the reactant i is described by a
transport equation for a corresponding species Yi of the gas
phase, which reads

∂εgρgYi

∂t
+∇∇∇ ···

(
εgρguuugYi

)
=−∇∇∇εgJJJi + εgRi, (12)

where ρg is the density of the gas phase given by the equation
of state for ideal gases and Ri accounts for net rate of gener-
ation/destruction of species i by chemical reactions. Finally,
the diffusion flux JJJi is written as

JJJi =−ρgDm,i∇∇∇Yi−DT,i
∇∇∇Tg

Tg
, (13)

where Dm,i is the mass diffusion coefficient for species i
and DT,i is the thermal (Soret) diffusion coefficient (ANSYS,
2011).
To describe the conservation of energy in fluidized bed reac-
tors, a separate transport equation is solved for the specific
enthalpy, hq, of each phase:

∂εqρqhq

∂t
+∇∇∇ ···

(
εqρquuuqhq

)
= ΣΣΣq : ∇∇∇uuuq−∇∇∇ ·qqqq +Sq +Qgs,

(14)
where the heat flux qqqq is modeled by using Fouriers law
qqqq = kq∇∇∇Tq and Sq accounts for the reaction heat. In case of
the gas phase the heat conductivity kg is computed employ-
ing a weighted average of the individual heat conductivities
of the monomers. For the heat exchange between the gas
and the solid phase, Qgs, we employ the correlation proposed
by Gunn (1978). Assuming constant specific heats cp,q the
phase temperature and phase enthalpy are correlated as fol-
lows

hq = cp,qTq. (15)
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Table 1: Summary of microscopic poly-disperse drag coefficient of Beetstra et al. (2007), which has been adapted in our previous work
(Schneiderbauer et al., 2015a). Here, ε̄g denotes the filtered gas volume fraction, 〈ds〉 the Sauter diameter, εs,i the volume fraction of
particle size class i and Nsp the number of particle size classes.

β̃ = 18µgε̄sε̄
2
gF
(
ε̄s, ε̄g, R̃e〈ds〉

)(Nsp

∑
i=1

x̄iFpoly(yi)

d2
s,i

)
,

with

R̃e〈ds〉 =
ε̄gρg〈ds〉‖ũuug− ũuus‖

µg
,

Fpoly(yi) = ε̄gyi + ε̄sy2
i +0.064ε̄gy3

i ,

F(ε̄s, ε̄g, R̃e〈ds〉) =
10ε̄s

ε̄3
g

+ ε̄g
(
1+1.5ε̄

1/2
s )+

0.413R̃e〈ds〉
24ε̄3

g

 ε̄−1
g +3ε̄gε̄s +8.4R̃e

−0.343
〈ds〉

1+103ε̄s R̃e
−(1+4ε̄s)/2
〈ds〉


and the dimensionless parameters

x̄i =
ε̄s,i

ε̄s
, yi =

di

〈ds〉

Thermochemical Aspects

Modelling direct reduction of iron ore can be related to equi-
librium phase diagrams. One such diagram demonstrates
the reduction processes of the iron-oxygen-carbon system,
which is also called the Baur-Glaessner Diagram. In this di-
agram, the stabilities for the iron-oxides and iron phases are
depicted as a function of temperature and CO/CO2 (H2/H2O)
mixture with the available correlations for the equilibrium
constant from literature and the ones calculated.
The concentration molar fraction of the relative gas species
can be determined with the use of the equilibrium constant
as xCO2

xCO
= KeFexOy,CO, (16)

thus the molar fraction of the mixture can be defined with,

xCO2 = kc
KeFexOy,CO

1+KeFexOy,CO
(17)

or
xCO = kc

1
1+KeFexOy,CO

, (18)

in which kc represents the total content of carbon in the sys-
tem that can be expressed with

xCO + xCO2 = kc. (19)

As a more advanced method one might consider a four-
component gas mixture of CO,H2,CO2 and H2O to be repre-
sented in a single Baur-Glaessner Diagram with an abscissa
of CO+H2 or H2O+CO2 content.

Reaction Kinetics

The most common types of representation models for the
non-catalytic reactions of solids submerged in fluids is the
shrinking particle model (SPM) and the unreacted shrink-
ing core model (USCM) (Levenspiel, 1999), where the un-
reacted shrinking core model is accepted as the most pre-
cise model to represent direct reduction of iron ore (Valipour
et al., 2006; Valipour, 2009; Natsui et al., 2014). In particu-
lar, the three layer unreacted shrinking core model developed
by Philbrook, Spitzer and Manning (Tsay et al., 1976) is able

to represent the three interfaces of hematite/magnetite, mag-
netite/wustite and wustite/iron. For further details about the
current implementation of the USCM the reader is referred
to Kinaci et al. (2017).
According to Tsay et al. (1976) the removal rate of oxygen
is determined through the following mechanisms: (i) The re-
ducing gas is transported through the gas film onto the par-
ticle surface (F); (ii) diffusion through the porous iron layer
(B3); (iii) reactants react with wustite at the wustite/iron in-
terface and form iron (A3); (iv) remaining reactants diffuse
through the wustite layer to the wustite/magnetite interface
(B2); (v) reaction with magnetite at layer surface forming
wustite and gaseous products (A2); (vi) remaining reactants
diffuse through the magnetite layer to the magnetite/hematite
interface (B1); (vii) reaction with hematite core forming mag-
netite and a gaseous products (A1); (viii) The gaseous prod-
ucts diffuses outwards through the pores of the pellet. Since
each step is a resistance to the total reduction of the pellet, the
reduction pattern of a single pellet can be considered to fol-
low a resistance network such as an electrical resistance cir-
cuit network. The solution of this resistance network yields
the reaction flow rate of Ẏj,i of the gas species for the relative
layers yields:

From hematite to magnetite:
Ẏh,i = ([A3(A2 +B2 +B3 +F)+(A2 +B2)(B3 +F)](Y −Y eq

1 )

− [A3(B2 +B3 +F)+B2(B3 +F)](Y −Y eq
2 )

− [A2(B3 +F)](Y −Y eq
3 ))

1
W3,i

,

(20)

From magnetite to wustite:
Ẏm,i = ([(A1 +B1 +B2)(A3 +B3 +F)+A3(B3 +F)](Y −Y eq

2 )

− [B2(A3 +B3 +F)+A3(B3 +F)](Y −Y eq
1 )

− [(A1 +B1)(B3 +F)](Y −Y eq
3 ))

1
W3,i

,

(21)

From wustite to iron:
Ẏw,i = ([(A1 +B1)(A2 +B2 +B3 +F)+A2(B2 +B3 +F)]

(Y −Y eq
3 )− [A2(B3 +F)](Y −Y eq

1 )

− [(A1 +B1)(B3 +F)](Y −Y eq
2 ))

1
W3,i

(22)

where the index i denotes the gas-species i (i.e. either CO
or H2). Furthermore, A j represents the relative chemical re-
action resistance term, B j the relative diffusivity resistance
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term, j represents the layers hematite, magnetite and wustite
and i the reducing gas species. F is the mass transfer re-
sistance term, which is defined with 1/k f . Y is the bulk
gas mole fraction and Y eq

j the relative layer equilibrium mole
fractions. The denominator W3,i is expressed as

W3,i = [(A1 +B1)(A3(A2 +B2 +B3 +F)+(A2 +B2)(B3 +F))

+A2(A3(B2 +B3 +F)+B2(B3 +F))]
(23)

The chemical reaction resistance term A j,i can be expressed
as

A j,i =

 1

(1− f j)
2
3

1

k j

(
1− 1

Ke j

)


i

(24)

in which j represents the reduction layer, i the reducing gas,
k the reaction rate constant and f j is the local fractional re-
duction of the relative layer that is calculated as

f j = 1−
(

r j

rg

)3

. (25)

The diffusivity resistance term B j,i can be calculated for
the relative iron oxide component as (Valipour et al., 2006;
Valipour, 2009)

Bh,i =

[
(1− fm)

1
3 − (1− fh)

1
3

(1− fm)
1
3 (1− fh)

1
3

rg

Deh

]
i

, (26)

Bm,i =

[
(1− fw)

1
3 − (1− fm)

1
3

(1− fw)
1
3 (1− fm)

1
3

rg

Dem

]
i

, (27)

Bw,i =

[
1− (1− fw)

1
3

(1− fw)
1
3

rg

Dew

]
i

, (28)

in which De j represents the diffusion coefficient of the rela-
tive layer.
With the use of the reaction flow rate Ẏj,i the relative mass
flow rates between layers can be defined as

dmi

dt
=CiMiApẎj,i. (29)

Mass and Heat Transfer Coefficient

The mass transfer coefficient k f which is used in the deter-
mination of the mass transfer term can be calculated through
the Sherwood number or the Nusselt number as

Sh =
k f d
De

,

Nu =
k f

k
,

(30)

where d is the diameter of pellet, De the diffusion coeffi-
cient and k the thermal conductivity. A number of correla-
tions for determining the Sherwood number exist in litera-
ture. Lee and Barrow (Lee and Barrow, 1968) proposed a
model through investigating the boundary layer and wake re-
gions around the sphere leading to a Sherwood number of

Sht = (0.51Re0.5 +0.02235Re0.78)Sc0.33, (31)

where Sc stands for the Schmidt number and defined as ν

ρD .
In more recent works from Valipour (Valipour, 2009) and

Nouri et al. (Nouri et al., 2011) the Sherwood and Nusselt
numbers are expressed as

Sh = 2+0.6Re0.5Sc0.33,

Nu = 2+0.6Re0.5Pr0.33.
(32)

Pr represents the Prandtl number and is expressed as the spe-
cific heat times the viscosity over thermal conductivity cµ/k.
However, since fluidized beds usually show very dense re-
gions we use the correlation proposed by Gunn (1978) to
compute the Nusselt number and consequently the heat trans-
fer coefficient.

Diffusivity Coefficient

Diffusivity of a gaseous species depends on properties such
as the pore size distribution, void fraction and tortuosity. For
example, according to Tsay et al. (1976) a pore size of 2µ
to 5µ the Knudsen diffusion has been found to be 10 times
faster than molecular diffusion, therefore in their work the
Knudsen diffusion has been neglected, since slowest process
mostly determines the final reaction rate. Thus, the effective
binary gas diffusion was calculated with

De f f = D12
ε

τ
(33)

where ε represents the dimensionless void fraction, τ the tor-
tuosity. (Valipour, 2009; Valipour et al., 2006) has used the
Fuller-Schettler-Giddings equation to determine the effective
diffusivity as

D j,i =
10−7T 1.75

(Pt(v̇
1/3
j + v̇1/3

i ))2
(

1
M j

+
1

Mi
)0.5 (34)

in which the v̇ is the diffusion volume of the relative species,
M is the molecular weight, Pt the total flow pressure and T
the temperature in Kelvin.

Reaction Rate Coefficient

For many reactions the rate expression can be expressed as
a temperature-dependent term. It has been established that
in these kinds of reactions, the reaction rate constant can be
expressed with the Arrhenius’ law (Levenspiel, 1999) as fol-
lows

k = k0 exp(
−Ea

RT
), (35)

in which k0 represents the frequency factor or the pre-
exponential factor, Ea the activation energy, R the univer-
sal gas constant and T the temperature. The values for the
pre-exponential factor and the activation energy can be found
through various works (Tsay et al., 1976; Valipour, 2009).

IMPLEMENTATION

Since the motion equation of the Lagrangian particles (equa-
tion (9)) does only account for collision implicitly by using
equation (10) the total volume fraction of the tracer parti-
cles, εs,p = ∑

Nsp
i=1 niπd3

s,i/6 (compare with equation (5)) may
exceed the maximum packing locally. This, in turn, may
yield an unphysical accumulation of tracer particles in dense
regions. Thus, we introduce an additional repulsive mech-
anism FFFpack

k (units m s−2), which prevents the Lagrangian
tracer particles from forming dense aggregates exceeding the
maximum packing fraction. Finally, the reduction model is
evaluated at each parcel at each parcel time step. The result-
ing mass transfer and reaction heats have to be mapped to
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the Eulerian grid to compute Ri (equations (3) and (12)) and
Sq (equation (14)). For more details the reader is referred
to equations (26) and (28) in our previous study (Schneider-
bauer et al., 2016b). Finally, it has to be noted that in the
case where no tracer particle is in a specific numerical cell
we apply a diffusive smoothening approach to the exchange
fields locally (i.e. to the Sauter mean diameter; Pirker et al.
(2011)).
For the numerical simulation we use the commercial finite
volume CFD-solver FLUENT (version 16). For the dis-
cretization of all convective terms the QUICK (Quadratic
Upwind Interpolation for Convection Kinematics) scheme
is used. The derivatives appearing in the diffusion terms
are computed by a least squares method and the pressure-
velocity coupling is achieved by the phase coupled SIM-
PLE algorithm (Cokljat et al., 2006). The trajectories of
the Lagrangian tracer particles (equation (9)) is integrated af-
ter each fluid flow time step using a third-order Runge-Kutta
method. Further it has to be noted that the gas velocity and
the solid phase velocity in equation (9) are linearly interpo-
lated to the particle positions by using a first order Taylor
approximation. For fluidized bed simulations we employ a
time step size of 0.001. More details on the implementation
can be found in our previous studies (Schneiderbauer et al.,
2016a,b).

RESULTS

To validate the presented reduction model, we investigate
the direct reduction of hematite ore within a lab-scale flu-
idized bed with 68 mm diameter (Spreitzer, 2016). The small
dimensions of the vessel allow to use very fine grid spac-
ings (i.e. ≈ 2 mm), which resolve all relevant heterogeneous
structures, and therefore no sub-grid corrections are required
(Schneiderbauer et al., 2013; Schneiderbauer and Pirker,
2014). The pressure in the fluidized bed was 140000 Pa and
the superficial gas velocity 0.25 m s−1. The detailed process
conditions are given in tables 2, 3 and 4. According to table
3 we use four different types of tracer parcel representing the
different size fractions. In total we found that 120000 tracer
parcels are appropriate to gather sufficient statistics (Schnei-
derbauer et al., 2016a,b).

Table 2: Experimental conditions for the different reduction steps.
The concentrations of the reactants are given in volume
percent.

R1 (W→Fe) R2 (M→W) R3 (H→M)
H2 13.4% 15.9% 13.0%

H2O 3.4% 6.8% 6.8%
CO 37.0% 37.4% 30.3%

CO2 14.0% 27.4% 26.4%
N2 32.2% 12.4% 23.5%

T[◦C] 720 750 480

Table 3: Particle size distribution of the iron ore.

dp fraction [vol. %]
0−0.063 0

0.063−0.125 15.4
0.125−0.25 33.2
0.25−0.5 28.6

0.5−1 22.8

Figure 1 shows snapshots of the solid volume fraction, the
mass fraction of CO, the mass fraction of CO2 and the frac-

Table 4: Parameters for DRI-model (Hanel et al., 2015).

H→M M→W W→Fe
k0 [m/s] 160 29 6

H2 Ea [J] 68600 75000 65000
Ke [-] e

−362.6
Ts

+10.334 10
−3577

Ts
+3.74 10

−827
Ts
−0.468

k0 [m/s] 437 45 17
CO Ea [J] 102000 86000 68000

Ke [-] e
3968.37

Ts
+3.94 10

−1834
Ts

+2.17 10
914
Ts
−1.097

tional reduction of individual parcels during the conversion
of hematite to magnetite. On the one hand, figure 1a unveils
that the bed is operated in the bubbling regime to optimize
the solid mixing, the gas-solid contact as well as the reaction
heat removal. On the other hand, figures 1b – 1d clearly re-
veal the removal of oxygen from the hematite ore due to the
conversion of CO to CO2, which increases the fraction re-
duction of the individual iron ore particles. In particular, the
content of CO considerably decreases as the gas passes the
particle bed while the content of CO2 increases.
Figure 2 shows the cumulative distribution function of the
fractional reduction. The figure indicates that after about
150 s approximately 50% of the hematite ore was converted
to magnetite. In particular, the smallest particles are already
converted after 150 s while the larger particles still contain
hematite (figure 3). This is clear, since the larger particles
contain much more hematite ore than compared to their sur-
face area than the smaller particles.
Finally, figure 4 shows the fractional reduction as a func-
tion of time for the different reduction steps. Both, experi-
ment and simulation unveil that the conversion of hematite
to magnetite (R3) is the fastest reduction step (Hanel et al.,
2015). After approximately 500 s the fractional reduction ap-
proaches a plateau, where the fractional reduction is about
11.1%. Here, the total amount of hematite was already con-
verted to magnetite. The subsequent conversion from mag-
netite to wustite is known to be the second fasted reduction
step, which is also correctly predicted by the presented con-
version model. Again, the fractional reduction approaches a
plateau region, where the fraction reduction is about 33.3%,
which is in fairly good agreement with the experiment. It has
to be noted that we stopped the simulations after reaching
the plateau regions of fractional correction during R3 and R2
and extrapolated the fractional correction in time in figure 4
till the next reduction step to reduce the computational de-
mands. The final reduction step, where wustite is converted
to metallic iron, unveils the slowest conversion rate. This
is also indicated by the kinetic parameters given in table 4.
Similar to the previous reduction steps, the present model is
able to correctly predict the conversion of wustite to iron.

CONCLUSION

We have presented the application of our previously pub-
lished hybrid-TFM (Schneiderbauer et al., 2015b; Schellan-
der et al., 2013; Pirker and Kahrimanovic, 2009; Schneider-
bauer et al., 2016a,b) to the conversion of iron ore to iron
using fluidized bed technolgogy. Such a modelling strat-
egy enables the efficient numerical analysis of reactive poly-
disperse gas-phase reactors without requiring computation-
ally demanding multi-fluid models, which are coupled to
population balance approaches.
To conclude, the results clearly show that the reactive hybrid-
TFM is able to picture the correct conversion rates within
the fluidized bed. Nevertheless, the conversion model has to
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(a) (b) (c) (d)

Figure 1: Snapshots at t = 228 s (i.e. within R3) of a) the solid volume fraction, b) the mass fraction of CO, c) the mass fraction of CO2 and d)
the fractional reduction of individual parcels.
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Figure 2: Snapshots of cumulative distribution of the fractional re-
duction during the conversion of hematite to magnetite.
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Figure 3: Snapshots of the fractional reduction as a function of the
particle diameter during the conversion of hematite to
magnetite.

be verified further against more different gas compositions.
I.e. future efforts will concentrate on the numerical analysis

0 1000 2000 3000 4000 5000

0

20

40

60

Figure 4: ractional reduction as a function of time for the different
reduction steps.

of different process conditions and their detailed evaluation
against experimental data. Finally, large-scale applications
should be investigated, where sub-grid corrections will be
required to account for the unresolved small scales on the be-
haviour of the fluidized bed and the conversion rates (Schnei-
derbauer, 2017).
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ABSTRACT 
 
Recent experiments have shown an influence of temperature on 
the minimum fluidization conditions in gas-solid fluidized 
beds, even when the gas phase density and viscosity were kept 
constant (Campos Velarde et al., 2016). Correlations that are 
available in the open literature, for predicting the minimum 
fluidization velocity and the bed voidage at minimum 
fluidization conditions at elevated temperatures, fail to describe 
their experimental data, in particular how the bed porosity at 
incipient fluidization conditions is changing with temperature.  
 
It is hypothesized that at higher temperatures inter-particle 
forces play an important role in this phenomenon. Inter-particle 
forces, specifically van der Waals forces, are known to be 
important in the fluidization of very fine powders, and may 
incur detrimental effects on the process such as the formation 
of particle agglomerates or reduced particle mixing. However, 
the experimental results by Campos Velarde et al. (2016) have 
indicated that such forces may also become important during 
the fluidization of larger particles at increased temperatures. In 
this work, we characterize the effects of inter-particle forces 
using simulations with a Discrete Particle Model (DPM).  
 
DPM is an Euler-Lagrange type model with a discrete 
description of the solids phase and a continuous description of 
the gas phase. The motion of each individual particle is tracked 
and described with Newton’s second law, with van der Waals 
forces used to describe the inter-particle forces. Van der Waals 
forces are described with a Hamaker constant, which depends 
on the particle material and fluidization gas properties and may 
depend on temperature (Castellanos et al., 2003). Particle-
particle interactions are dealt with using a soft-sphere collision 
model, which allows multiple simultaneous contacts between 
several pairs of particles. The gas phase is described with a set 
of volume-averaged Navier-Stokes equations, and full two-way 
coupling between the phases is implemented. 
 
In this work we investigate the influence of the inter-particle 
forces (by variation of the Hamaker constant) on the minimum 
fluidization velocity (Umf) and the bed porosity at minimum 
fluidization (ɛmf), and relate the effects to the dominating 
phenomena prevailing at high-temperature fluidization. 
 

Keywords: Discrete Particle Model, fluidized beds, 
minimum fluidization, interparticle forces.  
 

NOMENCLATURE 
 
Greek Symbols 
ρ  density, [kg/m3]. 
 ɛ porosity, [-]. 
µ  dynamic viscosity, [kg/m.s]. 
 τ viscous stress tensor, [kg/m s2]. 
 β inter-phase momentum exchange coefficient, [-]. 
 ω rotational velocity, [rad/s]. 
 𝜙𝜙 sphericity, [-]. 
 
Latin Symbols 
 Ar Archimedes number, [-]. 
 d particle diameter, [m]. 
 F   force, [N]. 
 g gravitational acceleration, [m/s2]. 
 H Hamaker constant, [J]. 
 I moment of inertia, [kg m2]. 
 K slope, [m/s2]. 
 m mass, [kg]. 
 Npart number of particles, [-]. 
p  pressure, [Pa]. 

Re Reynolds number, [-]. 
 r particle position, [m]. 
 r particle radius, [m]. 
 S inter-surface distance between two spheres, [m] 
 T torque, [N m]. 
 t time, [s]. 
 u  velocity, [m/s]. 
 U0 superficial gas velocity, [m/s]. 
 v particle velocity, [m/s]. 
 V volume, [m3]. 
 
Sub/superscripts 
 0 initial state 
 a particle index 
 g gas phase. 
 p particle phase. 
cont contact forces. 
vdW van der Waals forces. 
mf minimum fluidization point 
mb minimum bubbling point 
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INTRODUCTION 

Fluidized bed reactors are often used in the chemical 
process industry. Due to their sheer size, many studies 
have been and are being performed to optimize the 
operation of these reactors. Most industrial processes 
using fluidized beds are operated at reactive conditions, 
i.e. at elevated temperatures (Kunii and Levenspiel, 
1991). Research has shown that operation at elevated 
temperature has an effect on the bed voidage and 
minimum fluidization velocity (Lettieri et al., 2001). 
However, there is an ongoing debate on the mechanism 
by which the temperature influences the fluidization 
process.  
Since the early work by Geldart (1972), we know that 
different particle classes show very different fluidization 
behaviour even at ambient conditions. The boundaries 
between the different classes change at higher 
temperatures (Botterill et al., 1982). For instance, 
Botterill et al. (1982) and Lettieri et al. (2001) showed 
that particles that are originally classified as one Geldart 
type can change their fluidization characteristics to those 
belonging to another Geldart type with increasing 
temperature. One possible explanation for these changes 
in fluidization behaviour, according to Lattieri and 
Botterill, is that at high temperatures the gas phase 
properties (i.e. density and viscosity) change. However, 
other research suggests that also inter-particle 
forces (IPF) can have an important additional influence 
(Baerns (1966), Formisani et al. (1998)). Although the 
influence of the gas properties and IPFs occurs 
simultaneously during fluidization at elevated 
temperatures, researchers have debated about the relative 
contributions of these phenomena at different conditions. 
For example, Shabanian (2013) and Baerns (1966) have 
found that IPFs have a significant role using Geldart C 
type particles, whereas for Geldart B and D not much 
influence of IPFs were found. For Geldart A type 
particles, the debate is still ongoing. 
Numerical analysis was performed in different studies in 
order to investigate the influence of the van der Waals 
(denoted as vdW) forces on the fluidization behaviour. 
Ye et al. (2004) and Kobayashi et al. (2006) performed 
an analysis on the fluidization of Geldart A type particles 
including vdW forces between adjacent particles. Ye et 
al. (2004) specifically examined the influence of the 
Hamaker constant on the fluidization behaviour. Results 
showed, for example, that for higher values of the 
Hamaker constant, Geldart A particles can exhibit the 
fluidization behaviour of Geldart C type particles. In their 
study, the value of the Hamaker constant was chosen with 
the objective to demonstrate the influence, but the value 
was not directly related to actual particle properties. In 
this work, we adopt a similar approach, where we extend 
the study to Geldart B type particles. 
In a recent study done by Campos Velarde et al. (2016), 
a novel experimental approach was used for high 
temperature fluidization. The authors have carried out 
experiments where fluidization was performed with two 
different gas mixtures that possessed the same properties 
(density and viscosity) at different temperatures. It was 
shown that these two cases show different fluidization 
behaviour. This has lead the authors to suggest that IPFs 
could be the reason behind the observed phenomena. 

In the work of Castellanos (2003) it is shown that the 
Hamaker constant is dependent on temperature which 
indicate that the magnitude of the IPFs will also change 
with temperature. This work gives a first look on how the 
change of IPFs could influence the fluidization.  
Specifically, this work uses DEM simulations to show 
the influence of the vdW forces via the Hamaker constant 
on the minimum fluidization conditions (Umf and ɛmf) and 
average particle circulation patterns of Geldart A and 
Geldart B particles.  

MODEL DESCRIPTION 
The model used in this work originates from the work of 
Hoomans et al. (1996), Ye et al. (2004), and 
Tan et al. (2014). The gas flow is modelled by the 
volume-averaged Navier–Stokes equations  
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where ɛ is the porosity, and ρg, u, τ and p are the density, 
velocity, viscous stress tensor, and pressure of the gas 
phase, respectively. The source term Sp is defined as: 
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Note that V is the volume of the fluid cell, Va the volume 
of particle, va the particle velocity, ra is the position of a 
particle, Npart the number of particles and β is the inter-
phase momentum exchange coefficient. The 𝛿𝛿-function 
ensures that the drag force acts as a point force at the 
(central) position of a particle. The distribution function 
for mapping the properties from the Lagrangian particle 
positions to the Eulerian computational grid and vice 
versa is implemented in a straightforward manner 
through volume-weighing techniques (Hoomans et al., 
1996), which is often used when the volume of the 
smallest computational cell for the fluid is (much) larger 
than the volume of a particle. The integration calculates 
the total drag force between the gas phase and the 
particles in a computational cell. 
For the solids phase, the motion of each particle is 
described with Newton’s second law of motion. The 
translational motion of a single particle with mass ma and 
volume Va is computed with the following equation: 
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The forces on the right hand side of Equation (4) 
represent the contact force, vdW force, drag force, 
pressure gradient and gravity respectively. The rotational 
force balance is given by 
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where Ta is the torque, Ia the moment of inertia, and ωa 
the rotational velocity. 
The contact force between two particles (or a particle and 
a sidewall) is calculated by use of the soft-sphere model 
developed by Cundall and Strack (1979). In this model, a 
linear-spring and a dashpot are used to formulate the 
normal contact force, while a linear-spring, a dashpot and 
a slider are used to compute the tangential contact force, 
where the tangential spring stiffness is 2

7
th of the normal 

spring stiffness. 
In order to resolve the time-dependent motion of particles 
and the dynamics of the gas phase, two different time 
steps are used to solve the particle collisions and the 
Navier–Stokes equations. The time step in the soft-sphere 
model depends on the duration of a contact and should be 
sufficiently small to make sure that the contact lasts for a 
certain number of time steps. Doing so helps to avoid 
problems concerning energy conservation due to the 
numerical integration, which is inevitable in the soft-
sphere model. The time step for the particle phase can 
calculated from:  
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where KN is the minimum number of steps during one 
contact and normally in the range of 15–50. Using the 
normal stiffness kn determined from the Youngs modulus 
will result a very small time step which will require a 
large computation time. It has been found (Tsuji, 1993), 
however, that one can set kn to a lower value than the one 
derived from material properties without loss of accuracy 
for gas–solid fluidized beds. At the same time, kn should 
be a value sufficiently large so that the maximum overlap 
between particles is below 1% of the particle diameter to 
ensure that the computed hydrodynamics are not 
affected. As shown in Table 1, kn is set to a value such 
that at the very least 15 particle time steps are taken to 
evaluate a single contact, which gives 1×10-6 s as the time 
step for the selected particle phase in this work. 
To calculate the inter-particle vdW forces, we adopt the 
Hamaker scheme (Israelachvili, 1991): 
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where, S is the inter-surface distance between two 
spheres, H the Hamaker constant, and r1 and r2 the radii 
of the two spheres, respectively. However, Eq. (7) 
exhibits an apparent numerical singularity that the vdW 
interaction diverges if the distance between two particles 
approaches zero. In reality, such a situation will never 
occur, because of the short-range repulsion between 
particles. In the present model, we have not included this 
repulsion, however, we can avoid the numerical 
singularity by defining a cut-off (maximal) value of the 
vdW force between two spheres. In the simulations only 
particle-particle vdW forces have been used, no particle-

wall interactions other than collisions have been 
considered. 
 

Numerical simulations 
 
Input parameters 
 
In order to investigate the influence of vdW forces we 
consider two systems: one with Geldart A type particles 
with diameter of 100 µm and a density of 900 kg/m3, and 
a second one with Geldart B type particles with diameter 
of 500 µm and a density of 2525 kg/m3. Input parameters 
used for both systems are shown in Table 1.  

Table 1: Parameters used in simulation for vdW forces. 

Particle type                                      Geldart A   Geldart B 
Number of particles 7000 12000 
Particle diameter, dp  100 500 µm 
Particle density, ρ 900 2525 kg/m3 
Normal restitution coefficient, en 0.9 0.97 - 
Tangential restitution coefficient, et 0.9 0.33 - 
Friction coefficient, µt 0.3 0.1 - 
Normal spring stiffness, kn 420 7000 N·m 
Tangential spring stiffness, kt 120 2000 N·m 
CFD time step  1×10-5 s 
Particle time step, Δt 1×10-6 s 
Minimum interparticle distance, So 0.4 nm 
System height, Zmax 15 45 mm 
System width, Xmax 2 10 mm 
System depth, Ymax 1 10 mm 
CFD grid height, Δx 250 1250 µm 
CFD grid width, Δy 250 1250 µm 
CFD grid depth, Δz 250 1250 µm 
Shear viscosity of gas, µ 1.8 × 10-5 Pa·s 
Gas temperature, T 293 K 
Hamaker constant, H                         10-19/10-20/10-21/10-22  J 

 
 
Procedure and initial condition 
The Hamaker constant is known to be dependent on 
particle properties and the gas properties between the 
particles (Lefèvre (2009), Hamaker (1937)). In this 
research the primary goal is to investigate how the vdW 
forces affect the minimum fluidization conditions, so a 
value range of the Hamaker constant will be taken from 
10-19 down to 10-22 J. All simulations start by fluidizing 
the particles by a relatively large gas velocity for 2 s 
(Geldart A at 0.04 m/s; Geldart B at 0.45 m/s), and after 
the initial fluidization the gas supply is switched off 
causing the particles to drop down to form a packed bed. 
After a short settling period, the superficial gas velocity 
U0 is set to increase slowly and linearly in time: 
 

KtU =0  (8) 
 
Here the rate constant K is 0.03 m/s2, which is by Ye et 
al. (2005) optimal in the sense that this yields a 
reasonable speed-up compared to the step-wise method, 
where the deviation in the predicted pressure drop and 
bed height is minimal (again compared to the results from 
the step-wise method). 
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Simulation results 
 
Geldart A type particles 
 
The main focus of this part of the study is to investigate 
the influence of vdW forces on the minimum fluidization 
velocity. A number of snapshots of the simulations from 
a central slice of the bed (using no vdW forces, and 
Hamaker constants in the range of 10-21 to 10-19 J) are 
shown in Figure 1. We observe that bubble formation is 
suppressed for higher Hamaker constants. 
 

 
Figure 1: Snapshots from simulations showing the influence 
of the Hamaker constant on fluidization. Simulations were 
performed for Geldart A particles with the same superficial 

gas velocity. 
 

From Figure 2, showing the pressure drop over the bed 
as a function of the superficial gas velocity, we can draw 
the quantitative conclusion that vdW forces have a 
negligible influence on Umf. The biggest influence is 
observed during the transition from a fixed bed to the 
fluidized bed. Simulations that include vdW forces in the 
Δp-Umf graph show a more smooth transition from 
packed bed state towards the fluidized state as the 
Hamaker constant increases. One explanation for this 
behaviour would be that with a higher Hamaker constant 
particles form channels and clusters and by doing so 
allow gas to pass through the bed (Ye et al., 2004). We 
can take a look at snapshots from simulations presented 
in the Appendix (Figure 7), showing the gas density on a 
slice in the middle of the bed at the specific times. These 
snapshots show that for H = 10-19 and 10-20 J there is a 
longer homogeneous fluidization, which may be due to 
formed small clusters or channels. A further investigation 
on the emergence, whereabouts and possibly 
disintegration of these structures (channels and clustered 
particles) will be reported in a future work. An algorithm 
that can accurately locate such structures is under 
development. 
Values of Umf determined from the simulations for 
different Hamaker constants are given in Table 2: 

Table 2: Determined Umf for various Hamaker constants 

Hamaker constant H [J] Determined Umf [m/s] 
0 3.94 ×10-3 

10-22 3.94 ×10-3 
10-21 4.01 ×10-3 
10-20 4.07 ×10-3 
10-19 3.8 ×10-3 

 

 
Figure 2: Influence of the Hamaker constant on the pressure 
drop as a function of the gas velocity for Geldart A particles. 
 
We conclude that these changes are unimportant and that 
the biggest influence of the Hamaker constant is the 
reduction of the hysteresis and a slight decrease in the 
Δp-Umf slope of the homogeneous part of the fluidization. 
This effect could be explained in two ways; firstly, a 
reason could be a numerical artefact due to the soft sphere 
method that was employed in the DPM code for the 
particle collisions. As indicated in the model description, 
we assume a certain value of the spring stiffness that will 
avoid particle overlap exceeding 1% of their particle 
diameter during the simulation. Although for all the other 
types of simulation with fluidized beds this maximum 
overlap yielded satisfactory results, for simulations with 
higher Hamaker constants this maximally allowed 
overlap of 1% could still be too large. We can take a look 
at snapshots from simulations presented in the Appendix 
(Figure 9), showing the particle overlap for different 
Hamaker constants at the same gas velocity. Further 
investigation is ongoing on this topic to investigate 
whether it is necessary reduce the maximally allowed 
overlap. The second explanation lies in a possible 
existence of clusters and channels that would allow gas 
bypass which would reduce the pressure drop. 
Compared with work of Ye et al. (2004), our conclusions 
are matching well, the biggest difference is that their 
approach for determining Umf was a step-wise method of 
increasing the gas velocity instead of a continuous 
incrementing gas flow rate.  
The values determined from the simulations are slightly 
higher in comparison to the values calculated using the 
basic Ergun equation (Eq 9) with the bed porosity taken 
from our simulations. 
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Substituting the simulation data into these equations we 
obtain a value for the minimum fluidization velocity of 
0.0034 m/s for ɛmf = 0.4. This value is not significantly 
different from the values obtained from Figure 2.  
Simulations including Van der Waals forces show a clear 
influence on the average bed porosity (Figure 3). The bed 
porosity for increasing Hamaker constant is increasing, 
however, we observe for the largest Hamaker constant 
that the bed height and porosity are lower than the case 
without vdW forces. As noted before, this effect could be 
due to the soft sphere method.  
The minimum bubbling velocity Umb can be determined 
by using a combination of the snapshots of the bed 
porosity and from Δp-U0 graph. For all cases, bubbles 
start to appear at around 0.023 m/s, which is lower than 
the value reported in Ye et al.’s (2004) work. It is 
important to mention that our simulations were 
performed in 3D, whereas Ye et al. (2004) used 2D 
simulations. 
 

 

Figure 3: Average bed porosity as a function of the 
superficial gas velocity. 

The influence of van der Waals forces on the time-
averaged solids velocity is shown in Figure 8 in the 
Appendix. 
The time averaged solids velocities were plotted 
for H = 10-19/20/21 J at gas velocities 0.004 m/s and 
0.014 m/s. For all the cases the circulation patterns 
follow the anticipated profile with solids flowing 
upwards in the centre of the bed and downwards near the 
walls of the column. For cases with the superficial gas 
velocity close to the minimum velocity, the solids 
circulation rate is somewhat reduced for cases with 
higher Hamaker constants, as expected. At higher 
superficial gas velocities this effect is similar, but 
somewhat less pronounced. 
 
Geldart B type particles 
 
As a first step in the investigation of high-temperature 
fluidization of Geldart B type particles, we have 
examined the minimum fluidization conditions. 
Compared to Geldart A particles, a similar effect on Umf 
was observed also for Geldart B particles. For higher 
Hamaker constants, the superficial gas velocity at 
incipient fluidization conditions is slightly higher (see 
Figure 4). However, we do not observe a decrease in the 
minimum fluidization gas velocity for H=10-19 J, but 
found a significant increase in the minimum fluidization 
velocity. The values for the minimum fluidization 

velocity determined from the simulation results are given 
in Table 3:  

Table 3: Determined Umf for various Hamaker constants 

Hamaker constant H [J] Determined Umf [m/s] 
0 0.2224 

10-22 0.2274 
10-21 0.2277 
10-20 0.2321 
10-19 0.2885 

 
When calculating Umf using Ergun’s equation with 
characteristics for Geldart B particles and with the 
porosity from simulations (ɛmf = 0.4), we find 0.226 m/s, 
which is very close to the simulated values. 

 

Figure 4: Influence of the Hamaker constant on the pressure 
drop vs. the superficial gas velocity for Geldart B particles. 

For the time-averaged bed porosity a slightly different 
behaviour was observed compared to our findings for 
Geldart A particles. It was also found that by increasing 
the gas velocity the bed porosity tends to increase (Figure 
5). However, for a very high Hamaker constant, the bed 
porosity was larger than for the case without vdW forces, 
which is clearly different from the Geldart A simulations.  

 
Figure 5: Bed porosity as a function of the gas velocity, 

influence of the Hamaker constant on the bed compaction. 

A possible reason for this behaviour we can find in the 
fact that simulations start by fluidizing the particles with 
a relatively large gas velocity for 2 s, after which the gas 
flow is switched off and the particles drop down to form 
the initial situation before the velocity starts to increase 
linearly in time. By doing so, the particles in the 
simulations with a larger Hamaker constant tend to form 
clusters that affect the overall bed porosity with the 
formation of larger voids. In comparison, the case 
without vdW forces shows that particles have been 
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distributed more uniformly over the bottom of the reactor 
(Appendix, Figure 10) resulting in a higher overall bed 
porosity.  
Similar to the results for Geldart A particles, the average 
overlap is higher for the case with a stronger Hamaker 
constant (Figure 6) and this needs to be further 
investigated.  
 

 

Figure 6: Average overlap between particles during the 
simulations, the effect of the Hamaker constant on the bed 
porosity may be related to the increased particle overlap. 

 
In a future work a more detailed comparison will be 
carried out between the experiments at high temperatures 
and DPM simulations including vdW forces. 

CONCLUSIONS 
The main conclusions are: 

1. For both Geldart A and Geldart B particles vdW 
forces increase the minimum fluidization bed 
porosity (increased bed height). 

2. For higher Hamaker constants Geldart B 
particles tend to form unstable channels and 
clusters.  

3. The effect of the maximum particle overlap has 
to be further investigated. The current 
maximum allowed overlap may not suitable for 
the cases of the strongest considered Hamaker 
constants, where the average particle overlap is 
higher. 

 
 

ACKNOWLEDGMENTS 
The authors wish to thank the European Commission for 
supporting this work as part of the research project 
“Intensified by Design platform for the intensification of 
processes involving solids handling”, IbD®, under the 
H2020 SPIRE programme (SPIRE-08-2015-680565). 
 

REFERENCES 
BAERNS, M., (1966), “Effect of Interparticle Adhesive 

Forces on Fluidization of Fine Particles”, Ind. Eng. Chem. 
Fundamen., 5 (4), 508–516 

BOTTERILL, J.S.M., TEOMAN, Y., YÜREGIR, K.R., 
(1982), ”The Effect of Operating Temperature on the Velocity 
of Minimum Fluidization, Bed Voidage and General Behavior”, 
Powder Technology, 31, 101 – 110 

CAMPOS VELARDE, I., GRIM, R., GALLUCCI, F., VAN 
SINT ANNALAND, M., (2016), “Influence of Temperature on 

Minimum Fluidization Properties of Gas-Solid Fluidized 
Beds”, Powder Technology, Submitted. 

CASTELLANOS, A. J., GARCIA-SUCRE, M., URBINA-
VILLALBA G., (2003), “Temperature dependence of Hamaker 
constants for fluorocarbon compounds” The Journal of 
Physical Chemistry B, 107, 8532-8537 

CUNDALL, P.A., STRACK, O.D., (1979), “A discrete 
numerical model for granular assemblies”, 
Geotechnique, 29, 47. 

FORMISANI, B., GIRIMONTE, R., MANCUSO, L., (1998) 
“Analysis of the fluidization process of particle beds at high 
temperature”, Chemical Engineering Science, 53(5), 951–961 

GELDART, D. (1972), “The Effect of Particle Size and Size 
Distribution on the Behaviour of Gas-Fluidised Beds”, Powder 
Technology, 6, 201-215 

GELDART, D. (1973), “Types of gas fluidization”, Powder 
Technology, 7, 285-292 

HAMAKER, H.C., (1937) “The London – van der Waals 
attraction between spherical particles”, Physica, 4(10), 1058–
1072. 

HOOMANS, B.P.B., KUIPERS, J.A.M., BRIELS, W.J., 
VAN SWAAIJ, W.P.M., (1996) “Discrete particle simulation 
of bubble and slug formation in a two-dimensional gas-
fluidised bed: a hard-sphere approach” Chemical Engineering 
Science, 51, 99–118. 

ISRAELACHVILI, J., (1991) “Intermolecular and Surface 
Forces”, Academic Press, London 

KOBAYASHI, T., MUKAI, T., KAWAGUCHI, T., 
TANAKA T., TSUJI Y., (2006), “DEM Analysis on Flow 
Patterns of Geldart's Group A Particles in Fluidized Bed-Effect 
of Adhesion and Lubrication Forces”, Journal of the Society of 
Powder Technology, Japan, 43, 737-745 

KUNII, D., LEVENSPIEL, O., (1991.) “Fluidization 
engineering”, Butterworth-Heinmann, London 

LEFÈVRE, G., JOLIVET, A., (2009), “Calculation of 
Hamaker constants applied to the deposition of Metallic oxide 
particles at high temperature”, Proceedings of International 
Conference on Heat Exchanger Fouling and Cleaning VIII 

LETTIERI, P., NEWTON, D., YATES, J.G., (2001), “High 
temperature effects on the dense phase properties of gas 
fluidized beds”, Powder Technology, 120, 34–40 

SHABANIAN, J., FOTOVAT, F., CHAOUKI, J., 
BOUFFARD, J., (2013) "Fluidization Behavior in a Gas- Solid 
Fluidized Bed with Thermally Induced Inter-Particle Forces" 
10th International Conference on Circulating Fluidized Beds 
and Fluidization Technology - CFB-10", Eds, ECI Symposium 
Series, Volume RP7 

SEVILLE, J.P.K., WILLETT, C.D., KNIGHT P.C., (2000), 
“Interparticle forces in fluidisation: a review”, Powder 
Technology. 113, 261–268 

SUBRAMANI, H.J., BALAIYYA, M.B.M., MIRANDA, 
L.R., (2007), “Minimum fluidization velocity at elevated 
temperatures for Geldart’s group-B powders”, Experimental 
Thermal and Fluid Science, 32, 166–173 

TAN, L., ROGHAIR, I., VAN SINT ANNALAND, M., 
(2014) “Simulation study on the effect of gas permeation on the 
hydrodynamic characteristics of membrane-assisted micro 
fluidized beds”, Applied Mathematical Modeling, 38, 4291-
4307 

TSUJI, Y., KAWAGUCHI, T., TANAKA, T., (1993) 
“Discrete particle simulation of two-dimensional fluidized 
bed”, Powder Technology, 77, 79–87. 

YE, M., VAN DER HOEF, M.A., KUIPERS, J.A.M., (2004) 
“A numerical study of fluidization behavior of Geldart A 
particles using a discrete particle model”, Powder Technology, 
139, 129-139 

YE, M., VAN DER HOEF, M.A., KUIPERS, J.A.M., (2005) 
“The effects of particle and gas properties on the fluidization of 
Geldart A particles”, Chemical Engineering Science 60, 4567 – 
4580 

112



APPENDIX  

 

Figure 7: Gas density distribution in the bed of Geldart A particles.  

 
 

Figure 8: Average particle velocity for different Hamaker constants. Geldart A particles. 
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Figure 9: Overlap between the particles for different Hamaker constants at U0=0.0035 m/s 

 
 

 

Figure 10: Slice of the bottom of the bed after the particle drop. Influence of vdW forces on fixed bed.
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ABSTRACT 
CFD simulations of fluidized bed reactors are generally 
limited to the laboratory scale because of the fine grid 
sizes that are required to resolve complex particle 
clustering phenomena. The filtered Two Fluid Model 
(fTFM) approach has recently emerged as a promising 
method for allowing reasonable predictions of large-
scale fluidized beds. This paper presents a verification 
study of new two-marker fTFM closures. In general, the 
fTFMs matched well to the resolved simulations. It was 
shown that the two-marker models significantly 
increased the predicted degree of phase segregation 
(resolved in coarse grid simulations), and hence have 
superior capabilities compared to simpler one-marker 
models. Also, the two-marker model predicted a more 
dynamic transient flow behaviour. However, further 
work is recommended to extend the present study over a 
wider range of flow conditions.  

Keywords: CFD, Fluidized beds, verification, filtered 
two-fluid model. 

NOMENCLATURE 
Greek Symbols 
α  Volume fraction, []. 
µ  Dynamic viscosity, [kg/m.s]. 
ρ  Density, [kg/m3]. 

sτ   Stress tensor, [Pa]. 
υ  Velocity, [m/s]. 

f∆ Filter size, [m]. 
 

Latin Symbols 
d  Particle diameter, [m]. 
D  Mass diffusivity, [m2/s]. 
g  Gravitational acceleration, [m/s²]. 

sgK  Momentum exchange coefficient, [kg/m3s]. 

p  Pressure, [Pa]. 
S  Shear rate magnitude, [1/s]. 
t  Time, [s]. 

tv  Terminal settling velocity, [m/s]. 

AX  Mass fraction of species A, []. 
 
Subscripts, superscripts and accents 
f  Filtered. 
g  Gas. 
s  Solids. 

 Algebraic volume average. 
  Phase-weighted volume average. 
〈 〉 Time average.  


 Vector quantity. 
*  Scaled or non-dimensionalized quantity. 
'  Fluctuating quantity. 

INTRODUCTION 
Fluidized beds are widely used in industry due to their 
excellent mass and heat transfer properties. In the last 
three of decades, CFD has emerged as a useful tool with 
which to investigate the reactive flow in these reactors, 
although significant challenges remain (Cloete et al., 
2012). The most important limitation of this approach 
remains the excessive computational times involved in 
simulating industrial scale reactors, due to the large 
number of particles (in the order of 1012). 

The filtered Two-Fluid Model (fTFM) (Igci et al., 2008) 
offers a solution to this problem. The TFM closed by 
the Kinetic Theory of Granular Flow (KTGF) (Lun et 
al., 1984, Gidaspow et al., 1992), where the fluctuations 
in the particle velocities are treated analogous to that of 
gas molecules in the kinetic theory of gases, are often 
employed in fluidized bed simulations. However, 
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KTGF-based TFMs suffer from the limitation that they 
require a high enough grid resolution to resolve the 
small scale structures (particle clusters and gas bubbles) 
for accurate model predictions, leading to 
computationally expensive simulations. The fTFM aims 
to reduce the required computational time substantially 
by relying on spatially-averaged (i.e., “filtered”) 
governing equations. However, this leads to additional 
terms in these equations (that account for small-scale 
fluctuations) which must be closed. These closures are 
generally formulated as a function of the size of the 
averaging region, and additional marker quantities. 
Closures may be obtained by fitting a proposed 
functional form to data obtained from fine grid TFM 
simulations.  

Most of the research in this field has been limited to 
developing models for the filtered hydrodynamics (Ozel 
et al., 2013, Schneiderbauer and Pirker, 2014, Sarkar et 
al., 2016), where sub-grid corrections to the interphase 
drag and solids stresses are essential. However, in 
reactive flows further closures are required to correct 
the reaction rate and species dispersion for sub-grid 
effects. Models have been proposed for these effects 
(Holloway and Sundaresan, 2012, Agrawal et al., 2013), 
but have not been verified so far. 

This paper will therefore evaluated the reactive fTFM 
closures developed by the Princeton group (Igci and 
Sundaresan, 2011, Holloway and Sundaresan, 2012, 
Agrawal et al., 2013). Additionally, a new set of 
closures for the filtered drag, solids pressure and 
reaction rate will be tested. These comparisons will give 
an indication of the ability of the fTFM approach to 
predict reactive flow on coarse grids and will help 
identify areas of improvement for the existing models. 

MODEL DESCRIPTION 

Governing equations 
Two types of simulations are performed in this study: 
coarse grid simulations using fTFM closures and 
resolved TFM simulations against which to verify the 
coarse grid results. The resolved TFM simulations 
follow a standard KTGF approach as commonly 
employed in the literature, e.g. (Cloete et al., 2017), and 
the equations and closures used will therefore not be 
described here in detail. 

However, the equations and fTFM closures employed in 
the coarse grid simulations warrant further discussion. 
Two sets of fTFM closures are evaluated in this 
verification study: a model from the Princeton group 
and a new model proposed in this study. To derive 
filtered equations, a spatial average is performed on all 
equations and averages of products are rearranged by 
defining the instantaneous value of a quantity as the 
sum of its averaged value and a fluctuating component. 
Employing this procedure to the solids momentum 
equation, the following equation is obtained.  
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For the hydrodynamics, closures are required for the 
filtered kinetic theory stresses (second term and fourth 
term on the right), the meso-scale solids stresses (third 
term on the right), the filtered drag force (sixth term on 
the right) and an added mass-like force due to the 
subgrid pressure gradient fluctuations (last term on the 
right). Additionally, similar meso-scale stresses in the 
gas momentum equation will require closure. However, 
in this study these stresses are neglected, since they are 
generally considered to be much smaller than the 
particle phase meso-scale stresses (Milioli et al., 2013). 

For the fTFM hydrodynamics from the Princeton group, 
the model by Igci and Sundaresan (2011) is used, which 
closes the filtered solids stresses and the filtered drag as 
a function of the filter size and the filtered solids 
volume fraction. Although more advanced models using 
an additional marker have been published, a recent 
hydrodynamic verification study (Cloete et al., 2017) 
showed that these advanced models perform poorly in 
predicting the hydrodynamics in 2D flows, whereas the 
simpler Igci model performed very well. 

For the fTFM proposed in this study, the following 
closures are suggested. The filtered drag force and the 
pressure gradient fluctuation term are modelled together 
as a correction to the microscopic drag law, as follows.  
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The drag correction factor, C, is calculated as a function 
of the dimensionless filter size (Igci et al., 2008), the 
filtered solids volume fraction and the filtered slip 
velocity magnitude scaled by the steady state slip 
velocity (Cloete et al.). This scaling of the slip velocity 
was shown to lead to a better distribution of data in the 
parameter space and to a simple dependency of the drag 
correction factor on the filtered slip velocity, resulting 
in a better fit of the correlation to the resolved 
simulation data. The following correlation is used: 
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Where 𝑥𝑥1 = 46.75, 𝑥𝑥2 = 51.51, 𝑥𝑥3 = 1.370, 𝑥𝑥4 =
0.8632, 𝑥𝑥5 = 0.05360, 𝑥𝑥6 = 0.4776, 𝑥𝑥7 = 364.1, 
𝑥𝑥8 = 260.7, 𝑥𝑥9 = 0.889, 𝑥𝑥10 = 0.494, and 𝛼𝛼�𝑚𝑚𝑚𝑚𝑚𝑚 =
0.55. The fine grid scaled filter size is set to ∆𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓∗ =
0.1286. 

It is assumed that the filtered kinetic theory stresses are 
much smaller than the meso-scale stresses for filter sizes 
large enough for practical use (Igci et al., 2008). 
Therefore closures for the former stresses are neglected. 
However, the following closure is proposed for the 
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dimensionless filtered frictional pressure, which was 
found to be significant: 
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Where 𝑥𝑥1 = 4.016, 𝑥𝑥2 = −0.005543, 𝑥𝑥3 = 0.1905, 
𝑥𝑥4 = 1.939, 𝑥𝑥5 = 1.658, 𝑥𝑥6 = 0.03935, 𝑥𝑥7 = 12.78, 
𝑥𝑥8 = 5.084 and 𝛼𝛼�𝑠𝑠,𝑚𝑚𝑚𝑚𝑚𝑚 = 0.63. The dimensionless 
filtered solids shear rate magnitude, 𝑆𝑆𝑠𝑠�

∗, is calculated as 
done by Milioli et al. (2013). 

It was found that the effect of modelling the off-
diagonal component of the solids meso-scale stress on 
the coarse grid simulations were small, therefore a new 
model was not derived as part of this study and the 
model of (Sarkar et al., 2016) is used. For the diagonal 
components of the solids meso-scale stresses the 
following correlation is proposed: 
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Where 𝑥𝑥1 = 1.522, 𝑥𝑥2 = 15.49, 𝑥𝑥3 = 1.162, 𝑥𝑥4 =
0.5660, 𝑥𝑥5 = 1.385, 𝑥𝑥6 = 0.07166, 𝑥𝑥7 = −0.9543,  
and 𝛼𝛼�𝑚𝑚𝑚𝑚𝑚𝑚 = 0.6043. The correlation shape is based on 
a Smagorinsky-type model as used by Sarkar et al. 
(2016), with modifications to have zero meso-scale 
stresses at the filter size where the resolved simulations 
were performed, and non-zero meso-scale stresses at 
zero filtered shear rates. The latter is motivated by an 
observation of Schneiderbauer (2016). 

A simple irreversible, first-order, solids-catalysed 
reaction of species A to species B is considered in this 
study. The filtered gas species transport equation, 
formulated for the mass fraction of species A, is: 
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The first term on the right is neglected, considering that 
the molecular diffusion is small relative to species 
dispersion due to the meso-scale velocity fluctuations 
(i.e., the second term on the right). The species 
dispersion due to the meso-scale velocity fluctuations is 
modelled as an added diffusivity as proposed by 
Agrawal et al. (2013). 

The last term on the right hand side of the species 
transport equation is modelled as follows: 



s A s AX R Xα α=  (7) 

The reaction rate correction factor 𝑅𝑅 accounts for the 
effect of unresolved concentration and voidage 
fluctuations on the filtered reaction source term. It can 

be calculated from finely-resolved reaction rate data, 
and can be defined such that it also accounts for non-
local effects (i.e., gradient terms) as suggested by 
Holloway and Sundaresan (2012). This was also done in 
our present contribution. For the Princeton fTFM setup 
the model by Holloway and Sundaresan (2012) is used. 
A new model for 𝑅𝑅, adding an additional marker for the 
scaled slip velocity, is proposed as part of this study. 
The proposed model is limited to the specific case of a 
reaction rate constant giving a Thiele modulus of 0.16. 
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Where 𝑥𝑥1 = 7.925, 𝑥𝑥2 = 17.31, 𝑥𝑥3 = 0.3511, 𝑥𝑥4 =
0.7772, 𝑥𝑥5 = 0.1366, 𝑥𝑥6 = 1.007, 𝑥𝑥7 = −0.09253, 
𝑥𝑥8 = −0.003722 and 𝛼𝛼�𝑚𝑚𝑚𝑚𝑚𝑚 = 0.5627. 

Verification cases 
The average superficial inlet gas velocity for this study 
is chosen to be at the geometric center of the bubbling 
fluidization regime, according to Bi and Grace (1995), 
giving an average superficial velocity of 0.468 𝑚𝑚

𝑠𝑠
 at the 

inlet. A solids flux of 150 𝑘𝑘𝑘𝑘
𝑚𝑚2𝑠𝑠

 is specified. 

Furthermore, the profile of the velocity, solids volume 
fraction and reactant mass fraction at the inlet is 
specified to be non-uniform. This allows more rigorous 
testing of the filtered models by creating mean gradients 
in the flow. The gas phase superficial velocity is chosen 
to be half the average superficial velocity at the sides of 
the domain and increases linearly towards the center. 
Zero slip between the phases is specified at the inlet. 
The solid volume fraction is set to a minimum at the 
centre and increases linearly to the sides. The value of 
the minimum solids volume fraction is set equal to half 
the solids volume fraction required to deliver the 
specified solids flux at the mean gas superficial 
velocity. Finally, the reactant species mass fraction is 
set to 1 at the center and 0 at the sides. 

The simulation domain consists of a rectangular reactor 
region, 0.96 m by 1.6 m, and a small outlet region with 
walls sloping at 45° towards the outlet. The wall 
boundary condition is set as free slip for the solids to 
minimize the effect of the outlet region on the flow in 
the rest of the domain. The outlet has a small width of 
10 cm to prevent backflow, which could potentially 
cause numerical instabilities. The sides of the 
fluidization region are specified as periodic boundaries, 
since the models evaluated in this study was derived for 
periodic flows far away from wall-effects.  

Due to the large computational expense of performing 
resolved simulations (performed at a grid size equal to 
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11.8 times the particle diameter) in such a large domain, 
all simulations were performed in 2D. Testing filtered 
models in 2D remains a valid approach, since filtered 
models derived from 2D and 3D simulations have been 
shown to be qualitatively similar (Igci et al., 2008).  

The particle and fluid properties used in the simulations 
are summarized in Table 1. 

Table 1: Summary of particle and fluid properties 

d  Particle diameter 75×10-6 m 

sρ  Particle density 1500 kg/m3 

gρ  Gas density 1.3 kg/m3 

gµ  Gas viscosity 1.8×10-5 kg/m s 

tv  Terminal settling 
velocity 0.2184 m/s 

D  Mass diffusivity 1.385×10-5 m2/s 

 
The coarse grid simulations are allowed to run for 10 s 
of simulation time to reach a statistical steady state, 
after which the results are time averaged for 50 s. The 
resolved simulation has been time-averaged for 9 s. 
Two values are used to quantify the overall reactor 
behaviour: the average solids holdup and the average 
scaled conversion. The average solids holdup is 
calculated as the time-averaged solids volume fraction 
averaged over the rectangular region of the geometry. 
The scaled conversion of the reactant is calculated as 
− log10〈𝑋𝑋𝐴𝐴〉������. To calculate 〈𝑋𝑋𝐴𝐴〉������ the time-average reactant 
mass fraction is averaged over a horizontal line at a 
height of 1.5 m (0.1 m below the start of the outlet 
region). The averaging regions for both quantities are 
chosen in such a way as to minimize the effect of the 
outlet region on the results. 

RESULTS 
Results will be presented and discussed in two main 
sections. Firstly, the overall model performance will be 
compared using the holdup and conversion performance 
parameters discussed in the previous paragraph. Then, a 
more detailed comparison between the different model 
predictions for the spatial distribution of key quantities 
will be presented and discussed.  

Overall comparison 
Model performance is summarized in Figure 1. Firstly, 
the need for filtered modelling on coarse grids is readily 
visible from the cases without any filtered models. 
Predictions of the holdup without any filtered modelling 
are lower by about 20% because clusters are not 
resolved and drag is over-predicted. A much larger error 
is observed for the reaction rate because mass transfer 
limitations caused by clustering are strongly under-
predicted when not resolving the clusters. It is notable 
that the overall conversion is over-predicted by up to 
100% even though a substantially lower solids holdup is 
predicted.  

 

Figure 1: Deviation of model predictions from the resolved 
simulations for the solids holdup and reactant conversion.  

Both filtered models investigated in this work resulted 
in substantial improvements relative to the cases 
without any filtered modelling. However, it is also clear 
that both models show significant grid dependencies, 
implying that work is still needed to improve the filter 
size dependency on the models. The primary difference 
between the performance of the Princeton and NTNU 
model setups is the trend of reactant conversion with an 
increase in grid size. The Princeton model increasingly 
under-predicts the reactant conversion at larger grid 
sizes, whereas the NTNU model over-predicts it. For the 
NTNU model, this trend is aligned with the increase in 
solids holdup at larger filter sizes, so the trend can be 
partly explained by the imperfect hydrodynamic 
models. For the Princeton models, on the other hand, the 
trend is in opposition to the holdup trend, implying that 
significant improvements to the reaction rate model are 
required. 

Detailed comparison 
A good idea about model behaviour can be formed by 
inspecting the contours of instantaneous solids volume 
fraction and conversion presented in Figure 2 and 
Figure 3. 
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Figure 2: Instantaneous contours of solids volume fraction. 
Top row: no filtered modelling. Middle row: Princeton model. 
Bottom row: NTNU model. Each row shows the resolved 
simulation on the left and then the coarse grid simulations on 
grids of 20, 40 and 80 mm. The blue-red colour map spans a 
range of 0-0.6.   

Figure 2 clearly shows the increased holdup simulated 
by the filtered models relative to the coarse grid 
simulations with no filtered modelling. In addition, the 
NTNU models (two-marker models) generally predict 
more phase segregation than the Princeton models (i.e., 
primarily one-marker models). This is the result of a 
wider range of variation for each filtered quantity 
ensured by a two-marker model relative to a one-marker 
model. The variation of filtered quantities (e.g. drag, 
pressure, etc.) will therefore be more pronounced in 
adjacent cells and the resulting force gradients will lead 
to greater phase segregation. As expected, it is also 
clearly visible that the amount of phase segregation 
reduces as the grid size (and filter size) is increased.  

When inspecting the resolved simulation profiles, it 
appears as if the prediction of denser “clusters of 
clusters” by the filtered model is correct. Denser regions 
with many clusters and more dilute regions with fewer 
clusters are clearly visible in the resolved simulation. 
The resolution of these denser regions is gradually lost 
as the grid size is increased in the filtered simulations, 
especially for the one-marker Princeton models.   

 

Figure 3: Instantaneous contours of reactant conversion 
�− 𝐥𝐥𝐥𝐥𝐥𝐥𝟏𝟏𝟏𝟏〈𝑿𝑿𝑨𝑨〉�������. Top row: no filtered modelling. Middle row: 
Princeton model. Bottom row: NTNU model. Each row shows 
the resolved simulation on the left and then the coarse grid 
simulations on grids of 20, 40 and 80 mm. The blue-red colour 
map spans a range of 0-7.   

The reactant conversion profiles in Figure 3 show that 
the filtered models generally capture the reactant 
transport correctly: low conversion in the central part of 
the inlet (high velocities and reactant mole fractions, 
and low volume fractions) with higher conversions at 
the sides of the domain. In addition, regions of low and 
high conversion in the developed flow regions seem to 
be qualitatively captured by the filtered models. As may 
be expected, these regions are aligned with the regions 
of low and high solids volume fraction in Figure 2. 

It should be noted that the conversion looks 
misleadingly low in the filtered simulations because of 
the log scaling used to visualize the conversion. Spatial 
averages over a range of conversions �− log10〈𝑋𝑋𝐴𝐴〉������� 
would be heavily weighted towards lower sample 
values.  

Another perspective is given by the time-averaged 
solids volume fraction and conversion plots given in 
Figure 4 and Figure 5. The solids volume fraction 
contours show that the Princeton models generally 
predict higher solids volume fraction regions on the 
sides of the domain than the NTNU models. This is 
accentuated as the grid size is increased until a central 
spout between two dense regions is predicted on the 80 
mm grid. In this measure, the NTNU models appear to 
match more closely with the resolved simulations, 
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although the triangular shape of the central inlet spout is 
gradually lost as the grid size is increased.  

 

Figure 4: Time-averaged contours of solids volume fraction. 
Top row: no filtered modelling. Middle row: Princeton model. 
Bottom row: NTNU model. Each row shows the resolved 
simulation on the left and then the coarse grid simulations on 
grids of 20, 40 and 80 mm. The blue-red colour map spans a 
range of 0.1-0.36.   

In general, it appears as if dense regions over the sides 
of the inlet tend to form more easily when less flow 
dynamics (driven primarily by phase segregation) are 
resolved. This may be expected since dynamically 
moving dense regions will have a lower tendency to 
stagnate in regions with low fluidization velocity, but 
rather move through that region to again be swept up by 
the stronger central gas stream. The greater phase 
segregation resolved by the two-marker NTNU models 
therefore appears to improve the prediction in this case. 

 When inspecting the reactant conversion contours in 
Figure 5, it is seen that the profiles qualitatively align 
with the volume fraction profiles in Figure 4: denser 
regions align with higher conversion and vice versa. 
However, significant improvement still seems to be 
possible. Both models appear to under-predict the 
conversion in the bottom-side regions of the domain. 
The Princeton models over-predicted solids holdup in 
these regions, so it would be expected that a similar 
over-prediction in conversion will result. This becomes 
particularly evident at larger filter sizes where large 
regions of high volume fraction were predicted, but 
conversion is increasingly under-predicted. Similarly, 
the NTNU models predict the solids holdup with 

reasonable accuracy in the bottom-side regions of the 
domain, but the conversion in these regions is 
significantly under-predicted. This may be related to a 
over-prediction of the scalar dispersion rate.  

 

Figure 5: Time-averaged contours of reactant conversion 
�− 𝐥𝐥𝐥𝐥𝐥𝐥𝟏𝟏𝟏𝟏〈𝑿𝑿𝑨𝑨〉�������. Top row: no filtered modelling. Middle row: 
Princeton model. Bottom row: NTNU model. Each row shows 
the resolved simulation on the left and then the coarse grid 
simulations on grids of 20, 40 and 80 mm. The blue-red colour 
map spans a range of 0-6.   

As shown in Figure 6, exclusion of the scalar dispersion 
model led to a reactant conversion profile that is better 
aligned with the solids volume fraction profiles shown 
in Figure 4. The dense regions at the sides of the domain 
above the inlet now show greater conversion. However, 
the effect of the scalar dispersion model is small and it 
did not significantly affect the overall conversion in the 
domain.  

Aside from this moderate discrepancy in the lateral 
direction at the bottom of the domain, conversion also 
appears to proceed too slowly along the height of the 
domain despite reasonably accurate predictions of the 
solids volume fraction in Figure 4. For the NTNU 
model, one possible explanation for this trend is that the 
phase segregation is too strong, leading to excessive 
mass transfer limitations. Further investigation is 
required to determine whether these moderate 
discrepancies are caused by inaccuracies from the 
hydrodynamic models or the reaction rate model. Given 
the relative simplicity of deriving a reaction rate model, 
the hydrodynamic models appear to be the more likely 
source of error. For the Princeton models, the filter size 
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dependency of the reaction rate model appears to be too 
weak, leading to progressively larger under-predictions 
of conversion with an increase in the grid size.   

 

Figure 6: Time-averaged contours of reactant conversion 
�−𝒍𝒍𝒍𝒍𝒍𝒍(𝑿𝑿𝑨𝑨)� with the NTNU model. Top row: with scalar 
dispersion model. Bottom row: without scalar dispersion 
model. Each row shows the resolved simulation on the left and 
then the coarse grid simulations on grids of 20, 40 and 80 mm. 
The blue-red colour map spans a range of 0-6. 

CONCLUSION 
A new two-marker filtered Two Fluid Model 
formulation is presented for solving reactive flows in 
fluidized beds. The model is verified against a 
computationally expensive resolved simulation to show 
good agreement. However, significant grid dependency 
is still present, which must be addressed in future model 
development work.  

The two-marker model is compared to earlier one-
marker models from the literature. Greater phase 
segregation is resolved by the two-marker model 
relative to the one-marker model, thereby capturing 
more flow dynamics even on a coarse mesh. In this 
case, the increased resolution of flow prevented 
excessive stagnation in low velocity regions of the 
domain.  

The proposed two-marker reaction rate model 
performed significantly better than the existing one-
marker model where the filter size dependency was 
found to be too weak. It is likely that the required 
improvements to conversion predictions can be more 
readily achieved by improving the more complex 
hydrodynamic models than the relatively simple 
reaction rate model. Finally, it was found that the 
inclusion of a model for dispersion of the reactant due to 
meso-scale velocity fluctuations appeared to have a 
slightly negative effect on model accuracy. 

In general, this successful verification study shows the 
promise of the two-marker model approach. Further 
verification work over a wider range of flow conditions 
is recommended for future study.  
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ABSTRACT
Cardiovascular diseases, like Carotid Artery Disease and Coronary
Artery Disease (CAD) are associated with the narrowing of artery
due to build-up of fatty substances and cholesterol deposits (called
plaque). Carotid Artery Disease increases the chances of brain
stroke. Hence, the main objective of this work is to apply computa-
tional tools to help differentiate between the healthy and unhealthy
artery (with 25% stenosis) using a combination of Computational
Fluid Dynamics (CFD) and data mining tools. In this work, first,
the CFD has been qualitatively shown to provide similar results
as the experimental Phase-Contrast Magnetic Resonance Imaging
(PCMRI) technique. The CFD simulation shows that wall shear
stress is an ideal parameter to identify the location of plaque forma-
tion and the existence of plaque conditions in the body (due to over-
all higher spatially averaged wall shear stress in the clogged case at
all times in the cycle). Then data mining tools like Fast Fourier
Transform (FFT) and Proper Orthogonal Decomposition (POD)
have been used to unearth a pattern that can be useful for diagno-
sis. FFT shows that the flow constriction induced by plaque leads
to lesser variation in magnitudes of energy of dominant frequencies
at different locations like, wake region, mid-Internal Carotid Artery
(mid-ICA) and mid-Common Carotid Artery (mid-CCA) regions,
while for cleaner artery, there is more variation in the magnitude of
energy of these dominant frequencies when measured at wake, mid
ICA and mid CCA region. POD helps by confirming the location
of regions with high energy in decomposed velocity modes for both
the cases. More studies are required to develop a data mining based
modern 21st century cardio-vascular patient care.

Keywords: Carotid Artery Bifurcation, CFD , Cardiovascular,
data mining. .

NOMENCLATURE

Greek Symbols
ρ Mass density, [kg/m3]
φ Orthogonal modes, []
λ Eigen values, []

Latin Symbols
a POD Coefficients, [].
p Pressure, [Pa].
u Velocity, [m/s].
A Eigen vectors, [m/s].

Sub/superscripts
i Index i.
j Index j.

INTRODUCTION AND OBJECTIVE

Cardiovascular diseases, like Carotid Artery Disease and
Coronary Artery Disease (CAD), both have some similari-
ties. The similarities in disease progression pertains to the
narrowing or hardening of the artery due to build-up of fatty
substances and cholesterol deposits (called plaque). Carotid
Artery Disease refers to this disease in the artery located in
the neck region, and it increases the chances of ischemic
strokes and transient ischemic attacks (brain stroke for ex-
ample). For treatment of such diseases, an in-vivo assess-
ment of physiologic hemodynamics can prove to be bene-
ficial as it might help in understanding the physics behind
the development of the vascular diseases. Such investiga-
tions may play an important role in designing novel and effi-
cient treatment plans, like Magnetic Drug Targeting (MDT),
wherein the magnetized drug particles are added to the blood
in the artery and they are made to concentrate around the
diseased region by applying a magnetic field at that loca-
tion. This minimizes the side effects in the rest of the body.
However, for such drug delivery methods, it is necessary to
accurately determine the flow profiles in the Carotid Artery
and to understand the progression of disease. Current meth-
ods of evaluating progression of vascular diseases (steno-
sis, atherosclerosis and aneurysms) involve:a) Experimental
techniques (like Phase-Contrast Magnetic Resonance Imag-
ing (PCMRI) (Barker et al., 2010; Markl et al., 2003; Ce-
bral et al., 2009), doppler ultrasound (US), etc) that provide
information on the temporal evolution of the velocity pro-
files, and b) Computational Fluid Dynamic (CFD) techniques
(Cebral et al., 2009; Rispoli et al., 2012) where patient-
specific angiogram acquired by either Magnetic Resonance
Angiography (MRA), or Computed Tomography Angiogra-
phy (CTA) or 3D Rotational Angiography (3DRA) provide
required geometry and flow or pressure waveforms obtained
from phase-contrast MRI (PCMRI) as boundary conditions
to numerically solve blood flow motion equations in the re-
gion of interest and predict hemodynamic parameters over
the whole 3D computational domain. Both CFD and exper-
imental techniques have proven to be immensely useful de-
spite the known limitations with both of them (like in exper-
imental techniques, there is low spatial and temporal resolu-
tion of PCMRI which limits detection of high velocity gra-
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dients, secondary flows and complex flows in recirculation
zones, while in CFD - there is the issue of realistic veloc-
ity profiles and rigid wall boundary). This success, despite
the limitations, can be further enhanced by introducing the
ability to unearth more information (and patterns) in order
to enable diagnosis from the CFD and experimental dataset.
This can be done through application of data mining tools.
Researchers involved in evidence-based cardiological prac-
tice have suggested that data mining can be the 21st century
approach towards patient care (Hu et al., 2009). Data min-
ing (DM) techniques can make cumbersome CFD / Experi-
mental analyses more productive for future everyday clinical
practice. Hence, this work focusses on developing a com-
putational framework involving a combination of CFD and
data mining techniques like Proper Orthogonal Decomposi-
tion (POD) and Fast Fourier Transform (FFT) with the aim of
making data mining the workhorse in carotid artery examina-
tion and stenosis classification. POD has been widely used
to extract dominant modes and structures from massive dy-
namic computational data to improve the understanding and
discovery of the phenomena. The objective of the current
work is then to:

Objectives

Develop and demonstrate a computational framework involv-
ing CFD and data mining tools (involving feature extrac-
tion through POD and FFT) for efficient diagnosis of carotid
artery disease progression.

APPROACH AND METHODS

The approach involves investigating two cases: one with
carotid artery bifurcation for a healthy person and another for
a patient with about 25 % stenosis (meaning that about 25%
of the area has been blocked by the plaque formation). First,
results from simulations are validated using existing exper-
imental PCMRI data for a similar geometry for a healthy
person. In the following step deviations in the flow patterns
and wall shear stress for healthy and patient case is demon-
strated. Then, the simulated result data is subjected to FFT
and POD analysis to obtain more information, and extract the
differences. The next section describes the numerical meth-
ods (CFD and POD) that are used in the analysis.

CFD

A transient 3D Navier Stokes equation have been solved to
simulate the laminar flow in the artery. The model computes
the flow fields (velocity, pressure). The Navier−Stokes equa-
tions are represented by the mass continuity equation (equa-
tion 1) and the momentum transport equation (Equation 2).

∇ · (ρu) = 0 (1)

Du
Dt

=−∇

(
p
ρ

)
+

1
ρ

∇ ·R (2)

where, where ρ is the density, u refers to flow velocity, oper-
ator D

Dt refers to total derivative, ∇ refers to gradient-vector
operator, ∇· refers to a partial derivative operator that com-
putes dot product, p is pressure, t is time. R is referred to
stresses arising due to viscosity. Components of R can be
computed as Ri j = ν

(
∂ui
∂x j

+
∂u j
∂xi

)
− 2

3 kδi j, where subscripts i,
j refers to components of vector, k is turbulent kinetic energy
and ν is molecular diffusivity.

Proper Orthogonal Decomposition (POD)

For the computation of the POD modes two dimen-
sional snapshots of any variable (velocity components
here) is required. The N snapshots are represented by
U = [u1,u2 · · ·uN] which is used to compute the covariance
matrix given by C = UTU. After this an eigenvalue prob-
lem CAi = λiAi is solved to obtain the eigenvalues λi and
eigen vectors Ai which are sorted in a decreasing order as
λ1 > λ2 > · · ·> λN . POD modes are then computed as

φ
i =

∑
N
n=1 Ai

nun

||∑N
n=1 Ai

nun||
, i = 1, · · · ,N (3)

With POD modes arranged as Ψ = [φ1φ2 · · ·φN ]. POD coef-
ficients ai can be found from the snapshot n as an = ΨT un.
From this a snapshot can be reconstructed as un = Ψan. Rel-
ative energy given by any ith mode is given by λi/∑

N
j=1 λ j

MODEL DESCRIPTION

Figure 1 shows the geometry of the clean healthy artery and
an unhealthy clogged artery. In both the cases, the struc-
ture involves the main artery (CCA) which bifurcates into
the Internal Carotid Artery (ICA) and the External Carotid
Artery (ECA).In case of clogged artery, 25% of the flow area
in Carotid sinus region has been blocked by plaque deposits.
Figure 2 shows the hexahedral mesh that is used to spatially
discretize the geometry and the boundary conditions are also
labeled. The mesh size is about 3 million element mesh. The
mesh resolution is such that across the inlet diameter there
are 20 mesh points, resulting in a grid size of 2.5 x 10−4m
with the grid becoming much finer near the artery surface
(about 3x10−5m) to capture the high velocity gradients here.
The inlet profile used for the study is shown in Figure 3. This
inlet velocity profile is based on a heart rate of 72 beats per
minute (resulting in 0.8 s time period for one cycle or one
beat) which involves the diastolic period for first 0.36 s of
cycle (where sinusoidal pulsatile inflow varies with 1.25 Hz
frequency ( f )) and a systolic period for rest of cycle where
inlet velocity is held constant at 0.15 m/s. As a result of
this, the normal Peak systolic Velocity (PSV) in the CCA
reaches about 0.8 m/s, however in general, the PSV is pa-
tient or person specific and depends upon cardiac output or
stroke volume, heart rate, systolic blood pressure, and age.
The PSV in the normal CCA ranges from 0.70 to 1 m/s while
the diastolic velocity is around 0.1-0.2 m/s. Thus, the current
inlet profile used is justifiable. The equation used for inlet
profile is as proposed by Sinott (Sinnott et al., 2006). The
simulations have been conducted over a time period of 12
cycles and the averaging of results has been done over last
2 cycles. An adaptive time-step has been used to maintain a
courant number of 1 for accurate and stable simulation, as a
result the simulation time step varied between 2.5 x 10−5s to
1 x 10−4s during the course of simulation. The CFD takes
about 1.5 hrs of computational time to simulate one cardiac
cycle (time period of one cardiac cycle is 0.8 s) on 8 proces-
sors run (with each processor having 1.2GHz CPU speed).
For 12 cardiac cycles, about 18 hrs of computational time is
required. In the model (Figure 2), the blood flows through
the bifurcating artery from the inlet and exits from the two
outlets. The density of blood is 1060 kg/m3. The diameter
of the artery at the inlet is around 6 mm. The diameter of
ICA outlet is around 4.5mm and the diameter of ECA outlet
is around 3.0mm. The Reynolds number based on input di-
ameter varies from around 50 to 300 during the cycle and the
flow is considered laminar. The systolic pressure of a healthy
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Figure 1: 3D Geometry of Carotid Artery for clogged and clean
case.
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Figure 2: Mesh and boundary details for clogged and clean case.
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human is around 120 mmHg and the diastolic pressure of a
healthy human is around 80 mmHg. Thus taking the aver-
age pressure of the two phases, we use 100 mmHg (around
13332 Pascal) as the static gauge pressure at the outlets. In
the next section, the results obtained from the CFD and data
mining tools are discussed.

(a) Experimental Inlet Profile is taken from (Gharahi et al., 2016)
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Figure 3: Inlet profiles of experimental and CFD study used in val-
idation.

RESULTS

Validation

Figure 4 involves a quantitative and qualitative comparison
study with experimental data obtained from (Gharahi et al.,
2016). An attempt is made to check whether CFD is able to
predict similar flow patterns in the post bifurcation regions:
Internal Carotid Artery (ICA) and External Carotid Artery
(ECA) as the experimental data if they begin with similar ve-
locity magnitude in the main artery region. The maximum
value of velocity in the contour plot in Figure 4 measured by
PCMRI for CCA section is 0.7 m/s, and for the ECA/ICA
section is 0.5 m/s. The comparison is done at a time instant
corresponding to peak systolic inlet velocity. The velocity
from CFD simulations is normalized to match those of the
inlet conditions of the experimental data, though some vari-
ations in the inflow profile exist as inflow profile in the CFD
simulation is an idealized form of the experimental condi-
tions (see figure 3). Qualitatively, CFD is able to predict sim-
ilar flow patterns as captured by MRI, but quantitatively CFD
is over-predicting the magnitude. The deviation (Uexperimental

− Usimulation)/Uexperimental in predicting the maximum veloc-
ity is around 15% . The difference can be attributed to either
low resolution of the MRI data (as seen in figure 4) or vari-
ations in the inflow conditions at CCA (again see figure 3).
The inflow conditions are shown over one cardiac cycle and
it is periodic over this time period. However, the qualitative
similarities between the experimental and CFD approach es-
tablishes credibility of the CFD study to a certain degree.
The major drawback of experimental technique like PCMRI
is that owing to its low resolution, it is difficult to compute
the wall shear stress, which is known to play a big role in fa-
cilitating plaque deposition. Hence, CFD is used to compare
the flow field and wall shear stress profiles.

Figure 4: Comparison CFD with PC-MRI Flow pattern. Experi-
mental results in figure on left from (Gharahi et al., 2016)

Comparison of flow patterns

Figure 5 compares the flow patterns for a healthy clean artery
and an unhealthy clogged artery for similar inflow condi-
tions. The flow patterns are compared at two instances in
each case: at the maximum inlet velocity condition (Figure
5(a) and 5(c)) and at the minimum inlet velocity condition
(figure 5(b) and 5(d)). In the clogged case (figure 5(c)-5(d)),
the streamlines show higher flow separations and flow recir-
culations than the clear artery case (figure 5(a)-5(b)) near the
carotid bulb both at the minimum velocity and maximum ve-
locity inlet conditions. The resulting helical and secondary
flows (due to flow separations around complex artery geom-
etry) are higher at maximum inlet velocity conditions than
the minimum velocity conditions. The impact of these flow
patterns is felt on the wall shear stress as well as the associ-
ated frequencies (the FFT’s are conducted at the probe loca-
tions denoted by black dots between the text P1, P2 and P3
in figure 5 and discussed in the section on FFT comparison.

Comparison of wall shear stress

Figure 6 and 7 compare the wall shear stresses for the two
conditions. Figure 6 presents the wall stress at two instances
for both healthy and unhealthy case one at the maximum inlet
velocity condition and another at the minimum inlet velocity
condition. In the clogged case (Figure 7(c)-7(d)), a higher
wall shear stress compared to the clear artery case (figure
7(a)-7(b)) is seen. This can be attributed to the higher ve-
locity gradients owing to the blockage of the flow area and
higher flow recirculations behind the plaque deposits. The
location of the plaque is at the ICA region, where sudden
divergence cause recirculation with low velocity gradient re-
gion causing regions of lower shear stress. In both the cases,
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P 1
P 2

P 3

(a) Clean Artery at Max Uinlet

(b) Clean Artery at Minimum Uinlet

P  1

P 2

P 3

(c) Blocked Artery at Max Uinlet

(d) Blocked Artery at Minimum Uinlet

Figure 5: Flow pattern and streamlines comparison for clogged and
clean artery.

the wall shear stress has the highest magnitude near the in-
ner wall of the carotid bifurcation and conversely, the ICA
displays lower wall shear stress.
Figure 7 compares the spatially averaged wall shear stress
over the whole artery over two period of cycles. Here too,
it can be seen that wall shear stress values are consistently
higher for the clogged case over the whole cycle. Thus, the
simulation shows that wall shear stress is an ideal parameter
to confirm both the location of plaque formation (low wall
shear stress region) and the existence of plaque conditions in
the body (overall higher spatially averaged wall shear stress
in clogged case at all times in the cycle). Next we look at
feature extraction from the accumulated dataset to help in
the diagnosis of Carotid Artery Disease. FFT and POD have
been used in this work.
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Figure 6: Comparison of wall shear stress at different times in a
cycle for clogged and clean artery case.

FFT Comparison

Figure compares the energy spectrum obtained from the ap-
plication of FFT on the velocity signal at the probe locations
for both the clean and clogged artery cases. FFT provides
the energies associated with various frequencies and helps to
identify the dominant frequencies. The location of probes is
shown as black dot in Figure 5. FFT is compared at probes
located in the CCA, ECA and wake regions. The data is sam-
pled at a frequency of 10000 Hz over a period of 2 cycles. All
the probe locations in both the cases are able to detect the
dominant frequency of 1.25 Hz present in the inlet pulsatile
flow at varying magnitudes. The bifurcation region which
creates a diverging section at the ICA leads to the presence
of eddies in flow separation, with these eddy having its own
length and time-scale. For the clean artery case , figure 8(a)
shows that the energy of dominant frequency (1.25 Hz) in the
wake region is less than that at the CCA and ICA case but
a high amount of fluctuations in frequency range 10-20 Hz
range is seen. These fluctuations could be representative of
eddies arising out of flow separation and some of them pos-
sess similar energy content as the dominant frequency in the
wake region (energy range above 1x10−3m2/s2). While in
the wake region of clogged artery case, figure 8(b) shows the
energy in dominant frequency (1.25Hz) and energy in fluc-
tuations in 10-20 Hz in to be more nearer to the energy in
corresponding frequencies in the ICA and CCA region (as
compared to the clean artery case). The blockage induced by
plaque leads to higher velocity magnitudes and higher flow
recirculation leading to higher energy frequencies (at both
1.25Hz and 10-20 Hz range) and leading them to be closer to
energies associated with these frequencies in ICA and CCA
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(a) Clean Artery at Max Uinlet

(b) Clean Artery at Minimum Uinlet

(c) Blocked Artery at Max Uinlet

(d) Blocked Artery at Minimum Uinlet

Figure 7: Wall Shear Stress contour comparison for clogged and
clean artery case.

(as compared to clear artery case). Such patterns as this,
which has been identified by FFT can be an useful detec-
tion and diagnosis tool. Though more studies are required to
ascertain presence of such patterns. The location of regions
of higher energies can be obtained from the POD analysis as
shown below.
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(a) Clean Artery, X axis is Frequency in Hz, and Y axis is Energy in m2/s2
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Figure 8: FFT results for clogged and clean artery case.

POD comparison

For Artery, the 2D planar data for each simulation is sampled
at 5Hz and then interpolated on a uniform rectilinear grid
measuring 510×159 elements (corresponding to a grid-size
of 0.0509mm×0.0158mm). The original snapshots (defined
on the original mesh) have been interpolated on a uniform
mesh (defined on a rectangle), so the modes are also defined
on the whole rectangle, even though they are zero outside of
the artery region. The results regarding the energy spectra
can be observed in Figure 9, which reveals that there is not
much difference in energy captured by different modes. In
both the cases, almost more than 99% of energy is captured
within the first two modes itself, the first mode being the
large scale flow and second mode being mostly the separated
flow in the wake region (as seen in figure 10- 11 which shows
the decomposed velocity modes for the two cases). Despite
similar energy content of the modes in the two cases, the lo-
cation of concentration of energy is different. Figures (10-
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Figure 9: ENERGY SPECTRA OF CLEAR AND BLOCKED
ARTERY.

11) show the decomposed velocity modes, where the Red
color regions represent regions with highest decomposed ve-
locity values and blue color regions represents regions with
lowest decomposed velocity values. The values of these de-
composed modes are not relevant. These figures (figure 10-
11) reveal that mode 1 has similar energy of around 99.7%
for both case, but in case of clogged artery, most of this en-
ergy is concentrated in the region above the plaque where the
flow constriction leads to higher by the plaque. Similarly, de-

(a) Mode1 Energy 99.67% (b) Mode2 Energy 0.23%

(c) Mode3 Energy 0.076% (d) Mode4 Energy 0.007%

(e) Mode5 Energy 0.002% (f) Mode6 Energy 0.001%

Figure 10: First six modes of a healthy artery showing decom-
posed velocity. Red color regions represent regions with
highest decomposed velocity values and blue color re-
gions represents regions with lowest decomposed veloc-
ity values.

spite mode 2 capturing the energy content of around 0.22%,
the clogged one has energy concentrated around wake region
while the clean artery case has this energy distributed in both
wake at outer wall of ICA and energy at the inner wall of the
ICA. This energy distribution also shows the reasoning be-
hind the pattern observed through FFT analysis.
Thus, the POD and FFT together as data mining tools helped
to unearth the differences between healthy and unhealthy pa-
tients artery. These tools can be applied on experimental
dataset as well if there is a possibility to obtain suitable vari-

able dataset at the required locations at high sampling rate.
CFD provides a cost effective way of obtaining data at high
sampling rates and at all locations in the geometry (which is
sometimes difficult to do using experiments).

(a) Mode1 Energy 99.71% (b) Mode2 Energy 0.22%

(c) Mode3 Energy 0.04% (d) Mode4 Energy 0.01%

(e) Mode5 Energy 0.002% (f) Mode6 Energy 0.0007%

Figure 11: First six modes of an unhealthy clogged artery show-
ing decomposed velocity. Red color regions represent
regions with highest decomposed velocity values and
blue color regions represents regions with lowest de-
composed velocity values.

CONCLUSION

The work demonstrates an application of combination of
CFD along with data mining techniques in unearthing dif-
ferences between a healthy and an unhealthy patient with
carotid artery disease. The conclusions are enumerated be-
low :

1. First, the CFD has been qualitatively shown to provide
similar results as the experimental PCMRI technique.
Owing to lower resolution of the experimental tech-
nique, CFD has been used to analyze further differences
in the flow pattern.

2. CFD simulation shows that wall shear stress is an ideal
parameter to show existence of plaque conditions in
case of unhealthy artery (overall higher spatially aver-
aged wall shear stress in clogged case at all times in the
cycle).Further CFD shows the observation of lower wall
shear stress in regions of carotid sinus where build up of
plaque occurs.

3. Use of data mining tools (FFT and POD) along with
CFD has helped to unearth patterns to distinguish be-
tween healthy and unhealthy case. FFT shows that the
flow constriction induced by plaque leads to lesser vari-
ation in magnitudes of energy of dominant frequencies
at different locations (like, wake region, mid-ICA and
mid-CCA region), while for cleaner artery, there is more
variation in magnitude of energy of these dominant fre-
quencies when measured at wake, mid ICA and mid
CCA region. POD helps by confirming the location of
regions with high energy in decomposed velocity modes
for both cases. Such patterns as this, which has been
identified by FFT can be an useful detection and diag-
nosis tool.

This work is one of the steps towards using data mining
for modern 21st century cardiovascular patient care. Future
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work involves using this methodology for more studies in-
volving different patients and healthy persons to confirm the
observed patterns and develop a diagnosis toolkit.
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ABSTRACT 
Systemic risk factors are known to correlate with 
cardiovascular diseases, but e.g., atherosclerotic plaques 
are focally distributed and highlight the role of 
hemodynamically induced forces on vascular 
remodeling. Computational fluid dynamics (CFD) 
shows great promise for revealing mechanisms of 
atherosclerotic plaque progression, but the utility of 
CFD depends on the robustness of the numerical 
methods. The aim of the study was to investigate the 
parameter space of the numerical solutions to 
understand the resulting flow effects in a stenosed 
patient-specific internal carotid artery model. 
Simulations were performed on meshes consisting of 2 
to 50M-elements meshes with a kinetic energy-
preserving and minimally-dissipative solver, and time 
step size ranging from 1 ⋅ 10$% to 5 ⋅ 10$' seconds. The 
spatial refinement study revealed large differences in 
the instantaneous velocity fields, and the coarsest 
simulation did not provide any meaningful insight into 
the flow. That being said, the time-averaged results 
were in acceptable agreement for all spatial and 
temporal refinement levels. The variations in temporal 
resolution had minor effects, and the coarsest resolution 
was found to suffice. In conclusion, even for a highly 
accurate solver, a relatively high spatial resolution was 
needed to sufficiently resolve the flow, and we found 
the 22M-element mesh to offer an optimal balance 
between computational cost and time-averaged 
quantities.  
 
Keywords: Stenosis, Computational Fluid 
Dynamics, Turbulence, Atherosclerotic plaque, Direct 
Numerical Simulation.  
 

NOMENCLATURE 
Latin Symbols 
M     Million, [-] 
PSD    Power spectral density, [m2/s]. 

TKE    Turbulent kinetic energy, [m2/s2] 
𝒖(𝒙, 𝑡)   Instantaneous velocity, [m/s]. 
 
Greek Symbols 
𝜈    Kinematic viscosity, [m2/s]. 
∆t    Time steps size, [s]. 
𝜏    Kolmogorov time scale, [s]. 
∆x    Mesh node spacing, [m]. 
𝜂    Kolmogorov length scale, [m] 
𝜀     Dissipation rate of TKE, [m2/s3]  
  
 
Sub/superscripts 
𝒖    Mean velocity component, [m/s]. 
𝒖3    Fluctuating velocity component, [m/s]. 
|𝒖′|    Magnitude of 𝒖3,  [m/s] 
 

INTRODUCTION 
Atherosclerotic plaque is a leading cause of death in 

the western world, and causes a local narrowing of the 
arterial lumen also known as stenosis. The stenosis 
severity may increase over time to the point where it 
completely obstructs the blood flow. It is also known 
that blood clots can form downstream of the stenoses or 
that unstable plaques can loosen; both of which can 
result in ischemic stroke or heart attacks. 

Computational fluid dynamics (CFD) shows great 
potential for revealing mechanisms of atherosclerotic 
plaque progression, e.g., in the carotid bifurcation by 
modeling patient-specific local hemodynamic forces 
(Steinman, 2002). However, the efficacy of CFD 
depends on the robustness of the methods and ability of 
reproduce results. This has shown to be challenging, 
especially for transitional biomedical flows, as 
demonstrated by Steinmann et al. (2012) who reported a 
large variability of jet penetration and complexity of 
patient-specific internal carotid artery aneurysm. In 
particular, it is not uncommon in the biomechanics 
literature to see the use of first order accurate and 
stabilized numerical schemes, which are well known to 
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be far too dissipative (Roache et al., 1986). Such 
schemes have been argued applicable because of the 
relatively low Reynolds numbers of cardiovascular 
flows (Stewart et al., 2012), relative to the transition 
point for steady flow in an infinitely long pipe 
(Reynolds, 1883). However, we have previously argued 
that Reynolds experiments might not be the best point 
of reference and showed that the use of “black-box” 
CFD solvers using default settings may be misleading 
us about the nature of the flow in the cardiovascular 
system (Valen-Sendstad and Steinman, 2014).  

The aim of the current study was to use a verified 
and validated solver for laminar, transitional, and 
turbulent flows to find an adequate (under-resolved) 
direct numerical simulation reference solution from a 
spatial and temporal refinement study, with respect to 
point of transition and resolution of the flow instabilities 
through rigorous analysis, but also to determine the 
required resolution from a pragmatic biomedical point 
of view. 
 

MODEL DESCRIPTION 
Medical images of a common carotid bifurcation 

with severe stenosis (82% by area) located in the ICA of 
a 75 years old man were obtained from computed 
tomography angiography. The medical image was 
segmented using 3D Slicer (Iannaccone et al., 2014), to 
obtain a plausible model of the vasculature. The 
Vascular Modelling Toolkit (Piccinelli et al., 2009) was 
used to create meshes with a local refinement in the 
stenotic- and downstream region, but a constant global 
refinement between each mesh, resulting in four meshes 
with mean cell length (𝛥𝑥) of 3.19 ⋅ 10$%, 2.14 ⋅ 10$%, 
1.38 ⋅ 10$%, and 1.05 ⋅ 10$% m. The meshes consists of 
2, 6, 22, and 50 million (M) linear tetrahedral cells, and 
is referred to as the 2, 6, 22, and 50M-element mesh, 
respectively. 

Simulations were performed using the open-source 
finite element CFD solver Oasis (Mortensen and Valen-
Sendstad, 2015), where special care was taken to ensure 
a kinetic energy-preserving and minimally-dissipative 
numerical solution. We used continuous Lagrange 
elements with polynomial degree one for both the 
velocity, and pressure. The fluid properties were set to 
mimic water, with kinematic viscosity of 𝜈 = 1 ⋅ 10$' 
m2/s to allow for direct comparison with in-vitro 
experiments. The inlet flow rate was set to be peak 
systolic, 585.52 ml/min, which corresponds to a 
Reynolds number of 1550 at the inlet. This deliberate 
choice was made to enable rigorous assessment of the 
temporal and spatial resolution with respect to the 
smallest scales present in the flow, however at the cost 
of a physilogical artificial flow condition. A parabolic 
velocity profile was prescribed as inlet condition and 
no-slip condition was set along the walls. Figure 1 
shows a curve fit based on work from Groen et al. 
(2010) that measured the flow split between the 
common and internal carotid artery as a function of 
degree of stenosis using MRI in 33 patients. The shape 
of the curve shows that most of the flow resistance 
occurs in the micro-vasculature for stenosis severity less 
than 65%, whereas the pressure drop across the stenosis 
dominates the resistance above this threshold. Using this 

model, the flow split between the internal and external 
carotid artery was set as to 31.8% and 68.2%, 
respectively. 

 
Figure 1: Outflow boundary conditions were set in order to 
match in-vivo values. The model is taken from the work of 
Groen et al. (2010) [10], who measured flow split as a 
function of degree of stenosis using MRI. 

The flow was computed for 2 physical seconds on 
the coarsest mesh in order to cheaply washout initial 
transients associated with the artificial initial conditions. 
This simulation time was then the equivalent of 2 flow-
throughs as the length of the model was 0.2 m, and the 
mean flow at the inlet was 0.1954 m/s. This flow field 
was then projected onto the 6, 22, and 50M-element 
meshes as initial conditions. To obtain a velocity field 
that was statistically converged, the mean velocities 
were based on simulations from 0.1 to 2.0 seconds. 
However, due to limitations on CPU hours, the 50M-
element simulation was only simulated for 0.7 seconds, 
and the 22M-element simulation for 1.4 s.  

We first performed a spatial refinement study at a 
fixed time step (∆t) of 2 ⋅ 10$? seconds. Using the least 
computationally expensive mesh that gave adequate 
results, a temporal refinement study was performed, 
with ∆t ranging from 1 ⋅ 10$% to 5 ⋅ 10$' seconds. 

Figure 2 shows the region of interest with four lines 
(A to D) and a point P, located 1.7 cm (2.2 diameters) 
downstream of the center of the stenosis, where 
instantaneous velocity   𝒖 𝒙, 𝑡 , was sampled. Reynolds 
decomposition was used to separate the instantaneous 
velocity from the time averaged, 𝒖(𝒙), and fluctuating, 
𝒖′(𝒙, 𝑡), components, i.e., 𝒖 = 𝒖 + 𝒖3. Taking the 
fluctuating velocity magnitude signal, |𝒖′|, as input we 
computed the power spectral density (PSD) using 
Welch’s method (Welch, 1967) with 32 segments, and a 
Hanning windowing function with 50 % overlap. 

The coherent vortical structures were identified by 
the Q-criterion, which is a spatial region where the 
Euclidean norm of the vorticity tensor 𝛺 dominates the 
strain rate tensor 𝑆 (Equation 1) (Hunt et al., 1988). 

 

𝑄 = 	
1
2
	 𝛺

E
− 𝑆

E
> 0 

  
Equation 1: The comparison between the vorticity and strain 
rate tensors obtained through decomposition of the velocity 
gradient can be used as three-dimensional vortex identification 
criterion. 
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Figure 2: Region of interest of the model with lines A to D 
and point P. Flow is going from bottom and up, or 
alternatively, the common carotid artery is branching into the 
external carotid (left), and internal carotid artery (right), 
respectively. The center of stenosis is defined as the midpoint 
of line B, and is based on the minimum area. 

RESULTS 
We first focus on basic flow features obtained on the 
22M-element mesh shown in Figure 3, which depicts 
the volumetric velocity magnitude within the common 
carotid artery and ICA. The top of Figure 3 shows that 
the flow in the common artery is stable up until the 
carotid bifurcation, as the flow is uniform and there are 
no visible minor flow structures. At the bifurcation, the 
flow develops into a skewed profile towards the external 
wall of the ICA. Moreover, because of the pronounced 
curvature of the ICA the flow becomes unstable 
upstream of the stenosis, as observed in the left most 
bottom part of Figure 3. The stenosis causes the 
disturbed flow to accelerate into the stenosis, before the 
jet breaks down into an unstable flow downstream of 
the stenosis. However, the flow instabilities quickly 
dissipate further downstream, and the flow 
relaminarizes. 

 
Figure 3: The top shows the volumetric rendering of the 
instantaneous velocity magnitude in the common and internal 
carotid arteries, and the bottom part is an enlargement of the 
box in the top part, showing the stenosis and downstream 
region. 

Firstly, the Q-criterion was used to perform a 
quantitative comparison of the instantaneous velocity 
fields as shown in Figure 4. Moving from 2M through 
50M there was a consistent increase in the number of 
vortices. In particular, upstream of the stenosis, the 22 
and 50M-element simulations were phenotypically 
different from the 2 and 6M-element simulations, as 
there were smaller and more complex structures. In the 

downstream region in the 50M-element simulation the 
vortices were visually easier to see than in the 22M, 
however we can observe the same type and number of 
vortices. Visually there are large differences between 
mesh resolutions based on instantaneous flow fields. 
Moreover, the 2 and 6M-element simulations does not 
provide any physical insight into the flow. 

 

 
Figure 4: Volumetric rendering of coherent vortical structures 
at identical times within ICA identified by the Q-criterion. 
 
To further assess the results from the spatial refinement 
study, we first consider the time-averaged velocities 
across the lines A to D, shown in Figure 5. In line A, 
upstream of the stenosis, we observe that the 2 and 6M-
element simulations were similar, however relatively 
different from the 20 and 50M-element simulations 
which were phenotypically similar. 

  
Figure 5: Time-averaged velocity along the four lines of 
interest for the spatial refinement study. 

The time-averaged results were for all practical 
proposes equal at the stenosis (line B). In line C, when 
the jet from the stenosis breaks down the 22 and 50M-
element simulations were similar, while the 2 and 6M-
element simulations were under resolved, and under- 
and overestimated the centerline velocities, respectively. 
Finally, in line D at the end of the disturbed flow region, 
the 2M-element simulation under-estimates the time-
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averaged velocity, while the other simulations were 
similar. 

The PSD analysis of the fluctuating velocity signal 
at point P from Figure 2 is illustrated in Figure 6. The 2, 
6, and 22M-element simulation seems to converge 
towards the 50M-element simulation. The 22 and 50M-
element simulations were practically identical up until 
~2000 Hz, however the spectra differs slightly at the 
higher frequencies. That being said, the analysis was 
admittedly based on different time-periods, and we 
would expect even better agreement if simulated for an 
equal period of time.  
 

 
Figure 6: Power spectral density of the velocity field at point 
P from Figure 2, for the spatial refinement study. 
 

 
Figure 7: Time-averaged velocity along the four lines of 
interest for the spatial refinement study. 

 The temporal refinement study was evaluated 
similarly to the spatial refinement study. First, we 
considered the time-averaged velocity in the lines A to 
D, as shown in Figure 7. In all lines 1 ⋅ 10$%, 5 ⋅ 10$?,  

and 2 ⋅ 10$? were close to indistinguishable. In contrast, 
the 5 ⋅ 10$' simulation differed both in line A and C. 

 
Figure 8: Power spectral density of the velocity field at point 
P from Figure 2, for the temporal refinement study. 

  
The PSD analyses of the velocity traces recorded in 

point P are shown in Figure 8. We can observe that all 
of the different temporal simulations were from a 
pragmatic point of view equal. However, the temporally 
coarsest simulations naturally cannot capture the highest 
frequencies. 

DISCUSSION 
The aim of this study was to find an adequate 

(under-) resolved solution relative to the reference 
solution. From the spatial and temporal refinement 
study performed, a 22M-element mesh with a time step 
of 1 ⋅ 10$% seconds was found to be an optimal choice 
between computational cost and accuracy. This 
reference solution will be used in future studies on 
stenotic carotid bifurcations for comparison with 
turbulence modeling techniques. That being said, there 
is admittedly a minor difference between 22 and 50M-
element meshes in Figure 5, in addition the simulations 
were not computed over the same number of physicals 
seconds. To assess if the 50M-element simulation was 
close enough to a proper direct numerical simulation we 
compared the spatial (∆𝑥) and temporal (∆𝑡) scales in 
the numerical simulation to the Kolmogorov length 
scale (𝜂) and time scale (𝜏) (Kolmogorov, 1941), 
respectively, which can be calculated from the 
dissipation as shown in equation 2. 

 
 

𝜂 = 𝜈H 𝜀 I % 
 

𝜏 = 𝜈/𝜀 I/E 
 

Equation 2: Kolmogorov scales depend on the kinematic 
viscosity (𝜈) and the rate of dissipation per unit mass of the 
turbulent kinetic energy (𝜀). 

 
One of the assumptions behind the Kolmogorov 

hypothesis is that the turbulence is homogenous 
isotropic. It is obvious from Figure 3 that the (turbulent) 
kinetic energy is not homogenous. To assess whether 
the post-stenotic flow instabilities were isotropic, we 
computed the time-averaged mean squared fluctuating 
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velocities along the centerline between lines A and D in 
Figure 2. Figure 9 shows that the mean squared 
fluctuating velocities are at the same order of 
magnitude, however there are large variations, and thus 
cannot be called isotropic. Therefore, computing the 
Kolmogorov scales is a very conservative estimate of 
the smallest length scales in this mildly unstable flow. 

 
Figure 9: Mean squared fluctuating component of the velocity 
recorded along the centreline of the internal carotid artery. 

 The results of spatial assessment can be found in 
Table 1, displaying the characteristic node spacing 
Δ𝑥LMNO, the smallest Kolmogorov length scale 𝜂LPO, 
and the maximum ratio between ∆𝑥 and 𝜂. There are 
two things to notice, first the Kolmogorov length scale 
converges, as the mesh is refined. Second, the 
maximum ratio between ∆𝑥 and 𝜂 on the two finest 
meshes are below 10, which is typically sufficient to 
capture > 95 % of the dissipation (Pope, 2001). If the 
simulations, from a numerical point of view, were truly 
converged, the ratio should be unity. However, the 
Kolmogorov scales only can be considered a 
conservative estimate as none of the rigid assumptions 
behind the hypothesis are met in this weakly unstable 
flow. Moreover, the differences between the 22, and 
50M-element simulations were negligible, and a finer 
simulation will most likely not provide additional 
insight. We therefore consider the 50M-element 
simulation sufficiently refined from a pragmatic point of 
view, and by extension the 22M-element mesh for 
biomedical applications, where one is typically 
interested in a rapid classification once the tools are 
validated.  

Furthermore, the difference in CPU hours is 
substantial, the 22M simulation with ∆𝑡 = 1 ⋅ 10$% 
seconds used 1420 CPU hours on 96 cores, while the 
50M simulation ∆𝑡 = 2 ⋅ 10$? seconds would have 
spent 16 496 CPU hours on 128 cores to simulate 2 
physical seconds, thus an order of magnitude difference. 

Table 1: Comparison between Kolmogorov length scale 𝜼 
and the spatial scale of the numerical grid ∆𝒙. 

Number of 
cells 

2M 6M 22M 50M 

𝛥𝑥LMNO[m] 3.19E-4 2.14E-4 1.38E-4 1.05E-4 

𝜂LPO [m] 9.81E-6 9.30E-6 8.91E-6 8.58E-6 

(𝛥𝑥/η)LNS  [-] 21.93 14.04 9.31 7.49 

The temporal assessment of the flow simulation can 
be found in Table 2, showing the minimum 
Kolmogorov time scale 𝜏LPO and the ratio between the 
numerical time scale ∆𝑡 and 𝜏LPO. The two best resolved 
simulations were below the Kolmogorov time scale. 
However, we can observe from the PSD in Figure 8, 
that there was energy at higher fluctuations then the 
Nyquist frequency for the suggested 𝛥𝑡. If we are 
interested in the mean flow features, this cutoff is not 
important as there are for all practical purposes, no 
energy in the fluctuating component above 5000 Hz. 
However, since we are studying the fluctuations in the 
post-stenotic region, these high frequency fluctuations 
might be important. If such high frequency fluctuations 
were of interest, then the mesh itself might be the 
limiting factor, as the eddies associated with the high 
frequencies cannot be represented in mesh. 

All quantitative analyses shown here were based on 
time-averaged results. However, there are evidences 
from the biomedical literature that temporal changes 
might be play an important role in remodeling of the 
arteries (Valen-Sendstad et al., 2011, 2013, 2014).  

From a numerical point of view, an even larger time 
step might have been acceptable, but ∆𝑡 = 1 ⋅ 10$% 
seconds is very close to the stability criteria of the 
numerical scheme used in the solver. The Courant–
Friedrichs–Lewy (CFL) number for the 22M-element 
mesh simulation was 1.3, and the typical limit for this 
solver is 3-4 CFL. 

Table 2: Comparison between Kolmogorov time scale 𝝉 and 
the temporal scale of the simulations ∆𝒕. 

𝜟𝒕 [s] 1.00E-4 5.00E-5 2.00E-5 5.00E-6 

𝜏LPO [s] 7.96E-5 7.96E-5 7.93E-5 7.92E-5 

𝛥𝑡/𝜏LPO [-] 1.2563 0.6281 0.2522 0.0631 

 
We have admittedly not tested all parameters of the 

complete solution strategy space, exemplified by 
numerical schemes, viscosity models, compliant walls, 
etc. 

A limitation of the current study is first of all that 
the simulations were not run for the same period of 
time. Secondly, the simulations were performed 
assuming rigid walls. However, compliant effects are 
normally considered negligible, and is nevertheless not 
of any importance in arterial growth and remodeling 
(Malek et al., 1999). That being said, the effect of a 
compliant model in combination with turbulent-like 
flows remains to be assessed. Furthermore, the fluid 
used for these simulations was water instead of blood to 
allow for direct comparison against in-vitro 
experiments, which will be the focus of future work. 
However, non-Newtonian effects have shown to have 
negligible effects on the hemodynamics of carotid 
bifurcations and intracranial aneurysms (Lee and 
Steinman, 2007; Khan et al., 2016). 

As part of a larger consortium, the final aim of this 
line of investigation is to build a non-contact device to 
diagnose severe stenosis in the carotid arteries through 
the analysis of neck’s skin displacement. We will 
therefore compute the sensitivity of the flow split and of 
noise in the inflow pulse through in-silico experiments, 
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since both factors can be challenging to control in the 
in-vitro experiments. 
 
CONCLUSION 

We analyzed the flow field of a patient-specific 
carotid artery bifurcation with severe stenosis. The flow 
was found to become unstable already upstream of the 
stenosis because of flow separation at the bifurcation. 
The acceleration and deceleration of the flow caused by 
the stenosis itself led to the occurrence of vortices 
which propagated downstream of the stenosis until 
relaminarization started around 4 cm downstream. 
  We found an adequate under-resolved solution 
relative to the reference solution. From the spatial and 
temporal refinement study performed, a 22M mesh with 
a time step of ∆𝑡 = 1 ⋅ 10$%   seconds was found to be 
an optimal choice between computational cost and 
accuracy. 
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ABSTRACT
In the current study, we present an experimental (in vitro) 2D flow
model for studying blood flow in the human left ventricular out-
flow tract (LVOT) and the first part of the aorta using particle image
velocimetry (PIV) and computational fluid dynamics (CFD). Two
cardiac pathologies were investigated in this study; 1) anterior mi-
tral leaflet (AML) billowing, and 2) asymmetric septal hypertrophy
(ASH). Each of these conditions has the potential to alter the nor-
mal direction of the flow entering the aortic valve apparatus from
the LVOT and therefore place an abnormal stress distribution on the
aortic valve leaflets. We found good agreement between the PIV
results and the CFD calculations. The largest discrepancy between
the experimental data and the numerical results was found in the
recirculation zone adjacent to the left coronary leaflet. The main
limitations in the current study when evaluating the clinical signif-
icance of the results are the choice of a 2D geometry with stiff and
stationary walls. Keeping this in mind, our results show that AML
billowing and ASH bulging alone does not alter the flow field in the
LVOT dramatically. However, when the two conditions combine,
we see a significant flow separation and re-circulation zone forming
at the left coronary leaflet, covering half of the aortic outflow tract
at peak systole.

Keywords: In-vitro, PIV, CFD, Left ventricle.

NOMENCLATURE

Greek Symbols
ρ Mass density, [kg/m3]
µ Dynamic viscosity, [cP]
ψ Drag correction factor, [-]

Latin Symbols
p Pressure, [Pa].
u Fluid velocity, [m/s].
d Diameter, [m].
Re Reynolds number, [-].
St Stokes number, [-].

Sub/superscripts
x Cartesian x component..
y Cartesian y component.
p Particle

INTRODUCTION

In the current study, we present an experimental (in vitro) 2D
flow model for studying blood flow in the human left ven-
tricular outflow tract (LVOT) and the first part of the aorta
using particle image velocimetry (PIV), under both physi-
ological and pathological conditions. The same setup was
analyzed using computational fluid dynamics (CFD) and the
results compared. Two cardiac pathologies were investigated
in this study; 1) anterior mitral leaflet (AML) billowing, and
2) asymmetric septal hypertrophy (ASH). Each of these con-
ditions has the potential to alter the direction of the flow en-
tering the aortic valve apparatus from the LVOT and there-
fore alter the stress distribution on the aortic valve leaflets. In
order to investigate the hemodynamic effects of AML billow-
ing and ASH bulging on the aortic valve apparatus, the de-
gree of AML billowing and ASH bulging was parametrized
through parameters L1 and L2 in Figure 1.

There is a general agreements that the velocity profile in
the LVOT and aortic annulus is flat but skewed, in previous
Doppler ultrasound studies (at rest) (Sjöberg et al., 1994; Ku-
pari and Koskinen, 1993; Zhou et al., 1993). Abnormal con-
ditions such as AML and ASH which alters the geometry of
the LVOT may have significant influence on the flow pro-
files in the same area (Matre et al., 2003; Zhou et al., 1993).
However, previous studies on the hemodynamical influence
of AML on LVOT are more scares in the literature, while
some geometrical studies exists (Kvitting et al., 2010). Some
authors have used CDF models to study the hemodynamical
effects of AML (Dahl et al., 2011; Dimasi et al., 2012; Xiong
et al., 2008), and reports that there is a non-negligible effect
on the flow conditions in the aortic annulus due to AML bil-
lowing. In this work, we have build a simplified parametrized
2D model (both in an experimental lab setup and CFD) of
the LVOT and aortic annulus were we can test hypotheses
regarding the hemodynamical effects of AML billowing and
ASH on the velocity profile in the aortic annulus and the load
on the aortic vale leaflets. With this model setup, we also be-
lieve that we will be better equipped to point out directions
where more detailed studies are needed, e.g. with 3D CFD
and fluid-structure simulation models as well as 3D Doppler
and 4D MRI studies of blood flow in the LVOT.

The two main limitations in our choice of model setup are;
1) the flow field is 2D, which may introduce unnatural flow
conditions compared to the real 3D case, such as increased
vortex formation, and 2) the walls are non-deformable and
stationary. However, our model offers very good visual and
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Figure 1: The flow domain geometry (blue area) which is cut into a 10mm thick Plexiglass plate by a water jet. A 40/60% glycerol-water
mixture enters the model through the "inlet" port, then flows through the "flow straightener" before entering the LVOT and the aortic
valve apparatus, finally the flow follows the aortic arc and exits through the "outlet". The degree of AML billowing and ASH are
parametrized with Plexiglass inserts with different widths defined by the lengths L1 and L2.

Figure 2: Illustration of the experimental setup, which consists of a fluid reservoir, the 2D LVOT flow model, a piston pump, a linear actuator
(Zaber, X-LRQ-E) and connecting fiber reinforced 1" tubes and one-way polymer ball valves (SXE PVC-U, 1"). Fluid can be
pumped through the loop and the LVOT model a pulsatile manner, determined by the waveform given to the linear actuator. The flow
field in the 2D LVOT model was visualized by tracking the movement of polymer particles by recoding their shadows projection
with a high-speed camera (Photron, FASTCAM 1024 PCI). The particle shadows where projected into the camera from a spot-light
lamp (dedolight DLH400DT) and a light diffuser plate inline with a the camera.

quantifiable access to the LVOT flow field. Our geometry
was based on conditions at peak systole when aortic leaflets
are fully open, we will therefore focus our measurements on
this period of the cardiac cycle. At the onset of the systole
the aortic valve opens fully in typically less than 30 ms.

METHODS

Experimental setup

The LVOT flow model consists of three Plexiglass plates.
The geometry of the flow domain, seen in Figure 1, was cut
out of the middle plate by a water jet. This plate was then
sandwiched between the two uncut Plexiglas’s plates, as il-
lustrated in Figure 2. In this way, the 2D flow domain was
sealed inside the plates providing excellent visual access to
the flow field. The middle plate was 10mm thick. Flow in-
let and outlet ports were mounted on the uncut plates. The
LVOT geometry is extracted from ultrasound recording pro-
vided by Dahl (2012) at peak systole, and is given by the

so-called long axis view from such recordings defined as the
2D plane through the center of the aortic valve annulus, the
mitral valve annulus and the apex of the left ventricle.

A flow loop was built so that fluid could be circulated
through the LVOT model in a pulsatile manner. The flow
loop is illustrated in Figure 2, and is made up of; the 2D
LVOT flow model, a fluid reservoir, a piston pump and con-
necting tubes and one-way valves. The piston pump was con-
nected to a programmable linear actuator (Zaber, X-LRQ-
E) so that an an arbitrary flow pulse could be injected into
the model in displacement control. Two ball valves (SXE
PVC-U, 1") and fiber reinforced 1" transparent PVC tubing
connected the loop components and ensured that unidirec-
tional pulsatile flow could be circulated through the flow loop
setup.

The blood analog fluid consisted of 60% deionized water
and 40% Glycerol, which at room temperature gives a New-
tonian fluid with a dynamic viscosity of µ= 3.6mPa.s (Yousif
et al., 2011).
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The velocity field in the 2D plane of the LVOT model (i.e.
the flow domain described by Figure 1) was quantified by
particle image velocimetry (PIV). In our case we added poly-
mer particles to the reservoir tank, which were circulated in
the loop, hence there was a uniform concentration of par-
ticles in the system. The particles were visualized by spot-
light lamp (dedolight DLH400DT) inline with a light diffuser
plate, the 2D LVOT flow domain and a high-speed camera
(Photron, FASTCAM 1024 PCI), as seen in Figure 2. In this
setup the shadows of the particles could clearly be seen in
the flow domain on a white background because of the light
diffuser plate. However, the quality of the visualization de-
pended on several factors such as the distance between the
spot-light lamp, the diffuser and the flow domain, the poly-
mer particle size and the high-speed camera resolution (other
important factors where also particle concentration, light in-
tensity, camera shutter speed and aperture). The particle size
compared to the camera resolution was particularity impor-
tant, i.e. the size of the shadow needed to be larger than the
size of the image pixels. In our current setup with the nec-
essary zoom and a camera resolution of 512x512 (needed in
order to have a frame rate of 3000 frames/sec), we achieved
a pixel resolution of 0.013 pixels/µm. Hence, we used 80 µm
polymer particles (Dynoseeds R©TS 80), having a density of
1050 kg/m3. According to Tropea et al. (2007) tracing ac-
curacy errors for spherical traces are below 1% if the Stokes
number is significantly smaller than 0.1. Stokes number with
Reynolds number drag correction (Israel and Rosner, 1982)
may be given by

St =
ρpdpu
18µ

ψ(Red) (1)

where ρp and dp are the particle density and diameter, respec-
tively, and ψ(Red) is the drag correction factor. In the cur-
rent setup flow velocities around 1.0 m/s are expected in the
LVOT, which by Eq. 1 gives a Stokes number of St ≈ 0.75.

The recorded shadow particle images were post processed
using the open source software OpenPIV (python version,
0.20.5) (Taylor et al., 2010). Default settings in the software
was used during PIV calculations with a window size of 24
and overlap of 20 pixels.

Experimental protocol

The two pathologies investigated in this study can be seen in
Figure 1, defined by the parameters L1 and L2. L1 defines
the degree of AML billowing and L2 defines the degree of
ASH. Four cases were studies in the current work, as given
in Table 1 the normal physiological geometry, case 1; AML
billowing, case 2; ASH, case 3; and a combination of AML
billowing and ASH, case 4.

Table 1: Model parameter matrix with; the normal physiological
geometry, case 1; AML billowing, case 2; ASH ,case 3;
and a combination of AML billowing and ASH, case 4, as
depicted in Figure 1

AML ASH
Case L1 (mm) L2 (mm)

1 0 0
2 0 9
3 9 0
4 9 9

The experiments started with preparing the 40/60%
glycerol-water mixture which was added to the reservoir

tank, as seen in Figure 2. Polymer trace particles were then
added (Dynoseeds R©TS 80) until the particle density was suf-
ficient to achieve good PIV quality. Care was taken to evacu-
ate all air pockets and bubbles form the connecting tubes and
vales, and the fluid mixture was circulated in the loop until
a uniform distribution was obtained. The software control-
ling the inflow waveform (given by the linear actuator and
the piston pump) was able to trigger the high-speed camera
at a predetermined point in the cardiac cycle. Six full car-
diac cycles were recorded with a frame rate of 3000 frames
per second, for each of the four geometry cases in Table 1.
The LVOT inflow waveform was obtained from ultrasound
recording provided by Dahl (2012), defined by the volumet-
ric change of the left ventricle during systole.

CFD model

The LVOT flow model described in the previous subsection
was simulated using ANSYS Fluent 16.2. The computational
domain was limited to the section after the flow straightener
and the outlet was simplified to a simple in-plane rectangular
outlet. The actual dimensions of the CFD domain and the
flow loop were the same since the same underlying CAD was
used to generate both the machined loop geometry and the
CFD domain.

A hexahedral mesh was used, with a nominal grid resolu-
tion of 500 µm in the region of interest, i.e. the aortic root
and lower part of the ascending aorta. A boundary layer was
attached to the mitral and septal sides of the flow conduit
with a starting size of 100 µm expanding with a factor of 1.2
in 9 layers. In the out of plane direction the resolution was
1 mm, and in the distal parts relative to the aortic root (inlet
and outlet regions) the lateral resolution was decreased to 2
mm.

The flow is highly transient, the whole outflow lasting 360
ms. Thus, there is not enough time for steady state bound-
ary layers to develop, and not time enough time for turbu-
lence to develop. For these reasons we opt to use a laminar
flow model, although at the aortic root the Reynolds num-
ber briefly rises to a value of approximately 6000 at peak
systole (peak flow). The SIMPLE method was used for the
pressure-velocity coupling, a second order upwind scheme
for the momentum equation, a second order scheme for pres-
sure, and gradient reconstruction was done using cell based
least squares. A first order implicit formulation was used for
the transient formulation. Estimated peak flow velocities are
1.5 m/s, and with a 100µm resolution this results in a time
step requirement of 30 µs, we have employed a time step of
20 µs. Furthermore, constant density, 1050 kg/m3, and New-
tonian viscosity, 3.5 mPa.s, were employed.

At the outlet a pressure boundary condition was imple-
mented, with zero gauge pressure, as the reference point for
the pressure was also located at the center of the outlet. The
inlet was modeled as a velocity inlet. The inlet velocity was
determined in the following way: The volume curve obtained
from a subject using ultrasound (Dahl, 2012) was used to
give a physiological realistic time varying profile. This vol-
ume curve was converted into a time varying piston position,
and the velocity was simply the derivative of this curve and
is depicted in Figure 3. The inlet velocity was implemented
using ANSYS Fluents user defined functions (UDF).

RESULTS

PIV and CFD results from the four LVOT geometry cases is
presented in Figure 4. Additionally, the maximum axial ve-
locities for the velocity profiles (blue solid lines) are given in
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Figure 5: Left column: PIV and CFD velocity profiles for Case 4 at 0.08 and 0.1 sec, respectively. Middle column: PIV velocity vectors for
Case 4 at 0.08 and 0.1 sec, respectively. Right column: CFD velocity vectors for Case 4 at 0.08 and 0.1 sec, respectively. The PIV
velocity vector plot at 0.08sec (1st row and 2nd column) shows that a wake is forming at the left coronary leaflet. The CFD velocity
profile at 0.08sec (1st row and 3nd column) shows that a large wake is already present in the CFD simulation. Additionally, the PIV
velocity vector plot at 0.1sec shows (2st row and 2nd column) show that the PIV analysis is not able to pick up the detailed flow field
in the wake at the left coronary leaflet where the velocities are small

Figure 3: The inlet flow velocity derived from the volume change
between successive frames in a patient specific ultra-
sound recording. The volume curve at the top of Figure
4 represents the accumulated ejection volume and is thus
smoother than the velocity curve. The vertical red lines
indicate the times visualized in Figure 4.

Table 2. In Figure 4, the top row shows illustrations of the
geometry of the LVOT for the four cases, where the remov-
able inserts are colored orange. The inflow waveform used in
the experimenters is given in the left column of Figure 4 and

3. The curves in Figure 4 shows remaining ejection volume
of the ventricle as a function of time and defines the volume
flow in the loop, Figure 3 shows the corresponding develop-
ment in inlet velocity. The systole begins at time zero and
ends at 0.360 sec. Velocity profiles at three times and four
different positions in the aortic valve apparatus during sys-
tole is given in the figure, at 0.08, 0.16 and 0.24 sec. The blue
velocity profiles give the velocity components in the axial
direction (y-direction) and the red velocity profiles give the
velocity components in the transverse direction (x-direction).
The PIV results from the in-vitro flow loop is given by solid
lines, and is averaged over six cardiac cycles. Additionally,
at the three selected times, velocities are averaged in a time
span of 3 milliseconds (i.e. 3 PIV frames). The plotted blue
and red areas give the standard deviation in the PIV data. The
velocity profiles components from the CFD calculations are
given by blue and red dashed lines, for the axial and trans-
verse direction respectively.

Velocity profiles for Case 1, where there is no AML bil-
lowing nor ASH bulging, remains relatively flat throughout
systole, as can be seen in Figure 4.There is however a recircu-
lation zone adjacent to the left coronary leaflet. The recircu-
lation zone develops during systole due to the angle between
the anterior mitral leaflet and the left coronary leaflet. For
Case 2, with an ASH bulging of 9mm, a small re-circulation
zone can be seen at the root of the right coronary leaflet.
The re-circulation zone does not extend into the aorta and is
caused by the angle between the ASH bulging right coronary
leaflet. A 9 mm AML billowing, as defined in Case 3, causes
a larger recirculation zone adjacent to the left coronary leaflet
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Table 2: Maximum axial velocities for the velocity profiles (blue
solid lines) given in Figure 4, at flow times 0.08, 0.16 and
0.24 seconds, for Case 1, 2, 3 and 4. At each flow time,
four velocity profiles are plotted at regular increments in
the vertical direction starting at the root of the aortic vales,
as seen in Figure 4. The maximum velocities given in the
table are arranged in the same vertical order as the velocity
profiles in Figure 4.

Time Case 1 Case 2 Case 3 Case 4
[s] [m/s] [m/s] [m/s] [m/s]

0.08

0.57 0.61 0.69 0.68
0.70 0.71 0.85 0.82
0.67 0.79 0.84 0.88
0.85 1.03 0.90 0.99

0.16

0.92 0.99 1.00 1.27
0.92 1.10 1.09 1.34
1.03 1.17 1.11 1.24
0.87 0.94 0.86 0.92

0.24

0.78 0.94 0.99 1.31
0.74 1.03 1.04 1.19
0.87 0.95 0.91 0.97
0.66 0.81 0.74 0.80

compared to the physiological case (Case 1). However, the
axial velocity profiles remains relatively flat throughout the
systole, and there are little cross flow in the transverse direc-
tion. Large re-circulations zones adjacent to the left coronary
leaflet were found for Case 3 and Case 4. They are indicated
as areas shadowed by yellow color in Figure 4. These areas
were discriminated by having a velocity magnitude smaller
that 0.1 m/s. There is also significant back flow downstream
of the left coronary leaflet in the ascending aorta. Case 4
has the highest presence of transverse flow through the aortic
vales and also exhibits a re-circulation zone similar to that of
Case 2 at the root of the right coronary leaflet.

The PIV velocity vector plot at 0.08 sec (Figure 5, top
left panel) shows that a wake is forming at the left coronary
leaflet. The CFD velocity profile shows that a large wake is
already present in the CFD simulation at 0.08 sec. Addition-
ally, the PIV velocity vector plot at 0.1 sec shows (Figure 5,
top left panel) show that the PIV analysis is not able to pick
up the detailed flow filed in the wake at the left coronary
leaflet where the velocities are small.

DISCUSSION

In this work, we performed both in-vitro experiments and
CFD calculations on the 2D LVOT model. The 2D models
were parametrized according to Table 1, where Case 1 rep-
resents the normal physiological geometry. AML billowing
was simulated by removing a 9mm wide insert (Case 2, Ta-
ble 1) in the mitral valve position, as seen in Figure 1. ASH
was simulated by inserting a 9mm wide insert (Case 3, Table
1) on the right LVOT wall, as seen in Figure 1. Finally, both
AML billowing and ASH was simulated in Case 4.

The agreement between the PIV results and the CFD cal-
culations can be seen in Figure 4 and 5. The largest dis-
crepancy between the experimental data and the numerical
results can be seen in the re-circulation zone adjacent to the
left coronary leaflet. The timing of the development of the
circulations zone is not exactly the same for the CFD and the
experimental results. From the axial velocities one can ob-
serve that there is some time shift between the experimental
and the CFD results. The most likely cause of this time lag

originate from some compliance present in the experimental
setup which delays the flow wave form into the LVOT com-
pared to the CFD results, as seen in Figure 5. Moreover, the
current PIV setup was not able to map the small velocities
in the re-circulation zone at the left coronary leaflet as seen
in Figure 4 and 5, this was also confirmed by testing an al-
ternative PIV software (PIVlab). The velocity field in the
recirculation zone can determined by analyzing this region
with higher spatial resolution, i.e. smaller polymer particles
and increased camera resolution/zoom.

Flow velocity measurements based on particle shadows
allows for low-power illumination compared to a conven-
tional laser PIV setup. Additionally, since the light source in
shadow PIV can illuminate continuously, the temporal reso-
lution is only restricted by the frame rate of the high-speed
camera and not on a laser system. A drawback with the
shadow PIV technique is that it is not possible to isolate par-
ticles in a specific plane in the depth direction of the flow
domain (i.e. in the line defined by the camera an the light
source), which is the strong point of laser PIV where typi-
cally a laser sheet is used to illuminate particles in a specific
2D plane (Estevadeordal and Goss, 2005). However, by ad-
justing the focus point of the camera in the center of the flow
domain (in the depth direction) we were to some extent able
to favorize particles in the center plane of the flow model. A
second issue with shadow PIV technique in the current setup
is the particle size. As shown in Sec. Experimental setup,
the particles in our setup have a Stokes number in the order
of 0.75, which is somewhat high for following the flow as
true tracers. A smaller Stokes number could be achieved in
our setup with a high speed camera with higher resolution,
which will be considered for future studies.

The main limitations in the current study when evaluating
the clinical significance of the results are the choice of a 2D
geometry with stiff and stationary walls. The 2D geometry
will introduce unnatural flow conditions compared to the real
3D case, such as increased vortex formation. Moreover, the
aortic valves are not to allowed to move in our current flow
model. In the real physiologic case, the aortic vale leaflets
are highly deformable structures and the final fully open po-
sition during systole is believed to be significantly influenced
by the local flow conditions in the LVOT. A more realistic
in-vitro setup for future studies might involve a full 3D ge-
ometry with a biological prosthetic aortic vale.

CONCLUSION

In conclusion, while keeping in mind the limitations of the
current study from a clinical perspective as discussed above,
our results show that ASH bulging alone does not alter the
flow field in the LVOT dramatically. However, for AML bil-
lowing and for the combination of AML billowing and ASH,
we see a significant re-circulation zone covering half of the
aortic outflow tract at peek systole (i.e. 160ms into the car-
diac cycle), as seen in e.g. Case 4 in Figure 4. This result is
not surprising since these two cases produce large expansion
angles between the LVOT and the aortic outflow tract. Which
in turn, might cause asymmetrical hemodynamical loads on
the aortic valve leaflets and downstream compactions.
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ABSTRACT
Pulsatile flow is intrinsic to the cardiovascular system and is driven
by the rhythmic beating of the heart. As a system for mass transport,
the cardiovascular system hosts a variety of biochemical and cellu-
lar species whose transport is subjected to the corresponding flow
oscillations. The influence is most prevalent near the heart and par-
ticularly within arteries, where pressure fluctuations are most sig-
nificant. This makes modelling of long-term mass transport diffi-
cult to evaluate, since intermediate oscillations need to be explicitly
resolved. By applying Reynolds averaging to the governing flow
and mass transport equations on a representative period of oscilla-
tion, this problem may be alleviated. However, doing so introduces
extra terms akin to the Reynolds stresses in the flow equations as
well as perturbed-flux terms in the mass transport equations. These
terms are investigated in the present study and their distributions
assessed. A human right coronary artery is used as the subject ge-
ometry, wherein the oscillatory transport behaviour of blood flow
and low density lipoprotein is studied.

Keywords: coronary artery, oscillation, period-average, pulsatile
flow, species transport.

NOMENCLATURE

Greek Symbols
∂ partial derivative
δi j Kronecker delta tensor
µ dynamic viscosity, [kg/m/s]
ρ density,

[
kg/m3

]
τi j viscous stress tensor,

[
kg/m/s2

]
τττwww wall shear stress vector,

[
kg/m/s2

]
ϕ arbitrary scalar field variable
∆i j strain-rate tensor, [1/s]
Γ domain boundary
Ω domain

Latin Symbols
c normalised species concentration
d diameter, [m]
nnn surface normal vector
p pressure,

[
kg/m/s2

]
ps pulsatile-state (period-averaged)
ss steady-state
t time, [s]
uuu velocity vector, [m/s]
xxx spatial position vector, [m]

C species concentration
D species diffusivity,

[
m2/s

]
J flux into a boundary
Pe Péclet
Re Reynolds

Sub/superscripts
0 reference condition (at the inflow)
i, j Cartesian tensor indices1

F fluid
I inflow
O outflow
W wall

INTRODUCTION

The cardiovascular system is a circulatory transport system
for blood that carries erythrocytes, thrombocytes, lipopro-
teins and other species throughout the body. The flow of
blood within the cardiovascular system is driven by pres-
sure differentials generated at the heart. As the heart peri-
odically contracts and relaxes, the pressure differentials fluc-
tuate, causing blood flow to oscillate about a non-zero net-
period flow-rate. Correspondingly, the transport of blood-
borne species is inherently oscillatory2, with oscillations im-
parted by the advecting blood medium. Advective transport
by blood flow is one of two dominant transport processes
governing species within the cardiovascular system, with the
other being diffusive transport. The net transport of a species
may be therefore regarded as a competing balance between
the two transport processes, with advection generally domi-
nating within the bulk blood flow and diffusion near the vas-
cular walls. This collective behaviour is quantified by the
dimensionless Péclet number (Pe), which measures the re-
spective rates of advective and diffusive transport.
At any point in the flow, advective transport is perceived al-
most equally amongst relatively passive blood-borne species
(i. e. that do not significantly influence the flow field). How-
ever, diffusive transport can vary since diffusivity varies
amongst species and hence, their corresponding Péclet num-
bers. A low Péclet number species (i.e. of high diffusivity

1The subscripts i, j are reserved for index notation of Cartesian tensors;
all other subscripts are for designating variables and should not be inter-
preted as tensor indices. Repeated indices in a term imply Einstein summa-
tion notation. For the generic vector variable ϕϕϕ, the element-wise absolute is
designated by |ϕi| and the Euclidean magnitude (2-norm) by ‖ϕϕϕ‖=√ϕiϕi.

2The terms oscillatory and pulsatile are herein used interchangeably to
describe the flow and are not differentiated with any distinct meaning.
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within blood plasma), would be little influenced by the os-
cillatory flow and would conform to a near-regular transport.
However, most blood-borne species are generally of high Pé-
clet numbers in the bulk flow, such as low density lipopro-
teins (Pe ∼ 2× 108) and oxygen (Pe ∼ 1× 106) (Stangeby
and Ethier, 2002). In such species, the dominance of advec-
tive transport implies a strong influence from the flow, and
hence its oscillatory behaviour on their transport. From a
modelling perspective, this presents a potential constraint for
high Péclet number species transport, since the strong cou-
pling to the flow in the bulk flow and increasing influence
of diffusivity in the near-wall flow implies an interplay of
varying length and time scales. That is, the corresponding
response of the species to perturbations from the oscillat-
ing flow would spatially vary between the bulk and near-wall
flow, requiring a large number of periods (i. e. computational
time) to achieve a steady-periodic equilibrium state.
This is demonstrated in the transport of high Péclet num-
ber blood-borne species, in that whilst the flow may resolve
to a steady-periodic regime within a reasonable ∼ 5 peri-
ods of oscillation from resting-state initial conditions (Liu
et al., 2011), the same is not necessarily true for the species,
which may take considerably longer (Sun et al., 2007). This
is especially problematic near vascular walls where other
types of interactions may occur, such as transport into the
walls and reactions with other species (Tarbell, 2003). For
computational models of such species, this presents an in-
convenience that may be infeasible to resolve within rea-
sonable time and computational resources. Indeed, oscilla-
tory flow and mass transport has been extensively investi-
gated in past studies, such as those of Hong et al. (2012),
Liu et al. (2011), Sakellarios et al. (2013) and Sun et al.
(2007). However, the difficulty of attaining a steady-periodic
regime still remains to be realised within feasible computa-
tional resources. In the objective of resolving this difficulty,
the mechanics that influence the steady-periodic regime for
flow and species transport are therefore investigated in the
present study. Period-averaging techniques akin to those of
turbulence modelling are applied to the governing flow and
species transport equations, so that they may be compared to
their equivalent steady-state conditions.

METHODOLOGY

A human right coronary artery (RCA) segment is selected as
the subject geometry of study for this investigation. This is
because coronary arteries are inherent with relatively small
diameters and longitudinal variations in their geometry; the
former is useful for reducing computational requirements as
multiple periods of oscillation are to be computed, and the
latter is useful for inducing variations in the distribution of
near-wall species concentration. For this study, the species
to be investigated is low density lipoprotein (LDL).

Geometry

The RCA geometry3 to be investigated comprises of a sin-
gle stem with no bifurcations or branches. The geometry
comprises of the volumetric flow space (lumen) ΩF, which is
bounded by the wall ΓW, inflow ΓI and outflow ΓO bound-
aries; see figure 1 (a). To ensure that the flow and species en-
tering ΩF are sufficiently developed from their boundary con-
dition states, the inflow and outflow boundaries are extended
by flow extensions of 5 [mm] and 10 [mm] respectively.

3Geometry provided by the Biofluid Mechanics Lab, Charité Univer-
sitätsmedizin Berlin.

The geometry is discretised using a longitudinally swept O-
grid mesh that comprises of 2385 hexahedral elements per
cross-section, which amounts to about 7.75× 105 elements
for the collective geometry; see figure 1 (b). For most of the
volumetric flow space, the concentration of LDL is expected
to be uniform, except near the wall where a thin mass trans-
port boundary layer develops. The near-wall mesh is thus
refined to sufficiently resolve the mass transport boundary
layer, such that the first element layer height is about 2200
times smaller than the average inflow diameter dI.

(a) (b)

ΩF ΓI
ΓO

ΓW

35 [mm]

dI = 2.2 [mm]

2.4 [mm]

Figure 1: Detail of the RCA segment used for this study, with (a)
geometry schematic (not including flow-extensions) and
(b) cross-section O-grid mesh (coarsened for display).

Governing equations

To investigate the oscillatory behaviour of flow and mass
transport of blood and blood-borne species, a continuum de-
scription is considered. That is, though it is recognised that
blood comprises a heterogeneous suspension of particulates,
the collective fluid is approximated as continuous on a suffi-
ciently large macroscale level. For blood vessels with diam-
eters significantly larger than that of an erythrocyte (i. e. red
blood cell), the continuum fluid assumption is found to satis-
factorily hold. However, special care needs to be made in re-
solving macroscale level properties such as rheology, which
need to be described via constitutive models (Thiriet, 2008).
For the present study, the arterial wall is assumed to be rigid
and hence non-compliant. This assumption is made so that
data processing of oscillatory blood flow and blood-borne
species transport can be made within a fixed (i. e. Eulerian)
reference frame. For example, the Eulerian reference frame
allows for a spatially-invariant definition of period-averaging
to be naturally realised. Otherwise, if the arterial wall is al-
lowed to deform, then so would the volumetric flow space
ΩF. In such a case, special treatment would be required to
define a spatially-invariant period-average within ΩF.

Blood flow transport

To describe blood flow, the incompressible mass and mo-
mentum conservation (Navier–Stokes) equations are used. In
conservative-form, these are respectively expressed by

∂iui = 0 (1)
ρ∂tui +∂ j (ρuiu j− τi j + pδi j) = 0, (2)

where ui is a component of the blood’s velocity field vec-
tor uuu and p is its scalar pressure field; δi j is the Kronecker
delta. The viscous stress tensor is defined τi j = 2µ∆i j and the
strain-rate tensor ∆i j =

1
2 (∂iu j +∂ jui). Material properties

are provided by the blood’s density ρ and viscosity µ, which
are assumed constant for the present formulation, such that
ρ = 1050

[
kg/m3

]
and µ = 3.45×10−3 [kg/m/s].

Whilst it is recognised that blood viscosity is non-Newtonian
(i. e. having a strain-rate dependence), its equivalent New-
tonian approximation may be acceptable for arteries with
diameters significantly larger than that of an erythrocyte
∼ 8×10−6 [m] (Ambrosi et al., 2012). The RCA geometry of
figure 1 is sufficiently large to satisfy this condition and since
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multiple periods of oscillation are to be computed in this
study, the Newtonian approximation is used so that computa-
tional needs are reduced. However, it is recommended that in
general, a high fidelity model of blood flow within coronary
arteries should use a non-Newtonian viscosity formulation;
see for example the models presented in Cho and Kensey
(1991). It is also noted that the near-wall computational ele-
ments (required to resolve the mass transport boundary layer)
are smaller than the diameter of an erythrocyte and hence,
should resolve greater detail than the continuum description
of blood would allow. Such flow detail is beyond the scope
of the present study and may necessitate local corrections to
the material properties of the blood fluid if required. This has
been addressed in studies such as Huang et al. (2009), which
have resolved such detail as the Fahraeus–Lindqvist effect
(migration of erythrocytes away from the wall) and resulting
variations in blood rheology.

Species transport

As with the flow, the distribution of blood-borne species is
modelled as a continuum. That is, rather than tracking indi-
vidual particles, their concentration is resolved on an Eule-
rian framework. For this study, the species of interest is low
density lipoprotein (LDL); a single particle has a diameter of
approximately 2.0×10−8 [m] (Teerlink et al., 2004), which is
about 105 times smaller than the internal diameter of a coro-
nary artery. Thus, with such large difference between their
respective diameters, the continuum description is expected
to satisfactorily hold for the transport of LDL.
The presence of LDL is assumed to have no influence on the
flow field. Therefore, LDL concentration transport is mod-
elled as a passive scalar c that is advected with the flow (one-
way coupling). The governing transport equation can be ex-
pressed in conservative form as

∂tc+∂i (uic−D ∂ic) = 0, (3)

where D is the isotropic diffusion coefficient, which for LDL
is about 5.0×10−12

[
m2/s

]
(Stangeby and Ethier, 2002). For

the present case, c is a normalised concentration which has
been scaled by its inflow value, such that c = C/C0, where C
is the concentration and C0 is its inflow boundary value.

Boundary conditions

For a boundary Γ enclosing the volumetric flow space ΩF,
its inward-pointing surface normal is designated by nnn+ and
outward-pointing surface normal by nnn-. The boundary con-
ditions described here are for pulsatile flow conditions. Un-
der steady-state conditions (i. e. when ∂tui = 0 and ∂tc = 0
in equations 2 and 3 respectively), the boundary conditions
take their period-average values. At the inflow boundary ΓI,
a pulsatile Poiseuille flow profile of the form

ui(xxx, t) = 2 u0(t)

1−

(
‖xxx− xxxccc‖

1
2 dI

)2
n+

i (4)

is assigned, where u0 is the boundary-average velocity, which
follows the time-periodic waveform defined in figure 2 and
has period-average u0. The characteristic parabolic profile
of the Poiseuille flow has its maximum at the boundary cen-
troid xxxccc, where xxx is a spatial coordinate on the boundary. To
gauge-fix the pressure field, an arbitrarily selected Dirich-
let condition p = 0 is assigned to the outflow boundary ΓO;
the precise value is not important under the present condi-
tions. For the wall boundary ΓW, a no-slip wall condition is
assigned, such that ui = 0.

0.0 0.2 0.4 0.6 0.8 1.0

0.00

0.05

0.10

0.15

0.20

0.25

time, t [s]

inflow boundary-average velocity, u0 [m/s]

periodic waveform, u0 (t)
period-average, u0 = 0.081 [m/s]

Figure 2: Plot of the RCA inflow waveform and its period-average;
using an 8-term truncated Fourier series representation of
the waveform provided in (Johnston et al., 2006).

Since the LDL concentration field has been normalised by
its inflow value, the inflow boundary ΓI is therefore ascribed
with the uniform condition c = 1. At the outflow bound-
ary ΓO, a zero flux condition (∂ic)n-

i = 0 is assigned. Both
these conditions are whole-boundary approximations and lo-
cally misrepresent the near wall LDL concentration due to
the presence of a spatially growing boundary layer. How-
ever, due to the high Péclet number of LDL, its species trans-
port equation is weakly elliptic, and so with the added flow-
extensions, the effect of the misrepresented boundary condi-
tions is not significant within the domain of interest. On the
wall boundary ΓW, the flux equilibrium condition

(uic−D∂ic)n-
i = Jc (5)

is ascribed, which describes the balance between advective
flux into the wall and diffusive flux away from it. The net
influx Jc of LDL into the arterial wall is set to be zero for the
present conditions. The advecting velocity into the wall is set
to be constant and equivalent to the water filtration velocity
Ju = 4.0×10−8 [m/s] (Stangeby and Ethier, 2002), such that
uin-

i = Ju. Note that this boundary condition has only been
enforced in the species transport and has been omitted from
the flow equations for this study. A more appropriate bound-
ary condition for the flow equations should therefore correct
the no-slip wall condition, such that

uin-
i = Ju (6)

ui− (u jn-
j)n

-
i = 0. (7)

The effect of the misrepresented boundary condition is not
expected to influence the flow field significantly, because Ju
is much smaller than u0 and the domain ΩF is small; see the
analytical solution for a straight artery with a semi-permeable
wall in Wada and Karino (2000) for the influence of Ju.

Oscillatory flow data processing

An arbitrary scalar field variable ϕ that is transported within
an oscillating flow of period-length Tp is considered. To
compare the oscillating field variable with its steady-state, it
is first necessary to decompose it into a time-invariant state.
This is achieved with Reynolds periodic-decomposition,
which decomposes the field variable into its period-average
ϕ and time-dependent perturbation ϕ′ components. Reynolds
periodic-decomposition is defined

ϕ(t) =

{
ϕ+ϕ

′ (t)
∣∣∣∣ ϕ =

1
T

∫
T

ϕ(t) dt, t ∈ T
}

, (8)
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where T = kTp is the integration time and k ≥ 1 is an integer
multiplier. Under laminar flow conditions, the flow field is
periodic at all relevant length scales; therefore, the decompo-
sition may be made over a single period of oscillation (k = 1).
However, under turbulent flow conditions, a sufficiently large
number of periods (k >> 1) would be required for ϕ to be-
come temporally invariant.
Applying the Reynolds periodic-decomposition to the flow
(equations 1 and 2) and species transport (equation 3), and
period-averaging, respectively yields

∂iui = 0 (9)

ρ∂tui +∂ j

(
ρ

(
uiu j +u′iu

′
j

)
− τi j + pδi j

)
= 0 (10)

∂tc+∂i

(
uic+u′ic′−D ∂ic

)
= 0. (11)

It is noted that the period-averaged flow and mass equations
are similar to their original form, except for the presence of
added terms, which have emerged from the non-linear ad-
vective components of the equations. These added terms
describe the period-aggregate influence of fluctuations about
the period-average of their respective field variable. For the
flow (equation 10) and species (equation 11), these added
terms are respectively referred as the oscillatory advective-
stress and oscillatory advective-flux.
Due to the presence of the oscillatory advective-stress and
oscillatory advective-flux in the flow and species transport
equations respectively, variations may emerge between the
period-average and equivalent steady-state of their respective
field variables. These variations may be subtle and difficult
to qualitatively differentiate. A quantitative measure is there-
fore required, and is provided with the Steady Representation
Index (SRI), which is defined

SRI{ϕ} =
ϕ|ss−ϕ|ps

ϕ|ss +ϕ|ps
. (12)

This index quantifies variations in a generic field variable ϕ

that arise due to flow pulsatility, relative to its equivalent
steady-state. The SRI is signed and bounded by the range
−1≤ SRI≤ 1, such that a positive value SRI{ϕ} denotes that
the steady-state value locally overestimates the field variable
ϕ, and a negative value if it underestimates; at SRI{ϕ} = 0,
both steady and pulsatile conditions are locally equivalent.
For the flow field, oscillatory fluctuations have generally
been measured via the Oscillatory Shear Index (OSI), which
was designed to measure fluctuations in the wall shear stress
τττwww (He and Ku, 1996). In a previous study by the authors
(Gabriel et al., 2016), the Oscillatory Shear Index was gen-
eralised to the Oscillatory Flow Index (OFI), which extended
the domain space of the index onto the flow-field, where

OFI =


1− ‖uuu‖

‖uuu‖
on ΩF ∪ ∂ΩF \ ΓW

1− ‖τττwww‖

‖τττwww‖
on ΓW .

(13)

Note that the OSI is generally scaled to have a maximum
value of 0.5; the scaling multiplier is removed in the above
definition as it presents no added value. In the same study
(Gabriel et al., 2016), the Oscillatory Kinetic Energy Index
(OKEI) was also introduced to measure the significance of
the oscillatory fluctuations; by measures the trace (i. e. en-
ergy) of the oscillatory advective-stress tensor relative to that

of the period-average flow. The OKEI was also extended to
flow and wall spaces, and is defined

OKEI =


uuu′·uuu′

uuu ·uuu + uuu′·uuu′
on ΩF ∪ ∂ΩF \ ΓW

τττ′www·τττ′www
τττwww ·τττwww + τττ′www·τττ′www

on ΓW .

(14)

By applying the OFI to the OKEI, direction-reversing (DR)
and non direction-reversing (NDR) oscillations can be segre-
gated and their significance measured, such that

OKEIDR = OKEI×OFI (15)
OKEINDR = OKEI× (1−OFI) . (16)

It is noted that a similar period-averaging technique was ap-
plied by Hong et al. (2012) to derive the period-average
species concentration equations for LDL transport within the
arterial wall. In that study, the authors argued that within
the arterial wall, the period-averaged LDL concentration is
significantly larger than its oscillatory perturbations and can
thus be represented satisfactorily by the steady-state equiv-
alent. In the present analysis, the period-averaged species
equations within the lumen are demonstrated to inherit the
period-aggregated influence of oscillatory perturbations via
the oscillatory advective-flux term, which depending on its
magnitude, can spatially modify the period-average species
concentration from its steady-state equivalent. Therefore, in
the same manner as the OKEI for the flow, the Oscillatory
Species Advective-Flux Index (OSAFI) is proposed to mea-
sure the significance of the oscillatory advective-stress term
in equation 11; the OSAFI is defined

OSAFI =
‖uuu′c′‖

‖uuu c‖+‖uuu′c′‖
on ΩF ∪ ∂ΩF \ ΓW . (17)

Computational implementation

The system of flow and species transport equations was im-
plemented into the cell-centred finite-volume solver ANSYS
Fluent v17.2, with in-house user-defined functions for cus-
tomisation of the solver and data-processing. Computations
were made with double-precision on a 64-bit serial machine.
For the flow equations, pressure-velocity coupling was at-
tained via the SIMPLE algorithm. Flow variable discreti-
sation was made using a second-order upwind scheme and
pressure discretisation using the standard ANSYS Fluent
scheme (a neighbour-cell interpolation method using mo-
mentum equation coefficient weighting). For species (LDL
concentration) discretisation, a first-order upwind scheme
was used; this scheme was implemented to avoid numeri-
cal instabilities arising due to the high Péclet number asso-
ciated with the species transport. Temporal discretisation of
all equations was made with an implicit first-order forward-
differencing scheme. Field variable gradients were derived
using least-squares cell-based interpolation.

RESULTS AND DISCUSSION

For the pulsatile flow (i. e. temporal) case, computations were
terminated at the end of the 20th period of oscillation. It
was found that from zero initial conditions, the flow field
had converged to a steady-periodic state by the fourth period
(i. e. the period-average remained unchanged with successive
periods). However, as expected of the high Péclet number
associated with LDL transport, the LDL concentration field
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(a)

(period-average pulsatile)

(b)

(steady-state)
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SRI{‖uuu‖}, −0.2 0.2

Figure 3: Plot of normalised velocity magnitude on a longitudinal
mid-cut of the artery; for (a) period-average of pulsatile
flow, (b) steady-state flow and (c) Steady Representation
Index of both conditions.
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Figure 4: Plot of normalised wall shear stress magnitude on the
wall; for (a) period-average of pulsatile flow, (b) steady-
state flow and (c) Steady Representation Index of both
conditions, where τw0 = 8µu0/dI is the inflow’s equiva-
lent Poiseuille wall shear stress.

(a)

(period-average pulsatile)

(b)
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(c)
SRI{c}, −0.02 0.02

Figure 5: Plot of normalised LDL concentration on the wall; for
(a) period-average of pulsatile flow, (b) steady-state flow
and (c) Steady Representation Index of both conditions.
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Figure 6: Plot of OKEI on the wall; for (a) NDR and (b) DR oscil-
lations. Also, a plot of (c) OSAFI on a near-wall surface
within ΩF (i. e. taking measurements at the first element
layer from the wall).
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Figure 7: Plot of normalised LDL concentration along the normalised distance of the (a) upper and (b) lower span of the RCA; comparing
period-averaged pulsatile-state (ps) and equivalent steady-state (ss) conditions. The direction of the arrow is from period 1–20.

was yet to converge onto a steady-periodic state from initial
conditions c = 1 (see figure 7). Nevertheless, to give prelim-
inary insight into what is expected of a converged periodic
state for the LDL concentration field, the 20th period results
are investigated for the present study.

Observation of the flow and wall shear stress distributions in

figures 3 and 4 respectively, reveals that the period-average
of the pulsatile flow displays similar characteristic to that of
its equivalent steady-state condition. However, subtle vari-
ations can be observed, particularly in the magnitude of the
velocity and wall shear stress at the narrowing of the artery
(near its longitudinal centre) and at the expansion thereafter
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(just before the outflow). This is confirmed by the SRI for
these respective indices, which also reveals that its sign is
not homogeneous but a seemingly even distribution of pos-
itive and negative; indicating that the period-average of the
pulsatile flow is both overestimated and underestimated rela-
tively evenly by its steady-state equivalent.
For the LDL concentration (figure 5), it is noted that the
period-average distribution for the 20th period is signifi-
cantly far from converged, and many more periods are re-
quired before a steady-periodic state is achieved. When com-
pared to the steady-state case, it appears that both distribu-
tions resemble each other (since regions of high and low con-
centrations seem to spatially coincide), though their respec-
tive magnitudes substantially differ. Correspondingly, it is
expected that the steady-periodic state may also behave sim-
ilarly to the 20th period. From the corresponding signed SRI
distribution, it is noted that the period-average of the oscilla-
tory concentration field is mostly less than that of its steady-
state equivalent. Observation of successive period-averaged
concentration profiles along the span of the artery (figure
7) reveals that the concentration field is currently incremen-
tally increasing in magnitude away from its initial condition
c = 1. This behaviour appears to be monotonic and slowing
down with each successive period, indicating that the steady-
periodic state is a converging limit.
It is difficult to ascertain the influence of flow oscillations
on the flow and species field variables, from their respective
distributions alone. However, this information can be deter-
mined from their corresponding oscillatory indices. From
figure 6, it can be observed that the OKEI is significant
throughout the artery, with NDR oscillations dominating. A
small distribution of OKEIDR is also observed, though this is
insignificant relative to that of the OKEINDR. The magnitude
of these distributions is generally equal to or less than 0.5,
indicating that the oscillatory advective-stress is not domi-
nant though moderately influential in modifying the period-
average flow field from its equivalent steady-state.
For the OSAFI, a more diverse distribution is observed,
where there seems to be little correlation with that of the
OKEI. However, a similar distribution is observed with the
SRI{‖τττwww‖} (figure 4), indicating a possible relation with the
gradient of the flow velocity. Though, further analysis is re-
quired before this can be ascertained.

CONCLUSION

The oscillatory transport of pulsatile blood flow and blood-
borne species (low density lipoprotein) has been investigated
in the present study. It was determined from their respec-
tive period-averaged transport equations that oscillatory in-
fluence is inherent to the period-average transport. This influ-
ence is prominent in the advective terms of the equations and
manifests as the period-aggregate of oscillatory advective-
stresses and advective-fluxes within the flow and species
transport respectively. These terms are identified to be the
cause for parting the period-average transport from its equiv-
alent steady-state condition. To investigate these terms, pul-
satile blood flow within a human right coronary artery is in-
vestigated and oscillatory indices developed to measure their
significance. It was observed that though a direct correlation
could not be ascertained between the oscillatory indices for
flow and species transport respectively, there was sufficient
similarity to imply a potential relationship. It is the objective
of this study that such a relationship can be determined and
modelled, so as to better resolve pulsatile species transport
without explicitly resolving all periods of oscillation.

ACKNOWLEDGEMENTS

This work was supported by an Australian Government Re-
search Training Program Scholarship and a grant from the
CSIRO through the ATN Industry Doctoral Training Cen-
tre. The Biofluid Mechanics Lab, Charité Universitätsmedi-
zin Berlin is acknowledged for providing the RCA geometry.

REFERENCES

AMBROSI, D., QUARTERONI, A. and ROZZA, G. (eds.)
(2012). Modeling of Physiological Flows, vol. 5 of Model-
ing, Simulation & Applications. Springer Milan, Milano.

CHO, Y.I. and KENSEY, K.R. (1991). “Effects of the non-
Newtonian viscosity of blood on flows in a diseased arterial
vessel. Part 1: Steady flows.” Biorheology, 28(3-4), 241–62.

GABRIEL, S.A., DING, Y. and FENG, Y. (2016). “Ex-
tending the Oscillatory Index to discern oscillatory flow
modes”. 20th Australasian Fluid Mechanics Conference, 1–
4. Australasian Fluid Mechanics Society, Perth, Australia.

HE, X. and KU, D.N. (1996). “Pulsatile flow in the human
left coronary artery bifurcation: average conditions.” Journal
of Biomechanical Engineering, 118(1), 74–82.

HONG, J., FU, C., LIN, H. and TAN, W. (2012). “Non-
Newtonian effects on low-density lipoprotein transport in the
arterial wall”. Journal of Non-Newtonian Fluid Mechanics,
189-190, 1–7.

HUANG, J., LYCZKOWSKI, R.W. and GIDASPOW, D.
(2009). “Pulsatile flow in a coronary artery using multiphase
kinetic theory”. Journal of biomechanics, 42(6), 743–54.

JOHNSTON, B.M., JOHNSTON, P.R., CORNEY, S. and
KILPATRICK, D. (2006). “Non-Newtonian blood flow in
human right coronary arteries: transient simulations.” Jour-
nal of biomechanics, 39(6), 1116–28.

LIU, X., FAN, Y., DENG, X. and ZHAN, F. (2011). “Ef-
fect of non-Newtonian and pulsatile blood flow on mass
transport in the human aorta”. Journal of Biomechanics,
44(6), 1123–1131.

SAKELLARIOS, A.I. et al. (2013). “Patient-specific com-
putational modeling of subendothelial LDL accumulation in
a stenosed right coronary artery: effect of hemodynamic and
biological factors.” American journal of physiology. Heart
and circulatory physiology, 304(11), H1455–70.

STANGEBY, D.K. and ETHIER, C.R. (2002). “Computa-
tional analysis of coupled blood-wall arterial LDL transport”.
Journal of biomechanical engineering, 124(1), 1–8.

SUN, N. et al. (2007). “Influence of pulsatile flow on LDL
transport in the arterial wall”. Annals of biomedical engineer-
ing, 35(10), 1782–90.

TARBELL, J.M. (2003). “Mass transport in arteries
and the localization of atherosclerosis”. Annual review of
biomedical engineering, 5(1), 79–118.

TEERLINK, T., SCHEFFER, P.G., BAKKER, S.J.L. and
HEINE, R.J. (2004). “Combined data from LDL compo-
sition and size measurement are compatible with a discoid
particle shape”. Journal of lipid research, 45(5), 954–66.

THIRIET, M. (2008). Biology and Mechanics of Blood
Flows. Part II: Mechanics and Medical Aspects. Springer,
New York, NY.

WADA, S. and KARINO, T. (2000). “Computational
Study on LDL Transfer from Flowing Blood to Arterial
Walls”. T. Yamaguchi (ed.), Clinical Application of Compu-
tational Mechanics to the Cardiovascular System, 157–173.
Springer Japan, Tokyo.

152



12th International Conference on CFD in Oil & Gas, Metallurgical and Process Industries 
SINTEF, Trondheim, Norway 
May 30th – June 1st 2017 

CFD 2017 

 

 

 
 

PATIENT SPECIFIC NUMERICAL SIMULATION OF FLOW IN THE HUMAN UPPER 
AIRWAYS FOR ASSESSING THE EFFECT OF NASAL SURGERY 

 
Maria R. JORDAL1* , Sverre G. JOHNSEN2, Sigrid K. DAHL2, Bernhard MÜLLER1 

1 NTNU Department of Energy and Process Engineering, 7491 Trondheim, NORWAY 
2 SINTEF Materials and Chemistry, 7465 Trondheim, NORWAY 

 
* E-mail: mariarjordal@gmail.com 

 
 
 
 

ABSTRACT 
The study is looking into the potential of using computational 
fluid dynamics (CFD) as a tool for predicting the outcome of 
surgery for alleviation of obstructive sleep apnea syndrome 
(OSAS). From pre- and post-operative computed tomography 
(CT) of an OSAS patient, the pre- and post-operative 
geometries of the patient’s upper airways were generated. 
CFD simulations of laminar flow in the patient’s upper airway 
show that after nasal surgery the mass flow is more evenly 
distributed between the two nasal cavities and the pressure 
drop over the nasal cavity has increased. The pressure change 
is contrary to clinical measurements that the CFD results have 
been compared with, and this is most likely related to the 
earlier steps of modelling – CT acquisition and geometry 
retrieval.  
 

Keywords: CFD, upper airways, OSAS, biomechanics 

 

NOMENCLATURE 

Greek Symbols 
  Mass density, [kg/m3]. 
  Dynamic viscosity, [Pa s]. 

 
Latin Symbols 
 A     Cross sectional area [m2]. 
 DH   Hydraulic diameter [m]. 
 p   Pressure, [Pa].  
 P      Perimeter [m]. 
 Q     Volumetric flow rate, [ml/s]. 
 R   Resistance, [Pa s/ml]. 
 Uavg Average velocity [m/s] 
 V   Velocity vector, [m/s]. 
  
Abbreviations 
AHI Apnea-hypopnea index  
CFD Computational fluid dynamics 
CT  Computed tomography 
HU  Hounsfield units 
OSAS Obstructive sleep apnea syndrome 
PNIF Peak nasal inspirational flow 
RANS Reynold averaged Navier Stokes 
RMM Rhinomanometry 
RRM Rhinoresistometry 

INTRODUCTION 

Obstructive sleep apnea syndrome (OSAS) is a disorder 
characterized by repeated collapses of the upper 
airways, preventing air from flowing freely during 
sleep, causing apneas (pauses in breath) and hypopneas 
(shallow breathing). The severity of sleep apnea is 
indicated by the number of apnea/hypopnea events per 
hour during sleep, which defines the apnea-hypopnea 
index (AHI), where <5 is considered normal and >30 
severe. The most prevalent symptoms are daytime 
sleepiness, unrefreshing sleep and snoring, but OSAS 
has also been shown to increase the chance of 
cardiovascular diseases (AASM, 1999). 

Several surgical and non-surgical treatment options 
exist for alleviation of OSAS, but it is difficult to 
predict the outcomes of the treatments. As the success 
rates of the treatments are highly varying from patient to 
patient, a tool for predicting their outcome is needed. 
CFD may aid as such a tool, and may provide a non-
invasive and cost-efficient guidance to medical 
personnel on what surgery procedure to choose. 

 

Outline 

In the current paper we have simulated the flow in the 
upper airways of one OSAS patient before and after 
intranasal surgery. The work is based on the treatments 
for OSAS at St. Olav University Hospital in Trondheim, 
Norway. Here, intranasal surgery is being performed on 
patients with OSAS. Only one third of the patients 
experience improvement in OSAS after surgery. It is not 
known why there is such a low success rate after 
surgery, and why some patients improve and others do 
not (Moxness and Nordgård, 2014). By studying the 
geometry and flow patterns of the upper airways before 
and after surgery, the impact of intranasal surgery on the 
airflow in the upper airway might become clearer.  The 
method for creating computational models from CT 
images follows in the next section. Selected results 
(pressure, velocity and nasal resistance) will be 
discussed and compared with measured results. This 
article is based on the M.Sc. thesis by Jordal (2016).  

A schematic of the upper airways and definitions of 
the anatomical planes and directions can be seen in Fig. 
1. 
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METHOD 

Geometry Retrieval  
Data Acquisition 

The pre- and post-operative geometries were 
reconstructed from CT images provided by the 
Department of Radiology and Nuclear Medicine at St. 
Olav University Hospital, Trondheim. The CT was done 
with a Siemens Sensation 64 in the transverse plane. 
The pre-operative scan provided 342 slices with a slice 
thickness of 1.0 mm, and the post-operative scan 
provided a total of 423 slices with a slice thickness of 
1.5 mm. All of the 2D CT images consisted of 512x512 
pixels.  
 
Patient Data 
The patient chosen for this particular study is a man 
born in 1948 with a body mass index of 28. He 
underwent intranasal surgery at St. Olav Hospital in the 
fall of 2015 for alleviation of OSAS. The patient had a 
narrow nasal passage in his left nostril obstructing the 
airflow, and had surgery to increase the volume of this 
passage. A result of this intranasal surgery was a 
reduction in AHI from 23 to 5.7. As AHI<5 is 
considered normal, this indicates that the patient is 
almost alleviated of OSAS. 
 
Segmentation Procedure and Editing of Geometry 
The segmentation of the upper airways was done using 
ITK-SNAP 3.4.0 (Yushkevich, 2006). The automatic 
segmentation was performed using the Active Contour 
Method with thresholding. Air defines the lower limit of 
the Hounsfield Unit (HU)-scale at -1024HU, but there is 
no standard as to what the upper limit should be. Upper 
HU-values such as -300 (Ito et al., 2011), -400 (De 
Backer et al., 2007), -460 to -470 (Nakano et al., 2013) 
and -587 (Weissheimer et al., 2012) have been used for 
automatic segmentation in previous works. Although 
there is a big range of the upper limit, all of the above 
mentioned reported good results with these settings. For 
this segmentation, -300 as the upper HU-value has been  
chosen based upon trial and error (Jordal, 2015).  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In addition, manual segmentation was necessary in 
order to capture the geometry. For this, the paint brush 
mode was used on the slices in all planes (coronal, axial 
and sagittal). For simplicity of the model, the paranasal 
sinuses were excluded from the model. The entire 
segmentation process was done in cooperation with an 
ear-nose-throat surgeon and a radiologist to make sure 
the model was anatomically correct.  
 The segmented volume was extracted from ITK-
SNAP as a triangulated surface mesh. Netfabb basic 
(Nettfabb basic v.7.3) was used to analyze and check 
the quality of the mesh, and MeshLab (Cignoni et al., 
2008) for further post-processing. In MeshLab, the 
mesh was reduced using the built-in function Quadratic 
Edge Collapse Decimation with topology preservation 
and a target number of faces of 100 000. This reduces 
the size of the mesh and the size of the file, which all 
reduces the time on editing the geometry in the steps 
that follows. Finally, the mesh was smoothed using the 
Laplacian Smooth Filter with default settings to avoid 
any artefacts from digitalization.   

Since the patient had been positioned differently on 
the pre- and post-operative CT the pharynx appeared 
rather different for the two models (Fig. 2). The bend in 
the neck post-operatively is a result of a head-rest that 
was used during CT. The result of this is that the angle 
between the nasal cavity and the pharynx is larger post-
operatively, in addition to some changes in the pharynx 
and larynx as the walls are elastic. 

 However, the only difference between the two 
models should between geometry of the nasal cavities. 
To make sure the only difference between the two 
models was the surgery, and avoid any effects that may 
be caused from the different positioning during CT, the 
post-operative nasal cavity was combined with the pre-
operative pharynx and larynx. In order to do this, the 
models were first aligned in MeshLab, converted from 
surface mesh (stl file) to a solid body (stp file) in 
ANSYS Spaceclaim, and then combined in ANSYS 
DesignModeler. The two models had different 
circumferences, and in order to join the two parts 
together without creating a stair-step, a small volume 
(length of 3 mm.) between the two parts was created. In 

Figure 1:  Schematic of the upper airways (Southlake sinus and snoring center, 2017) and of the anatomical planes and directions 
(Tu et al., 2013). 
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addition, the outlet was extended by cutting the model at 
the larynx and extending it in the flow direction using 
ANSYS DesignModeler in order to avoid reverse flow 
and to smooth the air flow at the outlet (Fig. 3).  
 

  
Figure 2: Pre- and post-operative CT images of the patient 
showing the difference in head positioning, respectively. 
Sagittal view from the left side. 
 
 

 
Figure 3: The final post-operative geometry showing the 
different parts that were combined into one single geometry. 
Viewed from the left side. 
 

Grid Generation 
A grid convergence test was carried out on tetrahedral 
and polyhedral grids made in Ansys Meshing (ANSYS 
inc, v.16.2). Coarse, medium and fine (mostly) 
tetrahedral grids were made in Ansys Meshing by 
choosing “no set cell type” as the cell type in Ansys 
Meshing. The same grids were then converted to 
polyhedral cells in Ansys Fluent. In addition to these six 
grids, a coarse grid with inflation layers was included in 
the test. The computational time was about 30% lower 
on the polyhedral grids, and a medium type grid showed 
grid independence. Based on the grid convergence test, 
grids were made for both pre- and post-operative 
models. The post-operative grid was made with the 
medium settings which resulted in a grid with 19 783 
513 nodes and 3 489 365 polyhedral cells. The pre-
operative grid was then made to approximately match 
the number of cells, and consists of 17 023 087 nodes 
and 2 993 762 polyhedral cells. 
 

Numerical Simulation  

The incompressible Navier-Stokes equations were 
solved for the entire domain. They read: 
 

div V = 0 (1) 
 

2D
p

Dt
    

V
V  

(2) 

 
where V, p, ρ,  are the velocity vector, pressure, 

mass density and dynamic viscosity, respectively. The 
software ANSYS Fluent was used for numerical 
simulations. The flow simulated is modelled as 
incompressible, hence the pressure-based solver was 
chosen. This solver is also default in Fluent. The 
pressure based solver couples the velocity and pressure 
and for this SIMPLE (semi-implicit method for 
pressure-linked equations) was chosen. SIMPLE is 
default in ANSYS Fluent. For the spatial discretization, 
the following default settings were used; Gradient: 
Least square cell based, pressure: second order, 
momentum: second order upwind. For the transient 
formulation (when applied), the second order implicit 
was used. Inspirational flow was simulated by defining 
the nostrils as inlets with atmospheric pressure (0 Pa 
total pressure), and the end of larynx as the outlet with a 
uniform outflow velocity corresponding to 250ml/s. The 
no-slip condition was applied at the walls. The flow was 
simulated as laminar with ρ = 1.225 kg/m3 and

51.7894 10 Pas   . 

Because of the large amount of grid cells, the 
simulations were done on a high performance computer 
available at NTNU. With 12 CPUs, this took about two 
days, but the solution was not fully stable. The flow was 
modelled as steady-state, but to reach a solution, the 
flow was solved as transient with a time step of 10e-6 
seconds with a maximum of 20 iterations per time step. 
This went on until the solution converged with the 
scaled residuals in the order of e-09 to e-13. 
 

Clinical Measurements 

From St. Olav Hospital, data from rhinometric 
measurements, such as rhinoresistometry (RRM) and 
rhinomanometry (RMM) were available. RRM and 
RMM measure the resistance in the nose at different 
flow rates. The resistance, R, is defined as R = ∆P/Q 
where ∆P is the pressure difference from the nostrils to 
the posterior nose/beginning of nasopharynx, and Q is 
the volumetric flow rate. The resistances of the left and 
right nasal cavities are measured individually. The test 
procedure is to close one of the nostrils, placing a mask 
over the nose and mouth, and letting the patient breathe 
in and out at normal pace. All tests have been done both 
pre- and post-operatively, before and after decongestion 
of the nose. The tests were first taken when the nose 
was at its normal state. After this, the patient was given 
nasal spray, and waited 15 minutes before the tests were 
retaken. This was done to decongest the nose and 
eliminate the effect of mucosa 

 To compare the measured values, the resistance 
was calculated from the CFD-results. The volumetric 
flow rate was calculated from the mass flow rates of 
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each of the nostrils, and the pressure drop was defined 
from the inlets (nostrils) to the posterior nose. The 
results were compared with the results from RMM and 
RRM at the same flow rates.   
 

RESULTS 

Geometry 

The difference between the two final geometries is the 
nasal cavity, and a more detailed view of this can be 
seen in Fig. 4-6.  
 

 
 
Figure 4: The nasal cavity pre(left)- and post(right)-operative 
viewed from the left side. Planes used for cross sections in 
Fig. 5-6 are marked. 
 

 
Figure 5: Cross sections at planes 1-3. Pre-operative model on 
top, and post-operative below. 

 
Figure 6: Cross sections at planes 4-6. Pre-operative model on 
top and post-operative model below. 
 
The surgery was performed in order to open up the 
narrow airway on the anterior left nasal cavity, and 
straighten out the septum. As seen in Fig. 5-6, this 
volume has increased on both left and right side in the 
anterior nose. However, the volume appears to have 
decreased after surgery posterior in the nose. This will 
be discussed further. The inlets of the pre- and post-
operative models are angled slightly different, but this is 
not affecting the air flow remarkably (Taylor et.al. 
2010). 

Velocity 

The velocity distribution in the upper airways both pre- 
and post-operatively showed lower velocities in the 
nasal cavity, and an increase in velocity as the cross 
sectional area becomes narrower in the pharynx. The 
velocity magnitudes across a sagittal cut plane can be 
seen in Fig.10. The plane is positioned in the middle of 
the pharynx and the larynx, and close to the septum on 
the left nasal cavity.  

The highest velocities are found in the smallest 
cross sectional area, which is behind the epiglottis. This 
narrowing creates a pharyngeal jet. A large change in 
the angle between the pharynx and larynx creates 
swirling and recirculation in the larynx. The maximum 
velocities are almost identical pre- and post-operative at 
7.783 and 7.827 m/s, respectively. As the mass flow is 
constant and identical in both cases, and the pre- and 
post-operative geometry is the same from the 
nasopharynx and below, the velocity is expected to be 
similar in these areas. Differences in the pre- and post-
operative nasal cavities can be observed as the geometry 
has changed (Fig. 9).  

It can be seen that the velocity magnitude has 
increased on the left side after surgery. The highest 
velocities are found in the inferior nasal cavity around 
the inferior turbinate and close to the septum. The 
lowest velocities are observed in the olfactory zone and 
at the edges. The findings correspond with the 
description of flow patterns in the literature (Schreck et 
al., 1993, Hahn et al., 1993, Keyhani et al., 1995). The 
flow is more evenly spread out in the right nasal cavity. 
The differences between the left and right nasal cavity 
and the pre- and post-operative nasal cavities are well 
illustrated by the velocity streamlines (Fig. 11). 

In Fig. 11 it can be seen that the majority of the 
flow is in the inferior nasal cavity. After surgery, the 
velocities are higher in the left nasal cavity. This is a 
result of an increased volume in the left anterior nasal 
cavity allowing more air in. Before surgery 15% more 
of the flow went through the right nasal cavity than the 
left. After surgery, this difference is reduced to 8%. 
Even though the mass flow rate in the right nasal cavity 
is lower after surgery, the velocity has not decreased. 
However, the cross sectional area appear to have 
decreased. This will be discussed further below. 

From the velocity, the Reynolds Number was 
calculated at the cross sections marked in Fig. 8 as 
follows: 

 

𝑅𝑒 =  
𝜌𝑈𝑎𝑣𝑔  𝐷𝐻

𝜇
 

(3) 

 
where DH is the hydraulic diameter, DH = 4A/P, where 
A is the cross-sectional area and P the perimeter. For the 
nasal cavity, both P and A are summations of both the 
left and the right side of the cavity. Uavg is the area 
averaged velocity at the cross section. The result is 
plotted in Fig 7. 
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Figure 7: Calculated Reynolds numbers at selected cut planes 
(see Fig. 8) based on area averaged velocity and hydraulic 
diameter of the cut plane 

 
Figure 8: Location and numbering of cut planes used 
for calculation of Reynolds number. 
 

 
The Reynolds number ranges from 621 to 2160, which 
is within the laminar regime. Based on this, the laminar 
approach is suitable.  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Pressure 

At a flow rate of 250 ml/s, the calculated pressure drop 
from inlet to the larynx is 34.46 Pa pre-operatively, and 
44.56 Pa post-operatively. This means that a greater 
pressure difference and more effort are needed to inhale 
the same amount of air after surgery. The major change 
in pressure drop is found over the nasal cavity. This has 
increased with 5.41 Pa after surgery. The pressure on 
the wall in the nasal cavities can be seen in Fig. 12. 

The major change in the pressure distribution after 
surgery is the high pressure gradient at the smallest 
cross section in the anterior nose. This change can be 
seen on both sides post-operatively, and is the main 
reason for the total change in pressure drop over the 
nasal cavities after surgery. Besides from this pressure 
change in the anterior nose, the pressure development 
follows the same trend pre- and post-operatively, but the 
pressure is overall lower post-operatively. Another 
change between the two models can be observed at the 
posterior laryngopharynx. The pressure drop at this 
region was lower before surgery.  

 
Nasal Resistance 

The nasal resistance was measured with RRM and 
RMM both pre- and post-operative. Pre-operative, 
measured results are only available for the right nasal 
cavity. This is because the nasal passage was too narrow 
for the tests to work. Post-operative measurements are 
available for both sides. However, even post-operatively 
the results are limited and only available for 
measurements after decongestion. Both measured and 
CFD results are presented in Table 1. 
 

Table 1: Nasal resistance, measured and calculated results. 
 

 Flow rate 
[ml/s] 

R, RRM  
[Pa s/ml] 

R, CFD  
[Pa s/ml] 

Pre, right 143.8 0.1732 0.0429 
Pre, left 106.2 Not Measured 0.0581 
Post, right 135.1 0.1145 0.0888 
Post, left 114.9 0.6167 0.1044 
    
 

Figure 9: Contour plot of the velocity across coronal cross sections in the nasal cavity pre-operative (left) and post-operative (right). 
The models are viewed from the right side. 
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Figure 10: Contour plot of the velocity of the velocity across a sagittal cut plane at the middle of pharynx and larynx, and the 
left nasal cavity. The pre-operative results to the left, and the post-operative results to the right. 

Figure 11: Velocity streamlines in the right (upper) and left (lower) nasal cavity pre (left)- and post (right)-operative. 
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DISCUSSION 

 

CFD and geometry approach 

The CFD results show airflow-patterns similar to 
previous modelling work and experiments reported in 
the literature. However, the calculated nasal resistance 
values from the CFD results differ remarkably from the 
rhinometric measurements. A possible source of error is 
the CFD approach. This study established a laminar 
base-case, and based on the Reynolds number, the flow 
is within the laminar flow regime. However, the 
geometry of the upper airways varies greatly and 
turbulent effects may be present at certain regions. The 
turbulent approach has been studied by Aasgrav (2016) 
and Aasgrav et.al (2017). The CFD-simulations with 
laminar and turbulent models gave similar results for 
both pressure and velocities and indicate that the errors 
must be related to earlier steps in the modelling 
procedure such as geometry retrieval and/or CT 
acquisition. 
 
 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
As pointed out (Shreck et al., 1993) the nasal 

resistance is highly dependent on the cross sectional 
area. A comparison of the measured and calculated 
hydraulic diameter on the pre-operative model shows 
that the hydraulic diameter is significantly larger (about 
60%) in the CFD model (decongested RMM). This may 
account for the large deviation between the measured 
and calculated nasal resistance. A decrease in hydraulic 
diameter by 60% is approximately a layer of one voxel 
off the model (0.3mm on the left side, and 0.5mm on the 
right side). When reducing the geometry, by a trial and 
error approach, the reduction of a voxel layer 
corresponds to an upper HU-value of approximately -
600 HU. It should be noted that this value is higher than 
those reported in the literature, but nevertheless, this 
strongly indicates that the geometry is too large, and 
that the HU-values for segmentation should be 
reevaluated. Finding a suitable HU-range by calculating 
the hydraulic diameter after simulating the air flow is 
easy, but not ideal. Predicting the right HU-range and 
segmentation procedure earlier on in the process is 

Figure 12: Contour plots of the pressure distribution at the wall in the nasal cavity pre (left) – and post (right)-operative. The 
nasal cavity is viewed from the right (upper) and left (lower). 
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challenging, and a standard approach for setting the 
upper HU-value is needed. However, more work is 
needed in order to study the effect of a reduction of the 
hydraulic diameter, and the sensitivity to HU values. 
Overall, it should be noted that the segmentation 
procedure is both time consuming and prone to human 
errors as a large amount of manual segmentation is 
needed.   

As mentioned, the model was smoothed in order to 
reduce digitalization artefacts. This creates a smooth 
surface, with less friction on the walls. By doing so, an 
idealized, and perhaps unrealistic, nasal cavity may be 
created. In reality, the walls of the nasal cavity are 
covered by mucosa and nasal hair in the anterior nose, 
which will make a more irregular surface. While 
eliminating the unrealistic stair-steps of the model 
created by digitalization, the smoothing may have 
resulted in much less friction than in the real case. This 
may have contributed to the overall low nasal 
resistance, but does not explain the increase in pressure 
drop over the nasal cavity after surgery.  

Another simplification of the model is that all the 
walls are assumed to be rigid. For most of the nasal 
cavity this is a good approximation, but the pharyngeal 
walls are known to be less rigid. By modelling these 
walls with fluid-structure-interaction (FSI), effects not 
captured by the CFD approach so far may be evident. In 
particular, a collapse of the airways during inspirational 
flow may occur. However, the hysteresis effects in 
RMM data are expected to be negligible as the 
calculated flow resistance behaves similar during 
inhalation and expiration.  

 
 

Physiological effects 

Whether or not the difference in measured and 
calculated hydraulic diameter is solely based on the 
segmentation procedure, or if there actually is a physical 
difference between the patient at the time of CT scans 
and at the time when the rhinometric tests were taken is 
not yet clear. In addition to the segmentation procedure, 
the geometry difference may also be caused by physical 
effects captured on CT. One concern is the nasal cycle – 
of which the effect it has on the model is not yet 
determined. CT gives an instantaneous representation of 
the upper airway, but the geometry of the upper airway 
is in fact constantly changing because of the nasal cycle. 
The cyclic movement works in a way so that the volume 
of the left and the right side most of the time is 
asymmetric. This means that CT from the same day can 
give different geometries. When comparing pre- and 
post-operative CT data, the differences in the geometry 
can be greater or smaller depending on which nasal 
cavity is dominant at the time. A comparison of the CT 
images shows indications of the patient being in 
different cycles pre- and post-operatively. A comparison 
of a coronal slice in the anterior nasal cavity can be seen 
in Fig. 13.  
 

 

 
The right side appears to be larger in the pre-operative 
CT than in the post-operative one, and hence there is a 
more distinct difference between in the left and right 
nasal cavities after surgery. This also corresponds with 
the hydraulic diameter that is especially large on the 
right side. The need for taking the nasal cycle into 
account when modelling the nose has been pointed out 
in previous studies. Patel et al. (2015) compared pre- 
and post-operative models to study nasal airway 
obstruction and had to limit their study subjects to those 
that seemed to be in the mid cycle (symmetric) of the 
nasal cycle both pre- and post-operatively. In order to 
include more subjects into the study, they came up with 
a method for modelling the nasal cycle. By changing the 
thickness of the inferior and middle turbinate in addition 
to the septal swell body, the nasal cycle is taken into 
account. Patel found that the surgical effect was more 
correctly simulated when the geometry has been 
adjusted to eliminate the influence of the nasal cycle. 
Another option is to simply try to avoid the nasal cycle 
as a source of error. This could be done by obtaining the 
CT after the patients nose have been decongested by 
nasal spray. It is, however, important to keep in mind 
that the decongested state is unnatural. When measuring 
the AHI during a sleep study, the nasal cycle is present, 
and including the nasal cycle in the model instead of 
eliminating it may give a more realistic result. As long 
as the nasal cycle is ignored, the CT scan image data 
can make show different geometries of the same nasal 
cavity, and make it more difficult to reproduce data. 

The high reduction in AHI measured clinically is 
not as clearly observed in the CFD results. The 
simulation results show a significant change in the flow 
patterns in the nasal cavities, but only a small change in 
the flow patterns in the pharynx and larynx between the 
pre- and post-operative models. The major differences 
after surgery are a more evenly distributed flow between 
the two nasal cavities, and an increase in the pressure 
drop over the nasal cavity. The change from mouth 
breathing to nasal breathing can be the cause of the 
major improvement in AHI. It can be hypothesized that 
the obstructions in the nose of the patient made it too 
difficult to breathe through the nose, and that he instead 
was breathing through his mouth during sleep. When 
breathing through the mouth (and opening the mouth), 
the volume in the pharynx decreases as the tongue and 
soft palate moves posterior towards the pharyngeal 
walls. This might even close the pharynx, and can result 
in both apneas and hypopneas which can explain the 
high AHI reported before surgery. After surgery, the 

Figure 13: Coronal CT view of the nasal cavity pre (left) - 
and post (right) -operative showing indications of a change in 
the nasal cycle in pre- and post-operative CT. 
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simulation results show a more symmetrical flow in the 
nose which might make it easier to breathe through the 
nose - perhaps enough for the patient to breathe only, or 
mostly, through his nose. If this is the case, the 
pharyngeal volume will be significantly larger than it is 
when the mouth is open, and the risk for collapse will be 
reduced. It is, however, not known if the patient 
changed from mouth- to nasal breathing after surgery as 
there are no available data for this, and more 
information about the patients sleeping habits is needed 
to verify this. If the patient did sleep with an open 
mouth, the geometry should also include the oral cavity 
(a third inlet), and a CFD study on that geometry should 
be included as well to relate the CFD-results with the 
AHI. Modelling of open mouth breathing calls for a 
more complex model as this requires the soft palate to 
be movable, and FSI is needed in order to do so.  

It should be noted that all the mechanisms of OSAS 
are not known and understood, and there can be other 
mechanisms causing apneas and hypopneas that are not 
visible by studying the flow. It has been suggested that 
neurological mechanisms also may influence the 
breathing pattern. It is currently unknown how this can 
be affected by nasal surgery (Moxness and Nordgård, 
2016). A last remark is that the CT data, which is the 
basis for the numerical simulations, is obtained when 
the patient is awake, while the AHI is measured during 
a sleep study. During sleep, the muscles relax and the 
pharyngeal wall can become narrower as the muscles 
that are supporting it are relaxed. In addition, the 
muscle-relaxation may also make the tongue relax and 
fall posterior, when sleeping in the supine position, due 
to gravity. 
 

CONCLUSIONS AND FURTHER WORK  

In the current paper, the airflow in the human upper 
airways has been simulated for an OSAS patient to 
study the effect of intranasal surgery for alleviation of 
OSAS. A base-case with laminar flow was made and the 
results from CFD were compared with clinical 
measurements, in particular measurements of the nasal 
resistance. The CFD results and the measured results 
did not correspond, and the main errors are expected to 
be caused by differences between the geometry of the 
upper airway and the airway being modelled. Further 
work will be focused on making an anatomical correct 
geometry before proceeding further with numerical 
simulations.  
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ABSTRACT 
In this paper, investigations are conducted using 
Reynolds-averaged Navier-Stokes (RANS) turbulence 
models to investigate the importance of turbulence 
modelling for nasal inspiration at a constant flow rate of 
250 ml/s. Four different, standard turbulence models are 
tested in a model geometry based on pre-operative CT 
images of a selected obstructive sleep-apnea syndrome 
(OSAS) patient. The results show only minor differences 
between them. Furthermore, the turbulence models do 
not give significantly different results than a laminar flow 
model. Thus, the main conclusion is that effects of 
turbulence are insignificant in CFD modelling of the 
airflow in the pre-operative model of the upper airways 
of the chosen patient. 

Keywords: CFD, Biomechanics, Obstructive Sleep Apnea, 
Turbulence, Upper airways. 

NOMENCLATURE 
Greek Symbols 
 𝛿𝑖𝑗      Kronecker delta, [-]. 
      Mass density, [kg/m3]. 
 𝜈     Kinematic viscosity, [m2/s]. 
 𝜈𝑇       Turbulence eddy viscosity, [m2/s]. 
 
Latin Symbols 
 k      Turbulence kinetic energy, [m2/s2]. 
 𝑝     Pressure, [Pa]. 
 𝑼     Velocity vector, [m/s]. 
 𝑈𝑖     Mean velocity component in the 𝑖 direction, [m/s]. 
 𝑥, 𝑦, 𝑧 Cartesian coordinates, [m]. 
 
Sub/superscripts 
 𝑖, 𝑗, 𝑘  Spatial coordinate indexes. 
 w     Wall. 
 
 
 
 

INTRODUCTION 
Snoring is caused by the soft parts of the upper airways 
collapsing and preventing the air from flowing freely. In 
some cases, snoring is so severe that medical attention is 
required. The most severe form, called obstructive sleep 
apnea syndrome (OSAS) involves complete blocking of 
the airway during sleep because of the collapse of e.g. 
relaxed muscles and soft tissue due to e.g. Venturi effect 
and gravity, in particular when the patient is lying in the 
supine position. It affects 2-4 % of the population. A 
variety of treatment options exists, but currently there are 
no available methods for predicting the outcome of the 
treatment. In order to gain insight into the biomechanical 
mechanisms of OSAS, computational fluid dynamics 
(CFD) simulations of flow in the human upper airways 
have been performed. 

In short, the conclusions from previous studies 
indicate that the turbulence model that compares best 
with experimental data varies from case to case. 
Mihaescua et al. (2008) conclude that the Large Eddy 
Simulation (LES) modelling approach is a better option 
compared to the standard Reynolds-Averaged Navier-
Stokes (RANS) models k-ε and k-ω, with k-ω being 
slightly better than k-ε. The RANS modelling approach 
is not able to capture flow separation effects, which are 
important for the understanding of the flow, as well as the 
LES approach. Riazuddin et al. (2011) conducted a study 
of inspiratory and expiratory flow in the nasal cavity 
using a k-ω SST turbulence model. The results were 
validated with experimental and numerical data from 
other studies, and they showed good correlation. The 
conclusion of the study was that the k-ω SST model gave 
accurate and reliable results for the flow involving 
adverse pressure gradients. Ma et al. (2009) used a 
realizable k-ε model when simulating flow and aerosol 
delivery in the human airways, and obtained good 
agreement with experimental data. Stapleton et al. (2000) 
used a standard k-ε model and concluded that CFD 
simulation do not compare very well with experimental 
data. They argued that the reason for this could be that 
particle deposition is very sensitive to pressure drop and 
recirculation, highlighting the need for accuracy in the 
reproduction of these flow characteristics to obtain good 
results. Longest et al. (2007) considered variations of the 
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k-ω turbulence model. The standard k-ω model gave 
good agreement with experimental results, but a low-
Reynolds number (LRN) k-ω model improved the 
results. They also emphasized the importance of accurate 
inlet conditions to obtain good results. 

The studies all agree that CFD analysis of the human 
upper airways is a great tool for giving a realistic 
representation of flow related problems. Choosing a 
specific turbulence model can be challenging, because it 
depends, among other things, on the geometry and 
Reynolds number. The literature suggests that standard 
turbulence models are not always accurate enough, but 
improved models that take into consideration effects such 
as recirculation and separation, can provide results that 
agree well with empirical data. However, to our 
knowledge, no systematic studies have been published to 
compare and assess various turbulence models in the 
human upper airways (Quadrio et al., 2014). 

The human upper airways consist of complex 
meatuses of highly varying cross-sections with hydraulic 
diameters ranging from milli- to centimeter-scale. 
Additionally, the sinusoidal nature of the intrathoracic 
pressure, due to the inhalation/expiration cycle, results in 
a wide range of flow velocities, hence Reynolds numbers. 
Most likely, the airflow is transitional, due to the 
relatively low maximum Reynolds number and the 
limited time to develop the turbulent boundary layers. 

The current paper focuses on investigating the 
qualitative and quantitative differences between standard 
turbulence models applied to a patient-specific, rigid-
wall geometry of the upper airways, investigated by 
Aasgrav (2016) based on CT images (Jordal, 2016). The 
study includes a sensitivity study with respect to grid size 
as well as turbulence boundary conditions. The present 
work is a part of the collaboration project “Modelling of 
obstructive sleep apnea by fluid-structure interaction in 
the upper airways” aiming to demonstrate the 
applicability of CFD as a clinical tool in OSAS 
diagnostics and treatment (OSAS, 2016). The project is a 
collaboration between NTNU, SINTEF and St. Olavs 
Hospital, the university hospital in Trondheim, and is 
funded by the Research Council of Norway. 
 

MODEL DESCRIPTION 

Computational Geometry and Mesh of the 
Human Upper Airways 
The geometry retrieval is based on pre-operative CT 
scans of "Patient 12" (Moxness, 2014), provided by the 
Department of Radiology and Nuclear Medicine at St. 
Olavs Hospital, the university hospital in Trondheim. A 
detailed description of the process of retrieving the 
geometry can be found in the M.Sc. thesis by Jordal 
(2016). The resulting 3D geometry was modified to get 
an even distribution of outflow. The final pre-operational 
geometry used for further investigations is shown in 
Figure 1. The geometry has two inlets (left and right 
nostrils) and one outlet (trachea). The oral cavity was not 
considered in the model, and neither were the paranasal 
sinuses. 
 

 
Figure 1: Final pre-operative model used in simulations, 
seen from the left (Jordal, 2016) 

 

 
Figure 2: Base-case computational mesh in the nasal 
cavity, displayed on the cut-planes 1-4 (see Figure 4) 

 
The meshing was done in ANSYS Meshing (Ansys, 
2017), version 16.2. In order to get good results for the 
near-wall effects, an inflation layer consisting of five 
layers was utilized at the wall. The option “Size 
Function” in ANSYS Meshing was set to “Proximity and 
Curvature”, where proximity captures the effects of tight 
gaps and thin sections, like for instance in the nasal 
cavity, and curvature captures sharp changes in flow 
direction, like we have in the nasopharynx. For the base-
case, the size limitation was set to 1 mm. This resulted in 
a mesh with ca. 1.4 million grid cells. Details of the grid 
can be seen in figures 2 and 3. The grid sensitivity was 
investigated by comparing the base-case mesh to a 
refined mesh consisting of 6.8 million grid cells (size 
limitation of 0.8mm) and a coarser mesh consisting of 
0.81 million grid cells (size limitation of 2.0mm), using 
the realizable k-ε turbulence model (see next section). 
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Mathematical Models for Turbulent Flow in the 
Human Upper Airways 
The Navier-Stokes equations describe fluid flow and thus 
are the foundation for the mathematical modelling of the 
airflow in the human upper airways. Due to the low Mach 
number (Ma<<0.3), the flow is considered 
incompressible, and the governing equations take the 
following form (Pope, 2000): 
 
Continuity equation 

𝛻 ⋅ 𝑼 = 0 (1) 
Momentum equation 

𝐷𝑼

𝐷𝑡
= −

1

𝜌
𝛻𝑝 + 𝜈𝛻2𝑼 (2) 

 
Here, 𝑼 is the velocity vector, 𝑝 is the pressure, 𝜌 is the 
mass density and 𝜈 is the kinematic viscosity.  

Even though we have a relatively low maximum 
Reynolds number of about 2000, we include effects of 
turbulence. Several solution approaches exist, with 
Reynolds-averaged Navier-Stokes (RANS) modelling 
being the most utilized one. Other popular methods are 
Large Eddy Simulation (LES) and Direct Numerical 
Simulation (DNS). DNS is solving the Navier-Stokes 
equations numerically for all significant spatial and 
temporal scales and does not involve any additional 
modelling of turbulence. LES involves explicit 
representation of the large-scale turbulent eddies 
containing anisotropic energy, while the smaller-scale, 
more isotropic turbulent motions are modelled. Although 
LES has a significantly lower computational cost than 
DNS, the RANS approach is far less computationally 
demanding. This makes RANS the desired approach in 
most practical cases. Here, we consider the RANS 
equations, where the Reynolds stress tensor is determined 
by the Boussinesq approximation. 
 
RANS equations 

𝜕𝑈𝑖

𝜕𝑥𝑖

= 0 (3) 

𝜕𝑈𝑖

𝜕𝑡
+ 𝑈𝑗

𝜕𝑈𝑖

𝜕𝑥𝑗

= −
𝜕𝑝

𝜌𝜕𝑥𝑖

+ 𝜈
𝜕2𝑈𝑖

𝜕𝑥𝑗𝜕𝑥𝑗

−
𝜕𝑢𝑖

′𝑢𝑗
′̅̅ ̅̅ ̅̅

𝜕𝑥𝑗

  (4) 

Boussinesq approximation 

−𝑢𝑖
′𝑢𝑗

′̅̅ ̅̅ ̅̅ = 2𝜈𝑇𝑆𝑖𝑗 −
2

3
𝑘𝛿𝑖𝑗 (5) 

 
Mean strain-rate tensor 

𝑆𝑖𝑗 =
1

2
(

𝜕𝑈𝑖

𝜕𝑥𝑗

+
𝜕𝑈𝑗

𝜕𝑥𝑖

) (6) 

 
Here, 𝑈𝑖 and 𝑈𝑗 are the mean velocity components in the 
𝑖 and 𝑗 directions, respectively (𝑖, 𝑗 ∈ {𝑥, 𝑦, 𝑧}), 𝑝 is the 
mean pressure, 𝑘 is the turbulence kinetic energy, 𝜈𝑇  is 
the eddy viscosity to be defined by the RANS model, 𝛿𝑖𝑗 
is the Kronecker delta, and the Einstein summation 
convention is employed. The Reynolds stress models are 
generally divided into categories based on how many 
equations need to be solved, with the two-equation 
models being the most used and the most verified RANS 
types. 
 

Numerical Approximation 
The governing equations were solved using the 
commercial CFD software ANSYS Fluent 16.2 (Ansys, 
2017). In the following, simulation results from the upper 
airways geometry shown in the previous section are 
shown, for various standard RANS turbulence models as 
well as laminar flow. Coupled solver was employed for 
the pressure-velocity coupling. For pressure and 
momentum, second order upwind solvers were chosen, 
while for the turbulent kinetic energy and turbulent 
dissipation rate, a first order upwind solver was 
determined to be accurate enough. Standard material 
properties for air was employed (mass density of 1.225 
kg/m3 and viscosity of 1.7894⋅10-5 Pa s). 
 
Boundary conditions were: 

- Atmospheric total pressure at the inlets (nostrils) 
- Velocity outlet corresponding to an inspiratory 

volumetric flow rate of 250 ml/s 
- No-slip condition at the walls 
- Turbulence intensity of 5% 
- Turbulent viscosity ratio of 10 

The sensitivity to turbulence boundary conditions at the 
inlets were investigated by testing the sensitivity to 
reducing the turbulence intensity at the inlets to 1% and 
increasing it to 10%. 

Figure 3: Details of the base-case mesh at the epiglottis; on the wall and in an arbitrary cut-plane 
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RESULTS 
The described setup was simulated with four different 
turbulence models, namely the standard k-ε and k-ω 
models, as well as realizable k-ε and k-ω SST. The four 
models were checked against laminar flow by comparing 
the area-averaged pressure at selected cross-sections 
throughout the geometry (see Figure 4). The results are 
shown in Figure 5. The models showed only minor 
differences in results upstream of the epiglottis. Some 
differences are observed downstream of the epiglottis, 
but it is believed that the effects so far down do not affect 
the flow further up where the airway collapses in OSAS. 

It is to be expected that the difference between a 
laminar model and various turbulence models is minor, 
because the maximum Reynolds number in the flow is 
about 2000, indicating that the flow is mainly laminar. 
Because of the complex geometry inducing separated 
flow, the flow most likely has some turbulence features 
as well. The total pressure, 𝑝𝑡𝑜𝑡 = 𝑝𝑠𝑡𝑎𝑡 + 0.5𝜌𝑈2, 
decreases throughout the geometry as it should, while the 
static pressure depicted in Figure 5 does not show this 
behavior for all the models because of the highly varying 
velocity. 

Both of the k-ε models’ residuals converged to an 
acceptable value, where the residuals for continuity, k, ε, 
and x-, y- and z-velocities started at about 1, and 
converged to values between 10-4 and 10-8, with a steady 
state solver. None of the k-ω models’ residuals converged 
as desired with steady state. Thus, a transient simulation 
was needed to achieve residuals in the range of 10-4-10-8. 
Despite the steady-state boundary conditions, the 
solution might be transient due to unsteady vortices in 
regions with separated flow. In this case, a converged 
steady-state solution would be unfeasible. 

The realizable k-ε model was chosen for the grid and 
turbulence boundary condition sensitivity studies. First, 
a sensitivity study was conducted to investigate the 
sensitivity to turbulent intensity at the inlets, as described 
in the Model Description chapter. In Figure 6, it is seen 
that the turbulent kinetic energy differences that exist 
close to the inlets, due to the different turbulence 
intensity boundary conditions, decay as the air progresses 
through the nasal cavity, such that the effect of changing 
the inlet boundary condition is negligible when 
considering the flow entering the nasopharynx. 
Furthermore, we found that the velocity streamlines and 
velocity magnitude are largely unaffected by the 
turbulence intensity. Second, a grid sensitivity study as 
described in the previous chapter was performed utilizing 
a base-case grid (1.4M grid cells), a refined grid (6.8M 
grid cells) and a coarser grid (0.81M grid cells). Figure 7 
shows a comparison of the area-averaged pressure at the 
selected cross-sections for the different grids. It is evident 
that the coarsest mesh differs from the base case and the 
finer mesh, leading to the conclusion that grid 
independency is achieved for the base case sizing and 
finer resolutions. The velocity streamlines in Figure 8 
show that the three different meshes give some 
differences in the flow patterns. This is especially 
prominent right after the epiglottis and in the oropharynx 
behind the oral cavity. Here, the refined mesh portrays 
more swirl in the flow, indicating higher vorticity in these 
regions, a characteristic of the flow pattern that could be 
an important factor in the understanding of OSAS. The 

coarser mesh has less swirl than the two other meshes, 
indicating that the mesh is too coarse to capture the 
complexity and turbulence effects of the flow. The wall 
pressure was found not to show any difference between 
the three meshes. The turbulence kinetic energy plot was 
similar for the two finer meshes, while it differed greatly 
for the coarser mesh, giving the same conclusion that the 
coarser mesh does not have a large enough resolution to 
capture the turbulence effects. 
 

 
Figure 4: Location and numbering of cross-sections in 
the final pre-op geometry 
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Figure 6: Turbulence kinetic energy for different turbulent intensities using the base case mesh, logarithmic scale 

Figure 7: Comparison of area-averaged pressure for the turbulent base-case, and a finer and coarser mesh 

Figure 5: Comparison of area-averaged pressure for the laminar base-case and four different turbulence models 
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CONCLUSIONS 
CFD simulations of airflow in the human upper airways 
were performed to investigate and assess the importance 
of turbulence modelling. Four different standard RANS 
turbulence models were compared to a laminar flow 
model at a constant inspiratory volumetric flow rate of 
250 ml/s in a model geometry based on pre-operative CT 
images of an OSAS patient. The area-averaged pressure 
at selected cross-sections upstream of the epiglottis were 
largely unaffected by the choice of laminar or turbulent 
flow models. Thus, the main conclusion of the study is 
that effects of turbulence are insignificant in CFD 
modelling of the airflow in the pre-operative model of the 
upper airways of the chosen patient. It remains to 
investigate other volumetric flow rates. 
 Employing the realizable k-ε model, the effect of 
varying turbulence inlet boundary conditions was 
investigated by varying the turbulent intensity at the 
inlets from 1% to 10%. No significant effect was 
observed downstream of the nasal cavities.  

Finally, a grid sensitivity study was conducted to 
assess the grid independency of the computed results. 
The base-case mesh, based on a cell size limitation of 1 
mm and consisting of 1.4 million cells, showed some 
discrepancy in the flow pattern in some regions, but 
produced almost exactly the same pressure loss results as 
a refined mesh consisting of 6.8 million cells (size 
limitation of 0.8 mm). A coarser mesh consisting of 0.81 
million cells was not able to reproduce the results and 
thus did not have the required resolution to capture the 
turbulence effects. 
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ABSTRACT
Data assimilation methods were introduced to reduce production
costs and to optimize processes in different industrial fields, such
as oil & gas reservoir industry or transport of multiphase flows in
pipelines. In flow assurance, these methods, called also soft-sensing
techniques, allow to avoid the use of expensive and complex mul-
tiphase meters to measure some flow characteristics. Moreover,
they allow the estimation of some flow parameters, whose actual
values are unknown. Using these techniques, flow meters may be
substituted by numerical simulations that solve a real-time dynamic
model.
Among data assimilation methods, sequential filtering techniques
allow flow estimation using a mathematical recursive filter where
the estimated state of the physical model is updated in real-time
through a comparison with few available and easy to obtain mea-
surements of the actual system. If an explicit matrix structure of the
model is available, the Extended Kalman filter (EKF) can be used
as a recursive filter; otherwise, in the case of a more complex phys-
ical model, the Ensemble Kalman filter (EnKF), that is a stochastic
extension of the original Kalman filter, can be used in combination
with a numerical code to estimate various pieces of information of
a multiphase flow in pipe.
Previous Authors (see Gryzlov et al. (2010)) used the Extended
or the Ensemble Kalman filter in combination with the simplified
one-dimensional no-pressure wave and drift-flux models to estimate
the inlet flow rate or some correlation parameters in liquid/gas two-
phase flow.
In this work, the application of the Ensemble Kalman filter to the
more complex Two-Fluid model for two-phase flow is investigated.
The possibility to extend flow rate estimations to simulations where
a flow regime transition from stratified to slug flow occurs, simu-
lated with a one-dimensional slug capturing numerical code previ-
ously developed, is shown. The estimation of the pipe diameter by
the real-time soft-sensing technique is performed in order to show
the possibility of evaluating the presence of possible pipe restric-
tions or obstructions along the pipe due to wax deposition, solid
phase scaling or other similar processes, without the use of ad-hoc
physical model or invasive examination of the pipe. All the mea-
surements used in this work for the soft-sensing process are ob-
tained from previous numerical simulations of artificial actual sys-
tems kept as reference.

Keywords: Multiphase pipeline transport, Oil & Gas .

NOMENCLATURE

Greek Symbols
α Volume fraction.
ρ Density, [kg/m3].
µ Dynamic viscosity, [Pa · s].
θ Inclination angle, [rad].
τ Shear stress, [N/m2].
∆ Interval.
υ Measurements Gaussian error.

Latin Symbols
x Axial length coordinate, [m].
t Time coordinate, [s].
p Pressure, [Pa].
u Phase velocity, [m/s].
g Gravity acceleration, [m/s2].
F Frictional force, [N/m3].
rp Pressure relaxation parameter, [(Pa · s)−1].
c Speed of sound, [m/s].
f Friction factor.
Re Reynolds number, [m/s].
D Pipe diameter, [m].
L Pipe length, [m].
S Wetted perimeter, [m].
A Cross-sectional area, [m2].
Q Numerical vector of variables.
L Numerical operator.
s State vector.
v General parameter.
w Gaussian noise.
W Covariance matrix.
M Ensemble number.
T Covariance factor.
P Approximated covariance matrix.
z Measurements vector.
R Measurements covariance matrix.
H Selector matrix.
K Kalman gain.

Sub/superscripts
k General phase.
g Gas phase.
l Liquid phase.
i Interface.
s Superficial.
0 Reference or initial.
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h Hyperbolic.
i Cells index i.
n Time index n.
j Ensemble index j.

INTRODUCTION

Multiphase flows have a relevant role in many engineering
applications such as in oil and gas industries. The possibil-
ity to control and measure flow parameters in wellbore and
pipelines can strongly reduce costs and make growing pro-
duction rate. However, real-time measurements along a well-
bore or a pipe are often expensive and complex to realize.
Therefore, in the last years, substitute methods to optimize
and manage wellbore mining or pipeline transport process
have reached a great importance and development.
Among these replacement methods, multiphase soft-sensors
allow to estimate flow rates and flow parameters from cheap
probes easy to place along a pipe, such as pressure gauges,
combined with dynamic mathematical and numerical model.
A great variety of soft-sensing techniques is available (of-
ten called data assimilation methods), as briefly explained by
(Gryzlov et al., 2010). According to them, two approaches
are possible to soft-sensing: variational data assimilation
methods, that use a minimization of a cost function, and
sequential methods which, by a filtering technique, update
the state of a system every time measurements are avail-
able. A widely used filtering technique is Kalman filtering,
see (Kalman, 1960), initially developed for linear models
and then derived into some extensions, such as the extended
Kalman filter and the ensemble Kalman filter, suitable also
for more complex and non-linear problems.
In the last decade, although soft-sensing techniques have not
been widely employed in multiphase flow applications in
pipes, some few important works have been presented on this
topic. (Lorentzen et al., 2003) applied the ensemble Kalman
filter to the estimation of flow and closure parameters by a
drift-flux model in a two-phase flow; then, the possibility to
estimate both flow rate and parameters through the extended
Kalman filter, applied to a drift-flux model, was discussed in
(Leskens et al., 2008). (Gryzlov et al., 2010) presented an
application of the ensemble Kalman filter, in combination,
once again, with a drift-flux model, to estimate inflow along
an horizontal wellbore under stratified conditions by measur-
ing only pressure along the pipe and the other characteristics
at the outlet section. Recently, a further application of the
extended Kalman filter has been presented in (Gryzlov et al.,
2013), this time combined to the simplified no-pressure wave
model, in order to estimate inflow along a horizontal pipe.
In this work, we try to extend the soft-sensing scheme pre-
sented by (Gryzlov et al., 2010) to a more complex two-fluid
model. (Ferrari et al., 2017) developed a numerical scheme
for a five equation, one-dimensional, hyperbolic two-fluid
model able to capture transitions from stratified to slug flow.
Here, this scheme is adopted in combination with an ensem-
ble Kalman filter in order to create a soft-sensor model for
flow estimations in horizontal pipe. First of all, the final
objective is the estimation of inlet flow rates, knowing only
pressure measurements along the pipe and outlet quantities.
Then, the same technique is applied to a first attempt of es-
timation of a variable pipe diameter along the pipe, which
can represents obstructions or constrictions in the pipe due,
for example, to wax deposition. This phenomenon, in actual
pipelines, can create issues and reduce the efficiency of hy-
drocarbon transportation and it is often difficult to predict,

except through invasive and expensive inspections. So, the
possibility to estimate this type of phenomenon using real-
time dynamical numerical model, through only few easy and
cheap measurements, can achieve a relevant importance in
the optimization of multiphase flow industrial process.
For the applications presented here, the same five equation
model by (Ferrari et al., 2017) is kept also as reference sys-
tem for actual values to be estimated and from which take
pressure and outlet measurements.
The paper is organized as follows: first, the five equation
model and its numerical solution are briefly recalled; then,
the ensemble Kalman filter adopted is presented. Finally, be-
fore conclusion, results are shown, both for the inlet flow rate
and for the diameter estimation.

MODEL AND NUMERICAL SCHEME

Model

In this paper, to describe a two-phase flow, we adopt the
five equation, hyperbolic, one-dimensional, two-fluid model
widely investigated by (Ferrari et al., 2017). The flow is as-
sumed to be isothermal; hence, the energy equations are not
accounted for. The model consists in five time-dependent
partial differential equations, four obtained from the conser-
vation of mass and momentum for each phase. A fifth equa-
tion is added to the system: it expresses the evolution of the
gas volume fraction. The system reads

∂αg

∂t
+ui

∂αg

∂x
= rp(pig− pil) (1)

∂(αgρg)

∂t
+

∂(αgρgug)

∂x
= 0 (2)

∂(αlρl)

∂t
+

∂(αlρlul)

∂x
= 0 (3)

∂(αgρgug)

∂t
+

∂(αgρgu2
g)

∂x
+αg

∂pig

∂x
+ρgαgg

∂h
∂x

cos(θ) =

−ρgαggsin(θ)−Fgw−Fi (4)

∂(αlρlul)

∂t
+

∂(αlρlu2
l )

∂x
+αl

∂pil

∂x
+ρlαlg

∂h
∂x

cos(θ) =

−ρlαlgsin(θ)−Flw +Fi. (5)

where the subscripts l and g stand for liquid and gas phase,
respectively, interfacial variables have the subscript i and the
subscript w indicates the wall. α is the volume fraction, ρ is
density, u stands for phase velocity and p for pressure; pig
and pil indicate gas and liquid interfacial pressures; θ is the
inclination angle, see Fig. 1, and g is the gravity accelera-
tion. The F terms are the frictional forces per unit volume:
they need closure relations, which are introduced at the end
of this Section. Finally, h is the height of the liquid surface,
as shown in Fig. 1. Pressure formulation derives from the
average pressure value at each phase in stratified conditions,
as shown by (Brauner and Maron, 1992). Finally, the equa-
tions are complemented by αg +αl = 1.
Thanks to the addition of the further Eq. (1), the five equation
system becomes hyperbolic. Eq. (1) needs a closure relation
for the interfacial velocity: (Saurel and Abgrall, 1999) pro-
posed to estimate it as the velocity of the centre of mass

ui =
∑αkρkuk

∑αkρk
. (6)

The right-hand side of Eq. (1), in which the pressure relax-
ation parameter rp appears, takes into account the instanta-
neous pressure relaxation process. More details about instan-
taneous pressure relaxation process are discussed in (Ferrari
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et al., 2017), (Saurel and Abgrall, 1999), and (Munkejord
and Gran, 2009).
The five-equation system (1) - (5), with instantaneous pres-
sure relaxation, provides a strictly hyperbolic alternative to
the traditional four-equation two-fluid model and it is suit-
able for slug capturing, as shown and discussed in (Ferrari
et al., 2017).

Equations of State (EOS)

In the model adopted here, liquid and gas phases are both
assumed to be compressible, hence the balance Eqs. (1) - (5)
must be complemented with the equation of state (EOS) of
each phase

pik = c2
k(ρk−ρk,0)− p0, (7)

which relates pressures to densities; ck is the speed of sound
in phase k, ρk,0 is the reference density and p0 is the reference
pressure.

Closure models

The closure relations for the liquid-wall Flw, gas-wall Fgw
and interfacial Fi shear forces are defined as

Flw =
τlwSl

A
, Fgw =

τgwSg

A
, Fi =

τiSi

A
, (8)

where, see Fig. 1, A is the cross-section area, Sl , Sg stand for
the perimeters wetted by the liquid and gas phases, respec-
tively, and Si is the cross section of the interfacial surface
between the two phases.
Shear stresses τ are expressed as

τlw =
1
2

flwρl |ul |ul , τgw =
1
2

fgwρg|ug|ug,

τi =
1
2

fiρg|ug−ul |(ug−ul).

(9)

In this work, we adopt the same friction factors formulation
adopted by (Issa and Kempf, 2003) and (Ferrari et al., 2017).
For the gas-wall friction factors and for interfacial friction
factors the correlations used for turbulent flow are

fg =


16
Reg

if Reg < 2100, (10a)

0.046(Reg)
−0.2 if Reg ≥ 2100; (10b)

fi =


16
Rei

if Rei < 2100, (11a)

0.046(Rei)
−0.2 if Rei ≥ 2100. (11b)

For liquid wall friction force we use

fl =


24
Rel

if Rel < 2100, (12a)

0.0262(αlResl)
−0.139 if Rel ≥ 2100. (12b)

Figure 1: Geometry.

The Reynolds numbers are defined as

Reg =
4Agugρg

(Sg +Si)µg
, Rei =

4Ag|ug−ul |ρg

(Sg +Si)µg
,

Rel =
4Alulρl

Slµl
, Resl =

Duslρl

µl
,

(13)

where, as indicated in Fig. 1, D is the pipe diameter, Ag and
Al are the pipe cross section occupied by the gas and liquid
phase, respectively; µ is the dynamic viscosity and usl stands
for the superficial liquid velocity.

Numerical method

Following previous works by (Ferrari et al., 2017) and
(Munkejord and Gran, 2009), Eqs. (1) - (5) are discretised on
a uniform one-dimensional grid, by a finite volume method
and a first order explicit time discretisation. The numerical
solution is obtained through a succession of operators in a
fractional-step process

Qn+1
i = L∆t

s L∆t
h Qn

i (14)

where Qn
i stands for the numerical approximation of the vec-

tor of variables in the cell i at time n and Qn+1
i is the same

vector at time n+ 1. Therefore, the solution is updated, at
each numerical iteration, in two sequential sub-steps.
In the first sub-step, the hyperbolic operator L∆t

h is applied,
in each control volume i, to solve the hyperbolic system con-
taining non-conservative terms

∂q
∂t

+A(q)
∂q
∂x

= 0. (15)

This requires the solution of the linear Riemann problem
at interface of each cell, by a Roe method, and leads to an
upwind resolution of the wave phenomena appearing in the
problem. The solution of the Riemann problem is obtained
basing on the high-resolution Roe5 solver by (Munkejord and
Gran, 2009). To solve the hyperbolic system (15), at each it-
eration, the value of the unknown vector Qh,n+1

i is computed
using a high resolution extension of Godunov’s method. The
use of a high resolution correction guarantees a second order
accuracy in space.
In (Ferrari et al., 2017) the Roe5 scheme is modified to
take into account the pressure terms for stratified flow, shear
forces, and transition from two (i.e. stratified flow) to one
phase (i.e. slug flow).
Finally, in a second sub-step, the operator L∆t

s is applied to
add source terms, appearing in momentum Eqs. (4) - (5), and
to take into account the pressure relaxation process.
As pointed out by (Munkejord and Gran, 2009) and (Fer-
rari et al., 2017), the five equation system with instantaneous
pressure relaxation can be adopted as an alternative numeri-
cal method to solve the four-equation two-fluid model, gain-
ing the hyperbolicity.
Since in a slug capturing process, during the slug onset pro-
cess, the transition from two-phase flow to single phase flow
occurs, the liquid volume fraction grows and tends to unity;
conversely, gas volume fraction tends to zero and this gen-
erates numerical problems as discussed by (Munkejord and
Gran, 2009). Ferrari et al. (Ferrari et al., 2017) introduce a
slug criterion to handle these numerical issues.
This numerical method is implemented in a code called 5ES-
CARGOTS. Details are discussed in (Ferrari et al., 2017).
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ENSEMBLE KALMAN FILTER

To solve the inverse problem, since the system of Eqs. (1)
- (5) adopted in this work is non-linear, we need to use the
ensemble Kalman filter (EnKF), an extension of the Kalman
filter. This filter has been used by (Gryzlov et al., 2010) and
(Lorentzen et al., 2003) in their works.
The main difference between EnKF and traditional Kalman
filter is how the error covariance matrix is calculated. The
ensemble Kalman filter calculates the approximation of the
covariance matrix using an ensemble of model forecasts. The
members of the ensemble can be generated randomly from a
Gaussian distribution, as done in (Gryzlov et al., 2010).
First, a state vector is introduced

s = [αl,i ug,i ul,i pi vi]
T (16)

where the primitive variable αl , ug, ul and p are extrapolated,
each time the filter is used, from the numerical solution of the
five equation system (1) - (5), in which the values of the two
densities are rounded up in the common value of pressure p.
The subscript i is the cell index of the numerical discretiza-
tion. If the final purpose is also the estimate of model param-
eters, these are accounted for in the generic variable v.
In order to initialize the filter, the initial ensemble of the state
vector is generated (for semplicity, the cell index i is omitted)

s0, j = s0 +www0, j (17)

where j indicates the j’th member of the ensemble, s0 is the
initial mean state vector and www0, j is a Gaussian noise with
zero mean.
So, the state vector is estimated through a recursive scheme,
composed by the following two steps:

1. forecast step - the direct model is run one time step
forward for each member of the ensemble obtaining the
updated forecast state vector

s−n, j = χ(sn−1, j)+wwwn, j (18)

where wwwn, j corresponds to the model error covariance
matrix Wn, n denotes the time step and χ is the model’s
numerical solution function.
The model error is usually added only to the compo-
nents of the state vector s that have more uncertainty on
their values, as in the case of parameters or input quan-
tities.
Then, through the mean value of the state vector

s−n =
1
M

M

∑
j=1

s−n, j (19)

and the factor

T−n =
1√

M−1
[(s−n,1− s−n ),(s

−
n,2− s−n ), . . . ,(s

−
n,M− s−n )]

(20)
we obtain the error covariance matrix

P−n = T−n (T
−
n )

T (21)

where M is the number of the members of the ensemble;

2. analysis step - measurements zn, j, distributed with
known variances, are take into account. As pointed out
by (Gryzlov et al., 2010), assuming that measurement
errors are statistically independent, the measurements

covariance matrix R is diagonal and constant. The ma-
trix H is used to select data or physical characteristics
from the actual system to obtain the measurements that
will be compared to the corresponding values of the
forecast state vector, as follows

zn = Hnsn +υυυn (22)

where υυυn is the measurement Gaussian error identified
by the covariance matrix R.
Therefore the Kalman gain is calculated as follows

Kn = P−n HT (HP−n HT +R)−1 (23)

and the analyzed state for each member of the ensemble
is given by

sn, j = s−n, j +Kn(zn, j−Hs−n, j). (24)

Finally, the mean value of the analyzed ensemble is

sn =
1
M

M

∑
j=1

sn, j. (25)

and it represents the best estimate of the actual system.

Now, the cycle can restart from the step 1.
To avoid poor quality performances of the filter due to trun-
cation errors, since variables involves in the Kalman filtering
process can have different orders of magnitude, the variables
in the state vector s have to be adimensionalized on some
reference values sre f , as suggested by (Gryzlov et al., 2010)

sad = s/sre f , (26)

obtaining the adimensionalized state vector sad in which
quantities have the same order of magnitude. In this work,
the reference values are ones assumed by the variables of the
problem in the last cell of the discretized geometries, corre-
sponding to the outlet section. Therefore

sre f = [αl,o ug,o ul,o po vo]
T , (27)

where the subscript o stands for outlet. The same procedure
is applied to the measurement vector z.

RESULTS

Flow rate estimate

In a first test case we try to estimate inlet flow rates in slug
flow conditions. First, using the 5ESCARGOTS code by
(Ferrari et al., 2017), we simulate an air/water two-phase
flow reference problem in a horizontal pipe to keep as actual
system to be estimated. The pipe is 36 m long with a diam-
eter equal to 0.078 m. The simulation starts with stratified
conditions; inlet superficial velocities are chosen to guaran-
tee that slug flow conditions will develop during the simu-
lation. Therefore, gas and liquid superficial velocities are
fixed to 2.0 m/s and 1.5 m/s, respectively. Cells number is
set to 900, corresponding to a CFL condition of 0.25. Out-
let is open to ambient pressure. The liquid phase is water
(µl = 1.14 · 10−3 Pa · s, ρ0,l = 1000.0 kg/m3) and the gas
phase is air (µg = 1.79 · 10−5 Pa · s, ρ0,g = 1.0 kg/m3). In
Fig. 2 the liquid volume fraction profile along the pipe after
8 s of simulation is reported: it is clearly visible a slug in the
second half of the pipe.
Then, by the combination of the same 5ESCARGOTS code
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with an ensemble Kalman filter, a soft-sensing scheme is im-
plemented in order to estimate actual inlet flow rate (i.e. in-
let superficial velocities of the first simulation) starting from
a initial guess, for example 1.0 m/s for both gas and liquid
superficial velocities. The state vector, in this case, is defined
as

s = [αl,i ug,i ul,i pi]
T (28)

where inlet superficial velocities are extrapolated directly
from the left boundary condition. The ensemble Kalman fil-
ter is inizialized by gaussian errors based on standard devia-
tions about 1% of the value of the characteristics of the state
vector s.
In a first test, we run a soft-sensor with the so-called twin
simulation, see (Gryzlov et al., 2010), i.e. a simulation with
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Figure 2: Slug flow after 8 s of simulation. Liquid volume fraction
profile.
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Figure 3: Inlet flow rate estimation by pressure measurements in
every cell along the pipe.

the same conditions of the actual one, except for inlet su-
perficial velocities. Inlet conditions are estimated through
measurements of pressure in each cell along the pipe and by
the measure of the other characteristics at the outlet section
every 0.25 s.
Figure 3 shows the estimated inlet superficial velocities com-
pared to the actual values of the first simulation: the soft-
sensor, with the ensemble number set to 100, estimates very
well actual values for both phases, also when slug flow arises
and develops, i.e. after about 5 seconds of simulation. On
the other hand, the great number of pressure measurements
used in this case is unrealistic for an application.
If we try to reduce the number of numerical pressure gauges
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Figure 4: Inlet flow rate estimation by 36 pressure measurements
along the pipe.

along the pipe, the soft-sensor system becomes quickly un-
stable, due probably to the great number of unknown that
characterized the five equation model adopted, if compared
to the number of measurements chosen to use here.
Therefore, in a second test case, we decide to run the soft-
sensor reducing the number of cell to 36, measuring pressure
from the actual simulation only in the 36 positions along the
pipe, corresponding to the centre of each of the 36 cells used
in the soft-sensor. If that, on one hand, leads to a more poor
physical description of the slug phenomenon, it allows, on
the other hand, to reduce computational costs and the number
of pressure measurements along the pipe, making the soft-
sensor more suitable for real application.
Figure 4 shows results in the case of 36 pressure measure-
ments. It is clearly visible that the estimate is very good only
for the first five seconds of simulation, i.e. when the flow
is stratified. Then, when slug conditions arise (after about
5 seconds of simulation, as indicated in Fig. 4), estimates
leave the actual values and the estimate error becomes a lit-
tle higher, in the order of 5-10%. This fact is due to the
inadequate description of the slug flow since the number of
cells is insufficient. Therefore, in future applications, a bet-
ter compromised between the accuracy in the simulation of
the physical phenomena and the efficiency of the soft-sensing
technique would be investigated.
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Diameter estimate

In actual pipelines, wax deposition can create obstructions or
constrictions reducing the efficiency of hydrocarbon trans-
portation. This phenomenon is often difficult to predict, ex-
cept through invasive and expensive inspections. Therefore,
the possibility to estimate the entity and the position of a po-
tential obstructions along a pipe, using real-time dynamical
numerical model, through only few easy and cheap measure-
ments, can be very important in the optimization of multi-
phase flow industrial process.
This can be obtained, through a soft-sensing technique, con-
sidering the diameter not as a constant parameter but as a
variable, that can assume, at the same instant, N possible dif-
ferent values, where N is the number of cells, taking into
account the presence of potential reduction of the local cross-
section.
Therefore, the same technique presented in the previous Sec-
tion is here applied to a first attempt of estimate of a variable
pipe diameter along the pipe. Geometrical and flow condi-
tions are the same of the previous test case, but now the un-
knowns to be estimated are not inlet flow conditions but the
values of a variable diameter along the pipe. So the state
vector, in this case, becomes

s = [αl,i ug,i ul,i pi di]
T , (29)

where di are the different diameters in the cells.
First of all, a simulation with a constant diameter, set to the
value of 0.078 m, is run and it is kept as actual reference for
the following estimate process. Then, by the use of an en-
semble Kalman filter, a soft-sensor simulates the same test
case but with a diameter value expressed for each cell. As
initial guess, the soft-sensor starts with a distributed diame-
ter with same value in each cells, fixed to 0.13 m, to which is
added a Gaussian noise.
Preliminary tests have showed that the estimate of non con-
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Figure 5: Diameter estimate along the pipe at three different time
instants.

stant diameter makes the soft-sensor unstable and not effi-
cient. In fact, as pointed out by (Gryzlov et al., 2010), the
attempt to estimate parameters, in particular if their number

is large, as in this case, increases the size of the state vector s,
in which the variable diameter must be included. This leads
to a dramatical decreasing of the robustness of the method.
Therefore, as first attempt, we decide to include among mea-
surements to be used for the estimate process, beside pres-
sure values, also liquid volume fraction values along the pipe,
in order to decrease the great disparity between the size of the
state vector and the number of the available measurements.
Obviously, this compromise is quite unrealistic for actual ap-
plications, but it allows us to obtain and discuss some first
results. As for the inlet flow rate estimate, soft-sensor is set
to a cell number equal to 36.
Figure 5 shows the estimated diameter along the pipe at dif-
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Figure 6: Mean diameter estimate during simulation.

ferent times in comparison with the actual diameter value.
The estimate quickly reaches the actual value along all the
pipe in the first seconds of simulation, i.e. when the flow
is stratified; then, after the development of the first slug, the
estimate becomes less accurate, with significant oscillations.
In Fig. 6 the profile of the estimate of the mean diameter
during the simulation, calculated along cells, is compared to
the actual value. In this last case, the less accuracy of the
soft-sensor when the flow is under slug regime is less visible.
This results lead to the conclusion that the estimate of a vari-
able diameter along the pipe is feasible also under slug flow
conditions; however, the five equation model adopted here
seems to be too complex for a soft-sensing application, since
the great size of the state vector badly affects the filter accu-
racy.

CONCLUSION

In this paper, a soft-sensing technique, composed by a five
equation two-fluid model and an ensemble Kalman filter, is
presented. The 5ESCARGOTS code, numerically developed
for slug capturing purposes by (Ferrari et al., 2017), guar-
antees to capture the transition from stratified to slug flow;
here it is combined with an ensemble Kalman filter, in or-
der to estimate real-time inlet flow rate and variable diameter
along the pipe, using the less possible number of measure-
ments from the actual system.
Results shows estimate in quite good agreement with actual
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values, but they demonstrate also some limits of the soft-
sensor presented in this paper. In fact, this work leads to
the conclusion that the estimate of inlet flow rate and vari-
able diameters along the pipe seems to be feasible also under
slug flow conditions; however, in some cases, the five equa-
tion model appears too complex for a soft-sensing applica-
tion since the great size of the state vector badly affects the
filter accuracy. In future applications, a better compromised
between the accuracy of the slug phenomenon simulation and
the efficiency of the soft-sensing technique would be investi-
gated.
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ABSTRACT
An efficient and accurate model for the direct numerical simula-
tions (DNS) of liquid-solid flows is presented in this work. In this
numerical model, fluid-solid coupling is achieved by implementing
the no-slip boundary condition at the particles’ surfaces by using a
second order ghost-cell immersed boundary method, allowing for
a fixed Cartesian grid to be used for solving the fluid equations.
The particle-particle and particle-wall interactions are implemented
using the soft sphere collision model. Lubrication forces are
included through a sub-grid scale model because of its range of
influence on a scale smaller than the grid size.

After the validation of the model, the transport of solid particles in
a narrow channel is simulated to mimic the proppant transport in
rock fractures in fracking process. The simulations are performed
for solids volume fractions ranging from 1.7 to 20 % with the range
of Reynolds and Archimedes number: 100-400 and 0-7848, respec-
tively.

Keywords: Direct Numerical Simulation (DNS), Immersed
Boundary Method (IBM), Multiphase flow, fracking
.

NOMENCLATURE

Greek Symbols
εs Solids volume fraction
µ Dynamic viscosity, [kg/m.s]
ξs Dimensionless distance
ρ Density, [kg/m3]
τ Viscous stress, [N/m2]
φ Variable in the equation to be solved
ω,Ω Rotational velocity, [1/s]

Latin Symbols
a Coefficients in discretized equation
Ar Archimedes number
bc Explicit part in the discretized equation
D Diameter, [m]
F f→s Force exerted by fluid on solid, [N]

Fs→s Force in solid-solid interaction, [N]
g Gravitational acceleration, [m/s2]
H Height of the channel, [m]
I Moment of inertia, [kg.m2]
m Mass, [kg]
n Unit normal vector,
N Total number of particles

p Pressure, [N/m2]
r Position vector, [m]
Re Reynolds number
St Stokes number
t Time, [s]
T f→s Torque exerted by fluid on solid, [N.m]
u Fluid velocity, [m/s]
w Translational velocity, [m/s]
y Vertical height [m]

Sub/superscripts
f Fluid phase
p Particle
s Solid phase

Operators
∇ Gradient [1/m]
∇· Divergence [1/m]
∇2 Laplace [1/m2]

INTRODUCTION

Particle laden flows are encountered in many industrial as
well as natural processes. These include proppant transport
in fracking, biological flows, sediment transport in river and
environmental flows. The fundamental understanding of
fluid-solid multiphase flows is important for the optimization
of these processes and computational fluid dynamics (CFD)
is an effective numerical tool to obtain an insight in such
complex processes.

For fluid-solid interaction, the immersed boundary method
(Peskin, 1972) was introduced to couple the movement of the
flexible membrane and the fluid around it. This method used
the feedback forcing method to enforce the no-slip boundary
condition on the particle surface. A different approach was
proposed by (Fadlun et al., 2000) to have a direct forcing to
impose the no-slip boundary condition. (Uhlmann, 2005)
combined the direct forcing method with the regularized
delta function to remove oscillations in moving particles’
simulation. This method was improved later (Breugem,
2012; Kempe and Fröhlich, 2012) to account for the lower
solid to fluid density ratios and to improve the order of
accuracy of the original method. Another efficient variant
of the IBM named ghost cell method (Tseng and Ferziger,
2003) is also often used. Here the ghost node inside the solid
is given a velocity to impose the no-slip boundary condition
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on the particle surface. This method was later modified and
extended for moving particles in fluidized beds (Deen et al.,
2012) and is used with further modification in this paper for
the simulations.

Particle laden flows can be categorized in two classes: free-
surface flow like sediment transport in a river and narrow
channel flow like proppant transport in a rock fracture. The
relevant length scales and the flow structures in both the
phenomena are quite different to each other. This work fo-
cuses on the narrow channel flow to obtain an insight into
the proppant transport phenomenon. Previous numerical
studies of particle transport in a narrow channel were per-
formed for 2D circular particles using Arbitrary-Lagrangian-
Eulerian (ALE) method (Choi and Joseph, 2001; Patankar
et al., 2001). In this paper, fully resolved 3D simulations
are performed to capture the effect of flow structures in the
transverse direction as well.

MODEL DESCRIPTION

Our DNS model solves the coupled fluid-solid flow where
the fluid phase is governed by continuity and Navier-Stokes
equation and the solid motion is governed by Newton-Euler
equations. The mathematical formulation of these equations
is as follows (Eq. 1 - 4) :

Fluid phase:

The governing equations for incompressible Newtonian fluid
flow are:

(∇ ·u) = 0 (1)

∂ρ f u
dt

+(∇ ·ρ f uu) =−∇p+µ f ∇
2u+ρ f g (2)

The viscous term in the Navier-Stokes equation is discretized
with the standard second-order central difference scheme.
For the convective terms, the total variation diminishing min-
mod scheme is used, with a deferred correction. In the de-
ferred correction, first order upwind (FOU) is implemented
implicitly and the corrector step is carried out explicitly. The
velocity and pressure variable are solved on a staggered grid
with the standard fractional step method.

Solid phase:

The translational and rotational motion of particles is gov-
erned by the following equations:

mp
dwp

dt
= mpg+F f→s +Fs→s (3)

Ip
dωp

dt
= T f→s (4)

The force and torque exerted by the fluid on a spherical par-
ticle is:

F f→s =−
∫∫

Sp

(τ f ·n+ pn)dS (5)

T f→s =−
∫∫

Sp

(r− rp)× (τ f ·n)dS (6)

The particle-particle interaction (Fs→s) is accounted for by
the standard soft-sphere collision (Cundall and Strack, 1979)
for the normal forces whereas a sub-grid scale lubrication
model (Brenner, 1961) is used for the correction of the unre-
solved hydrodynamic interaction between particles.

Fluid-solid interaction

The fluid-solid interaction takes place through momentum
exchange at the particle surface and is incorporated in this
study using the second order ghost-cell immersed boundary
method (Deen et al., 2012; Das et al., 2016). In this method,
the no-slip boundary condition on the particle surface is en-
forced implicitly by modifying the coefficient matrix of the
fluid velocities at the level of the discrete equivalent of Eq.
2 . In Fig. 1, φi denotes a flow variable in cell at position i,
such as a velocity component. The velocity at ghost cell 0 in
Fig. 1 is extrapolated based on the particle velocity and the
neighbouring fluid velocities and is represented as:

φ0 =−
2ξs

1−ξs
φ1 +

ξs

2−ξs
φ2 +

2
(1−ξs)(2−ξs)

φp (7)

It can be noted that the velocity at point φ1 and φ2 are to be
solved for the new time step as well and hence, the extrapo-
lation modifies the coefficients for the equation of velocity at
φ1. The generic form of the discretized momentum equation
and the updated coefficients are given in Eq. 8 - 11, where
ai and bi indicate the coefficients and the explicit terms, re-
spectively, before incorporating boundary conditions at the
fluid-solid interface and âi and b̂i are the modified values af-
ter IBM implementation.

a1φ1 +∑
nb

anbφnb = bc (8)

â1 = a1−a0
2ξs

1−ξs
(9)

â2 = a2 +a0
ξs

2−ξs
(10)

b̂c = bc−a0
2

(1−ξs)(2−ξs)
φp (11)

Figure 1: Representation of the fluid-solid interface on the Carte-
sian grid (Deen et al., 2012)

VERIFICATION AND VALIDATION

The original IBM (Deen et al., 2012) is modified to compute
the torque on spherical particles accurately. The perfor-
mance of the new algorithm is quantified by comparing
the torque computations with the analytical solution of the
slowly rotating sphere in a large body of quiescent fluid in
a creeping flow regime (Fig. 2) and the sedimentation of a
single particle in a box filled with the liquid.
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Torque on a sphere

The torque on a sphere in a creeping flow (Bird et al., 2007):

T = πµ f ωpD3
p (12)

The results of the improved IBM method are presented in the
Table 1. It is found that the error associated with the torque
computation is reduced by 3-13 times (depending on the res-
olution) after the implementation of an improved algorithm.
The accurate torque computation is very important in the par-
ticle laden flows as the particle rotation affects the fluid flow
which in turn affects the particles again and hence, the small
error can amplify over the time.

Figure 2: Freely rotating sphere in the quiescent fluid (Bird et al.,
2007)

Table 1: Error estimation of the numerical values of torque with the
original and improved IBM (µ f = 2 kg/ m.s, ω = 10−5 s−1,
Dp = 0.2 m), Torqueanalytical = 5.03×10−7 N-m

Dp/∆x Torque (N-m) % Error
Original Improved Original Improved

10 4.52×10−7 4.86×10−7 10.14 % 3.31 %
20 4.60×10−7 4.96×10−7 8.55 % 1.29 %
40 4.88×10−7 5.00×10−7 2.98 % 0.47 %
80 4.92×10−7 5.02×10−7 2.2 % 0.17 %

Sedimentation of a single particle

As a next validation case, numerical simulation of a single
particle sedimentation in a large box is performed and the
results are compared with the experimental measurements
(Ten Cate et al., 2002). The simulation is carried out in the
domain of the size 6.67Dp× 10.67Dp× 6.67Dp with initial
particle centre position at 8.5Dp from the bottom wall. The
diameter of the particle is 0.015 m and the density is 1120
kg/m3. Free-slip boundary condition is applied on the walls
for velocity. The comparison results for the position of the
bottom surface of the particle from bottom wall and its verti-
cal velocity are presented in Fig. 3. An excellent agreement
between the simulation and experimental results is obtained.

RESULTS

To mimic the proppant transport phenomenon in rock frac-
tures, multi-particle simulations in the narrow channel are
performed in this paper. Especially, the influence of the ini-
tial particle configuration and the solids volume fraction is
studied. The transport of particles is governed by the two
important non-dimensional numbers:

Table 2: The details of the simulation for single particle sedimen-
tation case

Case Rep St ρ f µ f

1 1.4 0.19 970 0.373
2 4.1 0.53 965 0.212
3 11.6 1.50 962 0.113
4 31.9 4.13 960 0.058
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Figure 3: Comparison of numerical simulation with the experimen-
tal results for the case of single particle sedimentation

Re =
2ρ f u f H

µ f

Ar =
ρ2

f (ρp/ρ f −1)gD3
p

µ2
f

The boundary conditions in the x & z directions are periodic
and in y-direction, no-slip condition with zero velocity is ap-
plied on the upper and lower wall. The pressure gradient is
applied in the x-direction to drive the flow.

Effect of initial particle configuration

In this section, the results for the effect of the particle
configuration is presented. The simulations are carried out
for 2 different cases - Case 1: The particles are stacked in
three layers with each subsequent layer touching the layer
below, Case 2: The particles are placed with a gap of Dp/2
between each layer. Other relevant simulation parameters
are summarized in Table 3.
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Table 3: Simulation parameters used to study the effect of initial
particle configuration

Simulation parameter Value
# CV 300 x 160 x 60
# particles 135
∆ x 0. 01 m
Dp/∆x 20
Re 100
Ar 39.24
εs 19.6 %

The simulation for both these cases is performed to study the
behaviour of particles according to their initial configuration.
It is found that for the given cases, the dynamics is substan-
tially different although the non-dimensional parameters are
kept constant (Figs. 4 & 5). It can be commented that for
Case 2, the spacing between particles allows the particles to
move freely due to gravity and lift forces affecting the flow
field around it. With the evolution of time, the disturbance in
the flow field leads to more pronounced asymmetric forces
on the particles and consequently they remain in fluidized
state (Fig. 5). On the contrary, no such fluidization is ob-
served for Case 1 and particles remain sedimented during the
entire simulation. This might be caused due to the restricted
motion of particles in a closed packing. Hence, it is impor-
tant to have a thin gap of fluid between particles to produce
realistic simulations mimicking the proppant transport.

Figure 4: Particle configuration and the velocity distribution (on
centre x-y plane) at t∗(tu f /Dp) = 17 (Case 1)

Figure 5: Particle configuration and the velocity distribution (on
centre x-y plane) at t∗(tu f /Dp) = 17 (Case 2)

Effect of solids volume fraction

In this section, the effect of solids volume fraction on the
particle transport and specifically, on the sedimentation times
is studied. The initial particle configuration is shown in Fig.
6 whereas Table 4 lists the detailed simulation parameters.

a) εs = 0.017

c) εs = 0.05

e) εs = 0.1

g) εs = 0.2

Figure 6: Initial configuration of particles for different solids vol-
ume fraction.

In these simulations, the average vertical location (Eq. 13)
of all particles is monitored to obtain the sedimentation time.
The time at which yavg reaches a steady state value, is used
as the sedimentation time and is listed in Table 5 for the
chosen parameter space.

yavg =
1
N

n=N

∑
n=i

yi (13)

The aim of the fracking process is to attain operating condi-
tions with a longer sedimentation time such that particles are
carried deeper into a fracture. It can be observed from the re-
sults that the sedimentation time increases by decreasing Ar
owing to the reduced effect of the gravitation force. However,
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Table 4: Simulation parameters used to study the effect of solids
volume fraction

Simulation parameter Value
# CV 200 x 120 x 120
∆ x 0. 01 m
Dp/∆x 20
Re 100 - 400
Ar 0-7848
εs 1.7 - 20%

with the higher sedimentation times, it is also important for
the particles not to fluidize in the flowback stage of the frack-
ing process. The lighter particles will tend to fluidize quickly
in the flowback and the efficiency of the process would be re-
duced. Hence, it would be important to use the heavier par-
ticles and still have a longer sedimentation time. From Table
5, it can be observed that the sedimentation time for Re= 400
is comparable for the cases {εs = 0.017, Ar = 1569.6} and
{εs = 0.2, Ar = 7848} which signifies that the heavier parti-
cles can also be transported at a longer distances if the higher
solids volume fraction is used. The pattern for the influence
of the Reynolds number on the sedimentation time is not con-
sistent for all the volume fractions, however, the Reynolds
number tends to increase the sedimentation time at higher
value of εs.

Ar
Re 100 200 300 400

0 - - - -
1569.6 13.4 11.2 10.5 9.3
3924 6.7 6.9 6.4 6.1
7848 3.9 4.2 4.7 4.8

a) Sedimentation time (s) εs=0.017

Ar
Re 100 200 300 400

0 - - - -
1569.6 20.2 24.7 23.4 35.2
3924 9.8 10.3 10 12.8
7848 4.7 5.3 6.1 7.4
b) Sedimentation time (s) εs=0.05

Ar
Re 100 200 300 400

0 - - - -
1569.6 21.1 25.6 23.2 18.3
3924 18.4 18.6 18.9 13.2
7848 8.7 9.1 10.2 7.6
c) Sedimentation time (s) εs=0.1

Ar
Re 100 200 300 400

0 - - - -
1569.6 17.2 15.2 22.4 23.2
3924 10.3 13.7 12.8 15.6
7848 8.6 12.6 9.9 11.3
d) Sedimentation time (s) εs=0.2

Table 5: Sedimentation time for all cases simulated, various εs

CONCLUSION

In this work, an efficient and accurate model for the direct
numerical simulation (DNS) of liquid-solid flows is pre-
sented. The torque computation results with the improved
immersed boundary method (IBM) are presented for the
single rotating sphere in a quiescent fluid in comparison with
the original IBM. It is found that the improved IBM reduces
the error around 3-13 times. The verified and validated IBM
is then used to simulate the transport of solid particles in
a narrow channel to mimic the proppant transport in rock
fractures in a fracking process. Initially, the simulation
of transport of 135 particles with two different particle
arrangements is performed and it was found that the spacing
between the particles leads to a fluidization, contrary to the
packed particle system with the same non-dimensional flow
parameters. Hence, it is important to have a gap between
particles while performing simulations to attain closer
similarity with the real process.

As a next step, 48 simulation cases are performed to study
the influence of the solids volume fraction, Archimedes
number and Reynolds number on the proppant transport
phenomenon. It was found that the sedimentation time of
the heavier particles can be increased by increasing the
solids volume fraction and it is even comparable to the
sedimentation time of the lighter particles in the dilute
system. Moreover, the influence of increasing Reynolds
number is more pronounced and consistent in the higher
volume fraction cases and contributes positively to keep the
particles fluidized for a longer period.

In reality, the process of proppant transport is quite com-
plex due the rough walls in the rock fractures with the vary-
ing widths, visco-elastic fracking fluids, randomly oriented
cracks, high aspect ratio in dimensions of a crack and poly-
dispersity in the proppant sizes. Moreover, large number
of particles are used in this process. Hence, the numerical
model has to be extended with the complex boundary condi-
tions for rough walls, visco-elastic flow modeling and poly-
dispersity of particles. To simulate the larger system, full
parallelization of the fluid solver as well as particle part is
also very important.
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ABSTRACT
Water flooding is commonly used to recover oil from porous rocks
using pressurized water. Present study focuses on fully resolved
pore-scale level multiphase Direct Numerical Simulations (DNS)
of oil-water flows through homogeneous porous rocks. A sec-
ond order accurate implicit Immersed Boundary Method (IBM) is
used to resolve fluid-solid interactions on a non-body fitted Carte-
sian computational grid. Dynamic evolution of the fluid-fluid in-
terface is tracked by a mass conservative sharp interface Volume
of Fluid (VOF) method. The IBM and VOF method are coupled
by a prescribed contact angle boundary condition at the fluid-fluid-
solid contact line. Our method has been extensively validated es-
pecially for the test cases involving oil-water flows. Simulations
of water flooding process through periodic homogeneous configu-
rations of spheres are performed based on typical pore-scale capil-
lary and Reynolds numbers. Effect of wettability on the mobility of
oil through oil-wet and neutrally-wet rocks has been quantified as
well.

Keywords: water flooding, porous rocks, Immersed Boundary
Method (IBM), Volume of Fluid (VOF), contact angle .

NOMENCLATURE

Notations
p Pressure, [Pa]
F Fluid phase fraction, [−]
M Dynamic viscosity ratio, [−]
Re Reynolds number, [−]
Ca Capillary number, [−]
S Fluid phase saturation, [−]
k Permeability, [m2]

x x co-ordinate, [m]

y y co-ordinate, [m]

z z co-ordinate, [m]

Greek Symbols
ρ Mass density, [kg/m3]

µ Dynamic viscosity, [Pa ⋅ s]
σ Surface tension, [N/m]

∆ Grid size, [m]

θ (Static) contact angle, [degree]
φ Porosity, [−]

Vectors

u Velocity, [m/s]

Fσ Surface tension force, [N]

g Gravitational acceleration, [m/s2]

Sub/superscripts
1,2 Fluid phase number
w Wetting fluid
nw Non-wetting fluid

INTRODUCTION

Multiphase flows in complex structures are encountered
widely in nature and technology. One such example is wa-
ter flooding (Sheng, 2014) used for oil recovery. After the
primary (natural) recovery of the oil from reservoir, large
amount of oil remains trapped in the porous rocks. Sec-
ondary and ternary recovery processes (e.g. water flooding,
gas injection, thermal processes, chemical flooding etc.) are
then used for further recovery of such residual oil. In wa-
ter flooding high pressure and/or high temperature water is
pushed through porous rocks which carries oil out of the
porous bed. Focus of the current work is to perform pore-
scale simulations of oil-water multiphase flows through com-
plex rock structures during such a water flooding process. To
serve this purpose, three different problems need to be tack-
led: i) oil-water multi-fluid interface tracking, ii) interactions
between fluids (oil or water) and complex solid geometries,
and iii) three-phase contact line dynamics.
A wide range of numerical methods (e.g. Front Tracking,
Volume of Fluid, Level Set etc.) has been developed and
tested successfully to track multi-fluid interfaces (Wörner,
2003). They all differ with respect to tackling the follow-
ing complexity: i) interface advection based on local velocity
field and ii) surface tension force based on local interface cur-
vature. The volume of fluid (VOF) method (Hirt and Nichols,
1981; Youngs, 1982) uses a color function F which denotes
the local fluid phase fraction in the immiscible mixture of flu-
ids. Advection of F is governed by pseudo-Lagrangian geo-
metrical advection schemes to minimize numerical diffusion.
This particular feature makes VOF the most mass conserva-
tive among all multi-fluid interface tracking methods. The
density-scaled continuum surface force (CSF) model pro-
posed by Brackbill et al. (1992) is used to evaluate the sur-
face tension force for its simplicity and robustness especially
in the presence of complex solid boundaries.
The immersed boundary method (IBM) (Mittal and Iac-
carino, 2005) is a set of computational techniques which
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uses non-body fitted (mainly Cartesian) grids for simulating
fluid-solid interactions through complex geometries. It elim-
inates the need of traditional unstructured body fitted grids
and hence provides simplicity in grid generation and dis-
cretization, ease of code development, less memory require-
ment and higher computational efficiency. A direct forcing
approach used in IBM produces a sharp fluid-solid interface
without spatial spreading. So, in the present work a direct
forcing, implicit, second order IBM (Deen et al., 2012; Das
et al., 2016) is used which does not require any calibration
for the different complex geometries.
Fluid-fluid interfaces in contact with solid boundaries pro-
duce a three-phase contact line. The contact line behavior is
determined by microscopic physicochemical interactions be-
tween molecules of two different immiscible fluids and the
solid substrate, and it can drastically affect the statics and dy-
namics of the bulk flow (Snoeijer and Andreotti, 2013). An
apparent contact angle at the macroscopic length scales is a
result of these microscopic interactions at the contact line. In
the present work, a coupled IBM-VOF method has been used
to simulate contact line dynamics.
This paper deals with validation/verification and application
of the developed IBM-VOF solver specifically for multiphase
flows involving oil and water. It is organized as follows: We
first describe the governing Navier-Stokes equations for mul-
tiphase flows along with the F-advection equation. Next,
we discuss numerical and implementation details in brief.
Further, the coupled IBM-VOF solver is extensively vali-
dated/verified for the test cases involving oil-water flows.
Last, a water flooding process is simulated on the pore-scale
and the effect of wettability on the mobility of oil has been
quantified for oil-wet and neutrally-wet homogeneous rocks.

MODEL DESCRIPTION

Governing equations

For incompressible multiphase flows the Navier-Stokes
equations can be combined into a single equation for u in
the entire domain. Surface tension due to the presence of
a curved deformable fluid-fluid interface is taken into ac-
count by a local volumetric Fσ. The governing mass and mo-
mentum conservation equations for unsteady, incompress-
ible, Newtonian, multiphase flows are expressed as follows:

∇⋅u = 0 (1)

ρ
∂u
∂t
+ρ∇⋅(uu) = −∇p+∇⋅τττ+ρg+Fσ (2)

where τττ= µ[∇u+(∇u)T ] is the fluid stress tensor. Advection
of F is governed by the following equation:

DF
Dt

=
∂F
∂t

+u ⋅∇F = 0 (3)

This equation expresses that the interface is advected with the
local fluid velocity. To evaluate the local averaged density,
linear averaging of the densities of the fluid 1 (F = 1) and
fluid 2 (F = 0) is used:

ρ = Fρ1+(1−F)ρ2 (4)

Similarly, the local average µ could also be evaluated by lin-
ear averaging of the dynamic viscosities of individual fluid
phase. Alternatively, following a fundamental approach pro-
posed by Prosperetti (2002), the local average kinematic vis-
cosity is evaluated by harmonic averaging of the kinematic
viscosities of the individual fluid phases:

ρ

µ
= F

ρ1

µ1
+(1−F)

ρ2

µ2
(5)

In all the computations reported in this paper, Eq. (4) and
Eq. (5) are used to evaluate the local average density and
dynamic viscosity, respectively.

Numerical and Implementation Details

In the current implementation, the finite volume method is
used to solve the mass and momentum conservation equa-
tions in each control volume of a staggered computational
grid. To simulate multiphase flows involving multi fluid-
solid interactions three things need to be dealt with: i)
dynamic interactions between fluids and non-deformable
solids, ii) dynamics of deformable fluid-fluid interfaces, and
iii) contact line dynamics at the three phase contact lines.
An implicit (direct) second-order accurate IBM proposed by
Deen et al. (2012) and described in detail by Das et al.
(2016) has been used to apply no-slip boundary conditions
for fluids-solid interactions at immersed boundaries. VOF
(Van Sint Annaland et al., 2005) to track fluid-fluid interface
consists of three main parts: i) solution of F-advection equa-
tion, ii) computation of the volumetric Fσ, and iii) smooth-
ing of F . In presence of fluid-fluid interfaces with immersed
solids, contact line dynamics plays a major role in wetting-
dewetting phenomena. It is incorporated in our coupled
IBM-VOF framework (Patel et al., 2017) by applying the ap-
parent contact angle as a boundary condition at contact lines.
The contact angle may have a single value (static) or different
values (dynamic) depending upon the local contact parame-
ters and fluid properties. The effect of the contact angle is
taken into account by modifying the interface normals at the
solid boundaries. Readers may refer to the mentioned litera-
ture for intrinsic numerical and implementation details.

VERIFICATION AND VALIDATION

The IBM and VOF implementations have been tested indi-
vidually by Das et al. (2016) and Van Sint Annaland et al.
(2005) respectively for various cases and they obtained ex-
cellent agreement with numerical and experimental results
published in literature. The 3D coupled IBM-VOF imple-
mentation with contact line dynamics has been validated by
Patel et al. (2017) with static and/or dynamic contact angles
for i) the equilibrium shape of a droplet on a flat surface, ii)
the equilibrium shape of a droplet on a spherical surface, and
iii) temporal evolution of droplet contact radius on flat sur-
face (generated with and without IBM).
In this section, we investigate additional valida-
tion/verification test cases specifically addressing the
oil-water multiphase flows. First, a test case of 2D multi-
phase Poiseuille flow is considered to compare the velocity
profiles and relative permeabilities with analytical expres-
sions. Further, a viscous fingering phenomenon is simulated
in a 2D channel and finger characteristics parameters
i.e. dimensionless finger width and tip radius have been
compared with results published in literature. Last, a grid
independence study for the contact force is presented for 3D
coupled IBM-VOF implementation.

2D Multiphase Poiseuille Flow

In this section, we investigate the co-current multiphase
Poiseuille flow of two immiscible fluids namely wetting and
non-wetting fluid. The wetting fluid is in contact with the
channel walls (a < ∣y∣ < L) whereas the non-wetting fluid re-
sides between the layers of wetting fluid (0< ∣y∣< a) as shown
in Figure 1. No-slip boundary conditions are applied at the
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channel walls (∣y∣ = L) and the flow in x-direction is periodic.
Both fluids have the same density (ρw =ρnw) and different dy-
namic viscosities giving the definition of M = µnw/µw. A con-
stant body force G is applied to both fluids in the x-direction
such as the flow remains in the Stokes regime (Re << 1). Due
to the existence of a flat fluid-fluid interface, the surface ten-
sion force doesn’t play any role in this problem.

Wetting Fluid

a

L

Wetting Fluid

Non Wetting Fluid−

y
( )x Flow Direction

ChannelWall

ChannelWall

Figure 1: Schematic diagram of 2D multiphase Poiseuille flow.

For the given value of wetting and non-wetting saturation
(Sw = (1−a)/L and Snw = a/L), the analytical expressions for
the velocity of the wetting and non-wetting fluids (uw and
unw) are given by:

uw(y) =
G

2µw
(L2

−y2
)

unw(y) =
G

2µw
(L2

−a2
)+

G
2µnw

(a2
−y2

)

(6)

Similarly, the analytical expressions for the relative perme-
ability of each fluid (kr,w and kr,nw) can be given as,

kr,w =
1
2

S2
w(3−Sw)

kr,nw = Snw [
3
2

M+S2
nw(1−

3
2

M)]

(7)

Readers are referred to Yiotis et al. (2007) for the detailed
derivation of Equation (6) and (7). Equation (7) suggests that
kr,w is always bounded between 0 to 1 as it is only function of
Sw. However, kr,nw may become greater than 1 in case M > 1
due to the ’lubricating’ effect of the wetting fluid.
Simulations have been performed for M = 0.01,1 and 100
with Sw ranging from 0 to 1 with increment of 0.1. Total 100
grid cells have been taken across L. Figure 2 shows analyt-
ical and numerical velocity profiles for the case of M = 100
and Sw = 0.5. Figure 3 compares analytical and numerical
relative permeabilities for wetting and non-wetting fluids for
M = 100. Our simulations show an excellent agreement with
analytical results having maximum error in relative perme-
ability to be less than 0.2%. Huang and Lu (2009) reports this
error to be nearly 7% using multiphase Lattice-Boltzmann
method. Also, in their results, continuity of the shear stress
is not maintained at the interface and hence a velocity jump
is observed.

Viscous Finger in a 2D Channel

A viscous finger is an instability that may occur when a low
viscosity fluid displaces high viscosity fluid. In this section,
we simulate the single viscous finger formation phenomenon
in a 2D channel. Initially, a channel with finite width H is
fully saturated with high viscosity fluid 2. Fluid 1 with low

viscosity is introduced in x-direction with fully developed ve-
locity profile and displaces Fluid 2 from channel. During this
displacement process the viscous finger gets developed and
produces a steady state shape (constant finger tip velocity) as
shown in Figure 4.
Average velocity of the inlet fluid 1 is U1. Viscosity ratio M
= µ2/µ1 is 20 which is generally experienced during water
flooding process where water displaces oil. No-slip bound-
ary conditions are applied at the channel walls in y-direction
whereas velocity inlet and pressure outlet boundary condi-
tions are applied in x-direction. Densities of fluid 1 and 2
have been chosen equal (ρ1 = ρ2 = ρ) for the simplicity as
the density ratio does not affect the finger formation and
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Figure 2: Analytical (−) and numerical (#) velocity profiles for
M = 100 and Sw = 0.5.
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Figure 3: Relative permeability with Sw for M = 100: analytical
kr,w (−), numerical kr,w (#), analytical kr,nw (−−) and
numerical kr,nw (2).
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its properties. Capillary and Reynolds number defined us-
ing the steady state finger tip velocity Ut are Ca = µ2Ut/σ

and Re = ρUtH/µ2. From the mass balance, one can find
Ut =U1H/W . To maintain the flow in Stokes regime, value
of Ca and Re have been chosen such that ReCa = 10−3.
Simulations have been performed with different Ca ranging
from 0.025 to 3 with 64 grid cells across the height H. The
steady state finger width W and finger tip radius R have been
obtained. Figure 5 compares the same finger characteris-
tics parameters in dimensionless form with the results ob-
tained using boundary element method by Halpern and Gaver
(1994). Our results of W/H show an excellent match with
maximum deviation to be less than 2%. Also, R/H shows an
excellent match at low Ca. However at higher Ca, deviation
is higher due to higher tip curvatures.

Contact Force Calculation

In this section, we present the grid independence study for
contact force at three phase contact line in 3D. Initially, an oil
droplet of equivalent radius Req = 1 mm (Volume V = 4

3 πR2
eq)

is placed on the solid sphere of radius Rs = 1 mm such that
it inscribes θ = 60○ as shown in Figure 6. In this position,

x

y

H W R1Fluid 2Fluid

ChannelWall

ChannelWall

Figure 4: Schematic diagram of steady state viscous finger in 2D
channel.
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, 
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Figure 5: Dimensionless characteristics parameters of steady state
viscous finger in 2D channel with Ca a) finger width
W/H: present (#), Halpern and Gaver (1994) (−) b)
finger tip radius R/H: present (2), Halpern and Gaver
(1994) (△).

droplet radius Rd = 1.1082Req, contact radius Rc = 0.9069Req
and ψ = 35.08○ (Patel et al., 2017). The oil droplet is sur-
rounded by water with σ = 0.03 N/m. Using a force balance,
contact force can be given by following expression,

Fy,analytical = 2πσRc sinψ

Fx,analytical = Fz,analytical = 0
(8)

dR
θ

sR

Droplet

Solid

cR

ψ

y

x
z

Figure 6: Schematic diagram of droplet on solid sphere for contact
force calculation (xy cross section).

Numerical values of the contact force in all three directions
have been calculated using the method proposed by Washino
et al. (2013). The relative error in the contact force in the
y-direction is given by following expression,

Error(%) =
∣Fy,analytical −Fy,numerical ∣

Fy,analytical
×100% (9)

Figure 7 shows the relative error in the contact force in y-
direction with different grid resolutions. It follows a 1st or-
der trend. However, even at lower grid resolution (Rc/∆≈5)
the relative error is lower than 4%. Moreover, the maximum
value of the numerical contact forces in x− and z−directions
(Fx/Fy and Fz/Fy) is less than 10−6 which affirms the accu-
racy of present coupled IBM-VOF implementation.

RESULTS

In this section, we present pore-scale simulations of a water
flooding process such as encountered in enhanced oil recov-
ery. Our aim is to investigate the wettability effects on the
mobility of oil through oil-wet and neutrally-wet rocks.
The physical properties of an oil-water system are: µoil =

0.02 Pa ⋅ s, µwater = 0.001 Pa ⋅ s, ρwater = ρoil = 1000 kg/m3

and σ = 0.03 N/m. Initial distribution of oil and water phases
in homogeneous configuration of spheres (rock structure) is
shown in Figure 8a. Saturation of oil Soil = 0.5 and struc-
ture porosity φ = 0.5. Wettability is altered by varying θ for
oil-wet (θ < 90○) and neutrally-wet (θ = 90○) rocks.
Simulations are performed on a 3D periodic domain with
100×100×100 grid cells of size ∆ = 1.5×10−5 m. In this
case, the number of grid cells across the radius of the sphere
is around 39 which is quite sufficient to resolve accurate con-
tact force. A constant body force of 105 N/m3 is applied in
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x-direction to both oil and water phases. Superficial veloc-
ities of both phases are monitored to decide if the flow has
reached steady state. Figure 9 shows the plot of superficial
velocity of oil Uoil with time for oil-wet rocks with θ = 45○.
One can observe that Uoil repeats itself after a fixed time in-
terval and hence the flow has reached (pseudo) steady state.
A snapshot of this (pseudo) steady state is presented in Fig-
ure 8b. Using the time averaged superficial velocity of oil
Ūoil , one can calculate Re, Ca and kr,oil by means of the fol-
lowing expressions,

Re =
ρoilŪoilD

µoil

Ca =
µoilŪoil

σ

kr,oil =
Ūoil(Soil)

Ūoil(Soil = 1)

(10)

where D is the diameter of sphere and Ūoil(Soil) is Ūoil at
given Soil . Maximum value of Re and Ca numbers among all
simulations are 0.5 and 0.006 respectively ensuring the flow
in the Stokes regime.
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Figure 7: Grid independence study for contact force in y-direction:
present (#) and 1st order line (−) for reference
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Figure 8: (a) Initial and (b) (pseudo) steady state fluid phase dis-
tribution for oil-wet rocks with θ = 45○, φ = 0.5 and
Soil = 0.5. Oil, water and rocks are represented by grey,
transparent blue and brown color respectively.

Figure 10 shows the kr,oil with θ for oil-wet (θ < 90○) and
neutrally-wet (θ = 90○) rocks. Oil is more mobile in the
neutrally-wet rocks as oil and water both have equal wet-
tability towards rocks. As the rocks become more and more
oil-wet (θ→0○), the tendency of oil to adhere with rocks in-
creases and hence its mobility decreases. Interestingly, this
decrement is non-linear and it may fully choke the flow at
a lower body force. The maximum difference in kr,oil com-
pared to its mean value is around 50% which suggests that
the wettability has a strong effect on the oil recovery during
water flooding process.
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Figure 10: kr,oil with θ for oil-wet (θ < 90○) and neutrally-wet (θ =
90○) rocks with φ = 0.5 and Soil = 0.5
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CONCLUSION

In this paper a methodology is presented to simulate the mul-
tiphase flows involving oil and water from complex geome-
tries. IBM is used to simulate the dynamic interactions be-
tween fluids and complex geometries on a Cartesian compu-
tational grid. Present IBM is second order, direct forcing,
implicit and doesn’t require any calibration for different ge-
ometries. Sharp interface VOF method is used to track multi-
fluid interfaces. IBM and VOF are coupled at the three phase
contact line via the apparent contact angle. Present method-
ology works perfectly well for the validation/verification test
cases involving oil-water flows and yields more accurate re-
sults compared to simulations performed using the Lattice-
Boltzmann method. Pore-scale water flooding simulations
are presented to quantify the effect of wettability on the mo-
bility of oil through oil-wet and neutrally-wet homogeneous
rocks. Obtained results show that the oil-wet rocks can dras-
tically reduce the mobility of oil.
In future, this work will be continued on large randomized
structures with number of spheres in order of 100 to quantify
the effect of wettability, porosity, capillary number, satura-
tion, viscosity ratio etc. on the mobility of oil-water flows.
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ABSTRACT 

In subsea components such as Production Trees (XT) where the 

production flow path is machined out of steel blocks, the flow 

changes direction abruptly at blind tees or sharp elbows, 

causing increased erosion risks compared to a piping design. 

The risk of erosion is largely controlled by the depth of the 

cavity inside a flow-turning element, which may vary between 

zero for a sharp elbow and more than one time the Inner 

Diameter (ID) for a full blind tee. In this paper, a comparison 

between the erosion response of three different flow-turning 

elements is performed by using Computational Fluid Dynamics 

(CFD) with transient particle tracking: a blind tee with a deep 

cavity, a blind tee with a shallow cavity (depth < 1 ID) and a 

sharp elbow. The DNVGL-RP-O501 (2015) erosion response 

model is implemented in the simulations with a modification to 

the angle function which aims at filtering out erosion results due 

to impacts at low angle. The transient formulation causes the 

sand particles to be dispersed naturally by the flow field, 

yielding time-averaged realistic erosion results without any 

need for area-averaging or numerical dispersion schemes. The 

CFD model is successfully benchmarked against the DNVGL-

RP-O501 (2015) guidelines for standard piping components 

such as bends.  

The simulation results reveal that the shallow cavity blind tee 

creates a very high risk of erosion inside the cavity which is not 

predicted by the guidelines, with peak erosion rates one order 

of magnitude higher than for a sharp elbow. This is observed 

both for a gas and liquid production case, and a physical 

explanation for this behaviour is provided based on an analysis 

of the transient flow and sand particle dynamics. Although 

further numerical sensitivities and experimental evidence are 

required to confirm this result, it is advised to avoid blind tees 

with a shallow cavity (less than one time the inner diameter of 

the flow path) for designing subsea production systems where 

sand production can be expected. 

Keywords: Erosion, CFD, SPS design 

NOMENCLATURE 

 

Greek Symbols 

α  Impact angle, [rad] 

ρMAT Wall material density [kg/m3] 

 

Latin Symbols 

AIMPACT Area of impact [m2] 

CFD Computational Fluid Dynamics 

DPM Discrete Phase Modeling 

EMF  Erosion mass flux, [kg/m2] 

ERATE Erosion rate, [mm/year] 

ERATIO    Erosion ratio, [kg/kg] 

f  Impact angle function 

GF  Geometry Factor 

ID  Inner Diameter, [mm] 

k  Material coefficient, [-] 

ṁ  Sand mass rate, [kg/s] 

SPS  Subsea Production System 

Vp  Particle velocity, [m/s] 

XT  Production tree 

INTRODUCTION 

Solid particles consisting of sand, gravel or proppants 

may be produced from subsea wells for certain conditions 

related to rock formation stability, well completion 

design and production parameters such as flow rate or 

bottom hole pressure. As they pass through the Subsea 

Production System (SPS), solid particles impact on the 

inner walls of equipment conveying the flow of 

hydrocarbons to topside, causing over time loss of 

material. This phenomenon is generally described as 

"erosion" and, if not managed properly, may have serious 

consequences for the integrity and functionality of the 

SPS.  

The prediction of material loss caused by erosion over 

life of the field is one of the key competence area within 

the Flow Assurance discipline at TechnipFMC. Erosion 

analysis relies on two different tools: screening 

calculations, which are based on empirical models 

applicable to standard types of components, and detailed 

calculations based on Computational Fluid Dynamics 

(CFD) which solve the equation of motion for the flow 

and solid particles within a 3D geometry of the SPS. 

Erosion response model 

Both screening and detailed erosion calculation use a 

wall response model, which determines the amount of 

material removed from the wall at particle impact as a 

function of the mass, impact angle and impact velocity of 

the particle. The erosion ratio ER is expressed in kg of 

material removed per kg of incoming  particle and takes 

the form 
 

( )αfVkE n

pRATIO ××=  (1) 

 

In Equation (1), the velocity exponent n, material 

constant k and the angle function f(α) vary depending on 

the model employed. This study is based on the erosion 
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response model from DNVGL-RP-O501 (2015). 

Multiplying ER by the mass flow rate of incoming sand 

and dividing by the density of inner wall material and 

area of impact, the thickness of material lost per unit of 

time (erosion rate) is obtained: 
 

IMPACTMAT

RATIO
RATE A

mE
E ×

×= ρ
&

 (2) 

 

Erosion rates are usually expressed in mm/year, and 

cumulated over several years of production to calculate 

the total erosion wear over life of the field. The erosion 

wear is finally compared to the allowance, i.e. the 

thickness of material which may be eroded without 

compromising the integrity or functionality of the 

equipment. 

Erosion screening calculations 

DNVGL-RP-O501 (2015) contains empirical models 

applicable to standard components such as reducers, 

bends or blind tees which are typical "hot-spots" for 

erosion in a SPS. Based on the component's dimensions, 

solid and fluid (carrier) phase properties and production 

parameters, an erosion rate is provided from a simple 

model validated by experimental data.  

These empirical models may easily be implemented in a 

spreadsheet or script and applied to large datasets of 

production cases for early risk screening and sensitivity 

purposes. However, they rely on important assumptions 

which may limit their applicability for certain geometries 

and / or flow conditions: 

1. The sand particles are considered uniformly 

distributed across the flow area upstream of the 

component 

2. A single fluid phase (with mixed properties 

based on volume fraction average for 

multiphase flows) is considered with a uniform 

velocity profile upstream of the component 

3. The erosion rate is predicted for a single hot-

spot per component corresponding to the main 

impact area of sand particles 

4. The geometry of the component evaluated 

should be similar to the samples tested 

experimentally to validate the empirical models. 

 

An example is provided in Figure 1 for a component 

referred to as “blind tee” in DNVGL-RP-O501 (2015). 

The geometry shown represents one of the samples tested 

at DNVGL. The cavity depth is 50 mm, more than the 

Inner Diameter (ID) of the inlet flow cross-section. The 

hot-spot considered in the empirical model corresponds 

to an impact area situated at the extrados outlet wall. 

Uniform flow conditions and sand particle concentration 

are assumed in the vertical inlet upstream of the tee.  

 

 

 

Figure 1: Example of blind tee experimental geometry tested 

at DNVGL (courtesy of DNVGL). 

Erosion detailed calculations based on CFD 

Erosion CFD computations combine two simulation 

processes, performed either sequentially (steady-state 

models) or simultaneously (transient models): 

• The simulation of the carrier flow in the system 

consisting of one or several fluid phases, using 

an Eulerian approach 

• The simulation of the sand particles (solid 

phase) using a Lagrangian approach whereby 

individual particles are tracked in space (steady-

state models) or time and space (transient 

models). 

 

The number of individual sand particles tracked in one 

simulation is in the range of 50 000 to several millions in 

order to yield statistically representative results. Each 

time a sand particle impacts a wall boundary and 

rebounds into the domain, the erosion model from 

Equation (1) is used to compute the mass of material 

removed from the wall. The greatest potential added 

value of the CFD approach compared to screening 

calculations is that no assumption on the sand distribution 

and flow profile upstream of a component is needed as 

long as the upstream extent of the computational domain 

is sufficient. Also, CFD simulations consider the actual 

geometry of the SPS and should be used when assessing 

erosion on components for which no empirical screening 

model is available.  

Geometry Factors (GF) 

Geometry Factors (GF) have been introduced in 

DNVGL-RP-O501 (2015) to account for the effect of the 

upstream flow path layout on erosion results. These 

factors are directly applied to the empirical models used 

for screening calculations and may vary between 1 and 4: 
 

RATECORRRATE EGFE ×=−  (3) 

 

A value of 1 is used if the component of interest is placed 

downstream a long straight section of piping so that the 

flow and sand concentration profile can be considered as 

uniform. A value of 4 corresponds to a case where 

multiple flow-turning elements are present upstream of 

the component with the flow path in several planes. This 

induces a swirl component in the flow that contributes to 

focusing the sand particles and creating enhanced erosion 

locally. 

Geometry Factors may also be directly obtained from 

CFD simulations by dividing the simulated erosion rate 

by the result from an empirical model, provided that the 
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extent of the computational model is sufficient to capture 

all relevant upstream effects.  

Based on TechnipFMC's experience, the GF values 

specified in DNVGL-RP-O501 (2015) are retrieved 

when comparing CFD and screening results for most of 

the hot-spots encountered in an SPS erosion analysis, i.e. 

values in the range of 1 to 4 are usually obtained. 

However, in subsea components such as Production 

Trees (XT) where the production flow path is machined 

out of steel blocks, the Geometry Factors are sometimes 

found to be much larger, as illustrated in the following.  

Application of screening and CFD erosion 
calculations for SPS design 

The flowpath in a SPS from the well tubing to the 

flowline consists of a succession of flow-turning 

elements (bends, elbows, blind tees) and ID variations 

separated by straight sections. In Figure 2, erosion 

contours from a detailed CFD erosion analysis on part of 

a SPS are displayed. A single phase, transient simulation 

with particle tracking has been run with a total of 15 

million particles injected into the domain. Twelve 

erosion hot-spots have been identified at locations which 

could not always be predicted by the screening empirical 

models (for example, hot-spot 3 in Figure 2 upstream of 

the second elbow). The elbow geometry itself is not 

described in DNVGL-RP-O501 (2015), where the only 

flow-turning elements considered consist of bends or 

blind tees. 

 

 

Figure 2: Example of SPS flowpath and erosion results. 

 

Figure 3 shows the instantaneous location of the sand 

particles in the domain and their velocity. Upstream of 

the first blind tee, which is preceded by a long vertical 

section corresponding to the well tubing, the sand 

particles are homogeneously distributed across the inner 

bore cross-section. However, the close succession of 

flow-turning elements in multiple planes distorts the 

velocity profile and introduces a swirl component which 

tends to focus the sand particles. It is obvious that 

downstream of the second elbow, the assumption of 

homogeneous sand concentration is no longer valid.  

 
 

 

Figure 3: Instantaneous sand particle tracks coloured by 

velocity magnitude (m/s). 

 

A comparison of CFD erosion results to screening 

calculations indicates that Geometry Factors are in the 

range of 0.3 to 3.4 for most of the hot-spots shown in 

Figure 2. However, much higher values are obtained for 

some components. In Figure 4, CFD erosion results at the 

outlet of two elbows corresponding to hot-spots 4 and 10 

in Figure 2 are shown. Both flow-turning elements have 

similar inlet ID and geometry. The application of 

DNVGL-RP-O501 (2015) to these elbows, represented 

as a bend with a radius of 0.5 ID and a Geometry Factor 

of 1, yields an erosion rate of 0.02 mm/year. Hot-spot 10 

is situated downstream a long vertical section of piping 

which allows the flow profile and sand concentration to 

recover before entering the elbow. The CFD results 

obtained at the outlet confirm the erosion rate from the 

screening methodology with GF of 1. On the contrary, 

hot-spot 4 is situated downstream three flow-turning 

elements (one blind tee and two elbows), in different 

planes and separated by 4 to 6 IDs only. The erosion rate 

is 0.5 mm/year, corresponding to a Geometry Factor of 

25 (0.5 / 0.02). The configuration upstream of hot-spot 4 

is representative of  designs where the flow path is 

machined out of steel blocks. This reduces the 

streamwise separation between flow-turning elements 

and replaces pipe bends or blind tees with sharp elbows, 

creating added distorsion of the flow velocity profile and 

focusing of sand particles compared to a piping design.  

Some care and engineering judgement should be used 

when applying Geometry Factors from CFD results to the 

screening of SPS designs. However, such information 

may be used to provide useful feedback to designers: 

adding an inline cavity with a depth > 1 ID to the elbow 

situated upstream of hot-spot 4 may reduce the Geometry 

Factor for hot-spot 4, for example.  
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Figure 4: Comparison of CFD to screening results at the outlet 

of two elbows with different upstream flow configuration. 

CASE EXAMPLE: EROSION IN BLIND TEES 

In the following, the effect of the cavity depth on the 

erosion performance of a blind tee is investigated using 

the same approach as described previously. The purpose 

of this work is to compare erosion results for actual flow-

turning element geometries to the results provided by the 

DNVGL-RP-O501 (2015) empirical models.  

Blind tee cavity depth 

There is ample experimental and numerical evidence that 

blind tees have a dampening effect on erosion compared 

to sharp bends. Due to the local increase of the inner 

cross-section as the flow changes direction, the fluid and 

sand particle velocity at the outlet of a blind tee are lower 

than for a 90 degrees, short radius bend. In addition, at 

least part of the sand particles penetrate the low-velocity, 

high pressure zone inside the cavity where they lose 

momentum and recirculate instead of impacting the wall 

at the extrados outlet. Both of those effects are illustrated 

in Figure 13 by comparing particle trajectories and 

velocity for the “full” blind tee (top) and the sharp elbow 

(bottom). For more insight on particle dynamics inside 

bends and blind tees, reference is made to Chen (2004). 

This behaviour is captured in the empirical models of 

DNVGL-RP-O501 (2015): for gas flow conditions and 

small particle diameters, the erosion rate for a blind tee is 

about 5 times lower than for a short radius bend of similar 

ID. DNVGL-RP-O501 (2015) does not contain any 

definition of the geometrical characteristics of a blind tee. 

Presumably, it is assumed that the term “blind tee” refers 

to a standard piece of equipment which corresponds to 

the sketch provided in Figure 1, where the cavity depth is 

large enough to provide the benefits described above in 

terms of erosion performance.  However, tees machined 

out of steel blocks may have cavities deeper or shallower 

than presented in Figure 1, depending on the drilling 

length for each perpendicular section of the flow path. 

Therefore, there is an uncertainty regarding the minimum 

cavity depth that such a component should have to 

qualify as a “blind tee” according to DNVGL-RP-O501 

(2015). 

Model set-up 

Softwares and hardware used 

The work reported here has been performed using the 

following softwares: 

• BETA ANSA version 16 for pre-processing 

(geometry and mesh generation) 

• ANSYS Fluent version 17.1 for solving and 

post-processing. 

 

All simulations have been run on a 128 cores cluster and 

have required approximately one day of computational 

time for each case. The cluster consists of 4th generation 

Xeon E5 CPUs with 32 GB RAM, interconnected with 

Infiniband at 56 Gb/s. 

 

Geometry 

The geometries investigated are shown in Figure 5. The 

flow-turning element is preceded by a 13 ID section of 

straight piping. A square-step contraction equal to 50% 

of the cross-sectional area is placed 10 ID upstream of 

the tee to trigger transient effects in the flow and enhance 

the dispersion of sand particles upstream of the tee. The 

particle injection plane is placed 6 ID upstream of the tee. 

Three different flow-turning elements have been 

investigated:  

1. A “full” blind tee with a cavity depth equal to 

the inlet ID 

2. A “shallow” blind tee with a cavity depth equal 

to 38% of the inlet ID 

3. A sharp elbow (i.e. a blind tee with cavity depth 

reduced to zero). 

 

 

Figure 5: Geometries investigated in blind tee erosion CFD 

study 

Production cases 

Two production cases have been simulated which aim to 

represent typical gas and liquid production from a subsea 

well through a 5-inch (≈130 mm ID) XT. Production 

parameters are listed in Table 1. The fluid is considered 

as single phase. In this work, the solid particles in the 

flow are assumed to be sand grains with a density of 2650 

kg/m3 and uniform size. All surfaces of impact consist of 

Inconel with a density of 8440 kg/m3. 
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Table 1: Production cases simulated 

 Gas case Liquid case 

Fluid mass flow rate 40.0 kg/s 85.8 kg/s 

Fluid bulk velocity 

upstream of tee 
32.9 m/s 8.1 m/s 

Fluid density 110 kg/m3 961 kg/m3 

Fluid viscosity 0.017 cP 0.696 cP 

Sand mass flow rate 0.074 g/s 0.858 g/s 

Sand particle size 50 µm 250 µm 

 

Transient methodology 

The computational model used in this study relies on the 

simultaneous solution of the fluid and sand particle 

equations of motion with a time-dependent (i.e. transient) 

approach. At each time step in the simulation, the flow 

field and position of the particles are computed. Erosion 

wear accumulates over time and is monitored at the 

different hot-spots in the model. The simulation is run 

until sufficient statistics are accumulated to calculate a 

rate of erosion in mm/year. 

The transient approach yields results which are much 

more realistic than the “steady-state” approach, whereby 

the motion of the sand particles is solved onto a frozen 

flow field. It is especially recommended for designs such 

as presented in Figure 2 and Figure 5 where the flow-

turning elements consist of sharp elbows rather than 

smooth pipe bends. Downstream of each elbow, the flow 

separates from the wall and forms large-scale turbulent 

vortices which are conveyed downstream to the next 

flow-turning element. Sand particles will tend to coalesce 

into “packets” or narrow bands under the effect of swirl, 

recirculation and vortex shedding. This is illustrated in 

Figure 6, where snapshots of the sand particle 

concentration in the domain at two different instants are 

shown.  

 

Figure 6: Contours of sand particle concentration at two 

different instants in the simulation (full blind tee, gas 

production case). 

 

The instantaneous rate of erosion at any location may 

vary considerably with time, as illustrated in Figure 7 for 

the case of an intrusive erosion probe. The total 

simulation time should therefore be much larger than the 

time scale of the flow and particle dynamics, so that a 

linear rate of erosion can be calculated. Reference is 

made to Equation (4) for the relation between the erosion 

rate and erosion mass flux.  

 

 

 

Figure 7: Transient CFD erosion results: increase of erosion 

mass flux (kg/m2) with simulation time on an erosion probe 

placed in the flow path (left), and instantaneous erosion rate 

(mm/year) calculated based on 1 s running average (right) 

Fluid and discrete phase modelling 

The continuous fluid phase is modelled as 

incompressible. Turbulence effects are resolved using a 

k-ω SST model with automatic wall treatment, because 

the constraints placed on the mesh aspect ratio do not 

allow to use a low y+ approach, especially for the gas 

phase. The time step in the simulation is set to obtain a 

Courant number below 5. 

Fluent’s Discrete Phase Modeling (DPM) approach is 

used to model the sand particles and their interaction with 

the fluid. In DPM, particles are modeled as point masses 

with no physical volume, an assumption which is valid  

as long as the effect of collisions between particles is 

negligible. Sommerfeld (2016) indicates that particle-

particle interactions become important for sand volume 

fractions above 0.001, which is several orders of 

magnitude above the value for this case.  

Numerical “parcels” representing sand particles are 

injected at each time step from a plane situated 6 ID 

upstream of the tee, and consisting of 648 points 

distributed as a grid across the flow cross-section (Figure 

8). The parcels are subject to inertial, gravity and drag 

forces only. Given the high Reynolds number and low 

Stokes relaxation times, turbulent dispersion may play an 

important role. For steady-state erosion CFD analyses, 

turbulent dispersion must be accounted for because it is 

the only term which causes dispersion of sand particles 

in the domain. However, in the present case, it is assumed 

that the effects of turbulent dispersion are inherently 

captured by the transient simulation procedure, whereby 

parcels are tracked in the domain with the same time step 

as the flow solution. A two-way fluid coupling approach 

is used.  

 

Figure 8: Sand particle injection locations 

Erosion wall response model 

The erosion response model from DNVGL-RP-O501 

(2015) has been implemented as a boundary condition at 

all walls in the domain by entering the parameters 
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introduced in Equation (1). For every impact of a sand 

particle with the walls, the following computational steps 

are performed:  

• The particle rebounds into the domain (energy 

restitution coefficients of 0.8 and 1.0 are used in 

the normal and tangential directions, 

respectively) 

• The mass of metal lost at the cell where the 

impact occurs is calculated according to 

Equation (1).   

 

The mass of metal lost is normalized by the cell surface 

to compute an erosion mass flux expressed in kg of metal 

removed per unit area of wall. This value increases 

monotonically with simulation time in each cell as more 

sand particles collide with the wall. 

The model from DNVGL-RP-O501 (2015) is modified 

by setting the angle function to zero for all impact angles 

less than 5° (see Figure 9). This correction has been 

implemented based on numerous observations of high 

erosion predicted by CFD in areas of flow recirculation 

with low particle density and / or low velocities such as 

cavities, dead legs or separation bubbles. For numerical 

reasons which have not yet been clarified, the presence 

of sand particles at those locations (not directly impacting 

but rather “brushing” along the wall) produces 

significant, unphysical erosion results. The DNVGL-RP-

O501 (2015) erosion response model only applies to 

particle impacts with high enough angle, at which the 

sand grains “cut” through the metal. Therefore, it is 

considered that applying a cut-off angle to the function f 

in Equation (1) is a valid approach to filter out unphysical 

erosion results from the simulations.  

 

 

Figure 9: Angle function implemented in CFD simulations 

 

Sensitivities have been performed to ensure that the 

erosion rate in areas of direct particle impact is not 

affected by this modification. An example is provided in 

Figure 10: the erosion rate at the intrados of the blind tee 

has been reduced by a factor of 3 with the application of 

the cut-off angle, whereas the erosion rate at the extrados 

is unchanged. 
 

 

Figure 10: Effect of cut-off angle on erosion results for a blind 

tee. Gas production case with 250 µm particles. 

Mesh design 

The same mesh is used to resolve the Eulerian fluid 

motion and the Lagrangian particle trajectories, and is 

applied to both production cases listed in Table 1. The 

mesh was first designed as an unstructured grid with 

tetrahedral elements and prisms in the inflation layers, 

then converted to polyhedral elements. The thickness of 

the first inflation layer is 150 µm and the quality metrics 

are listed in Table 2. 

 

Table 2: Mesh parameters and quality metrics 

Element type 
Polyhedrals (prisms in 

inflation layers) 

Number of cells 1.1 million 

First layer thickness 150 µm 

Element base size 7 mm (5% of ID) 

Minimum orthogonal quality 0.11 

Maximum equiangle skewness 0.87 

Maximum aspect ratio 154 

 

In DNVGL-RP-O501 (2015), it is recommended that the 

first layer thickness of the mesh on which the particle 

trajectories are solved should be 3 to 5 times larger than 

the sand particle diameter. In the present study, this 

criterion is met for the gas production case, but not for 

the liquid production case with 250 µm particles. 

However, sensitivities have been performed on the first 

layer thickness and showed that with the numerical setup 

used, no variations in the erosion results were observed 

with first layer thickness varying between 5 and 0.4 times 

the particle size. Unphysical erosion results have been 

observed in cells with a high aspect ratio, though. 

Therefore, attention has been given in the mesh design to 

the orthogonal quality and aspect ratio, rather than the 

ratio between the first layer thickness and the sand 

particle size. 

Results 

The simulations for the gas and liquid production cases 

have been conducted in three steps: 

1. The transient flow solution is computed without 

sand particles, until stationary velocity 

fluctuations are obtained downstream of the tee 

2. Particles are injected at each time step and 

progressively fill the domain. The total mass of 

sand in the domain is monitored: when steady 

state conditions are reached, the erosion mass 

flux at the walls is monitored 
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3. The simulation is stopped when a constant 

erosion rate has been calculated at each hot-spot 

from the erosion mass flux values monitored: 

 

MAT

MFRATE E
t

E
ρ

1
×

∂
∂=  (4) 

 

It is important to note that all erosion mass fluxes used to 

compute erosion rates are maximum values over all 

vertices forming the “hot-spot”, i.e. no area-averaging of 

results is performed (Figure 11). Such post-processing 

techniques are often necessary in steady-state simulations 

to account for the lack of dispersion in the sand particle 

impacts. TechnipFMC’s practice is to area-average all 

steady-state erosion results over a circular surface equal 

to 10% of the pipe ID as suggested in DNVGL-RP-O501 

(2015) and described in Leong (2016). In the present 

case, impact points vary in time due to the dynamics of 

the flow and sand particles, so that no post-treatment of 

the erosion results is required. 

 

 

 

Figure 11: Example of erosion mass flux contours at one hot-

spot 

 

Approximately 10 seconds of flow time have been 

simulated for each production case, with a time step of 

0.1 milliseconds for the gas production case and 0.5 

milliseconds for the liquid case. The corresponding total 

number of parcels tracked in the simulation is around 60 

million and 12 million, respectively. 

 

Sand mass in the domain 

The evolution of the sand mass present in the 

computational domain with simulation time is presented 

in Figure 12. Particle are injected at t = 1 s and 

progressively fill up the domain until a steady-state 

regime is established for the sand load. This indicates that 

the time-averaged mass of sand in the domain is constant, 

i.e. there is no accumulation of sand. A lower value is 

obtained for the sharp elbow than for the full blind tee 

since the volume of fluid in the domain is smaller. 

Important fluctuations of the sand load are obtained for 

the shallow tee geometry, especially for the liquid case. 

This is due to the periodic accumulation and release of 

sand particles in the shallow cavity.  

There were no incomplete particle path in the simulation, 

meaning that all particles injected exited the domain at 

the outlet. 

 

 

Figure 12: Time evolution of sand mass in the domain. Top: 

gas production case, bottom: liquid production case 

 

Particle tracks 

In Figure 13, tracks of the sand particles at one instant in 

the simulation are shown, coloured by velocity 

magnitude and residence time, for the liquid production 

case. Similar results are obtained for the gas production 

case.  

As the cavity depth is reduced, the maximum velocity of 

the particles downstream of the flow-turning element 

increases because the flow cross-sectional area is smaller. 

The particle tracks for the shallow blind tee indicate the 

presence of a strong vortex cell inside the cavity which 

entrains particles with quite high velocity. This is 

confirmed by the flow velocity and vorticity results 

plotted in Figure 14: the vortex is much weaker for the 

full blind tee, and almost disappears for the sharp elbow. 

An analysis of the animations of the particle tracks over 

the full simulation time allows to link observations made 

from Figure 12, Figure 13 and Figure 14. The vortex cell 

inside the shallow blind tee cavity is unstable: as it grows 

in strength, a large number of sand particles are entrained 

inside the cavity and recirculate with high velocity. They 

are projected against the back wall of the cavity, creating 

important erosion at this location. Then, with a 

periodicity which is visible in the sand loading plot in 

Figure 12, the vortex collapses and all sand particles are 

released in the flow. This behaviour is unique to the 

shallow blind tee: inside the full blind tee, the flow of 

sand particles into and out of the cavity is almost steady 

and velocities are low. For the sharp elbow, the cavity is 

reduced to the upper back corner of the elbow, and this 

volume does not appear to be large enough to sustain the 
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same flow mechanism as observed for the shallow blind 

tee.  

 

 

Figure 13: Particle tracks coloured by velocity magnitude (left) 

and residence time (right), liquid production case, for the three 

geometries investigated 

 

Figure 14: Flow velocity vectors coloured by velocity 

magnitude (left) and vorticity contours (right), liquid 

production case, for the three geometries investigated. 

 

Erosion results 

Contours of the erosion mass flux at simulation end are 

displayed in Figure 15. For each geometry and each 

production case, the maximum erosion rate obtained over 

the whole geometry is listed in Table 3 and compared to 

the screening result from the application of DNVGL-RP-

O501 (2015). The “blind tee” empirical model has been 

used for the full blind tee geometry, and the “bend” 

model with a radius of 0.5 ID has been used for the 

shallow blind tee and sharp elbow geometries. A 

Geometry Factor of 1 has been considered for the 

screening calculations, since the upstream flow path only 

consists of a straight, vertical section.  

 

 

Figure 15: Contours of erosion mass flux at simulation end and 

erosion rates at hot-spots for the three geometries investigated. 

Left: gas production case, right: liquid production case. 

Different scaling is used for the two production cases.  

Table 3: Comparison of CFD results to screening results  

Geometry 

DNVGL-

RP-O501 

model 

(GF = 1) 

Prod. 

case 

Screening 

result 

(mm/year) 

CFD 

result 

(mm/year) 

Geometry 

Factor 

(CFD / 

screening) 

Full blind 

tee 
Blind tee 

Gas 0.028 0.035 1.2 

Liquid 0.004 0.010 2.5 

Shallow 

blind tee 

0.5 ID 

radius 

bend 

Gas 0.154 1.947 12.6 

Liquid 0.024 1.536 64.0 

Sharp 

elbow 

0.5 ID 

radius 

bend 

Gas 0.154 0.121 0.8 

Liquid 0.024 0.031 1.3 

 

A massive increase in the erosion rate is observed for the 

shallow blind tee, both for the gas and liquid production 

cases. The maximum erosion rate is increased by one 

order of magnitude when comparing results between the 

full and shallow blind tees. The most severe erosion is 

reported at the cavity back wall, and is  caused by the 

presence of the unstable vortex cell described earlier. 

When reducing the cavity depth down to zero (sharp 

elbow), erosion rates drop back to expected values for a 

sharp flow-turning element. 

The comparison of the CFD and screening results shows 

that the full blind tee and sharp elbow may be described 

using the “blind tee” and “0.5 ID bend radius” models. 

Proportionality factors between the CFD and screening 

results are comprised between 0.8 and 2.5. However, 

factors of 12.6 and 64.0 are obtained from the CFD 

results for the shallow blind tee, indicating that the 

erosion performance of such geometries may be much 

worse than either a “blind tee” or a “sharp elbow".  
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Limitations and uncertainty 

The erosion results obtained inside the blind tee with 

shallow cavity are caused by a large-scale instability in 

the flow. The representation of this flow structure in CFD 

is subject to large uncertainties due to limitations of the 

turbulence modeling, insufficient discretization of near-

wall regions and other numerical effects. It is therefore 

recommended to perform further sensitivities to confirm 

this result, particularly related to the mesh density and 

turbulence model employed. 

Another important source of uncertainty is the 

assumption of single phase flow which has been taken to 

represent the flow. Virtually all production streams 

contain both a liquid and gas phase at subsea conditions. 

Multiphase flow effects on erosion CFD simulations 

have been briefly discussed in Leong (2016) and may be 

significant in the present case: in a gas production case, 

liquid will most likely accumulate inside the tee cavity 

and may have a “cushioning” effect on erosion. The 

presence of a second fluid phase may also affect the 

unstable vortex structure which creates the present results 

for the shallow blind tee.  

CONCLUSIONS 

The geometry of blind tees inside SPS parts which are 

machined out of steel blocks may deviate from 

standardized flow-turning elements found in piping 

designs. In particular, the depth of the blind tee cavity 

may vary between zero (sharp elbow) and more than one 

time the ID. In this paper, the impact of the cavity depth 

on the erosion performance of such blind tees has been 

assessed by considering three geometries with cavity 

depth of 1 ID (“full” blind tee), 0.38 ID (“shallow” blind 

tee) and 0 ID (no cavity, i.e. sharp elbow).   

Results are compared to the DNVGL-RP-O501 (2015) 

empirical models for a standard blind tee component and 

a sharp bend  with a radius of 0.5 ID. The cavity depth of 

the blind tee empirical model is not defined explicitely in 

DNVGL-RP-O501 (2015) but is assumed to be greater 

than the flowpath ID. Two cases which are representative 

of single phase gas and liquid flow conditions with 

produced sand have been assessed.  

CFD results for both production cases indicate that 

erosion results inside the “full” blind tee and sharp elbow 

(cavity depth of 0 ID) are in line with predictions from 

the empirical models. However, erosion rates inside the 

shallow blind tee with cavity depth of 0.38 ID are found 

to be one to two orders of magnitude greater than 

empirical model predictions using a short radius bend. 

An explanation for this behaviour is proposed based on 

the transient flow dynamics observed inside the cavity, 

both for the gas and liquid production cases.   

These results should be confirmed by further numerical 

sensitivities and experimental evidence.  
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ABSTRACT
In previous works, (Ferrari et al., 2017) have shown that a one-
dimensional, hyperbolic, transient five equations two-fluid model is
able to numerically describe stratified, wavy, and slug flow in hor-
izontal and near-horizontal pipes. Slug statistical characteristics,
such as slug velocity, frequency, and length can be numerically pre-
dicted with results in good agreement with experimental data and
well-known empirical relations. In this model some approximated
and simplified assumptions are adopted to describe shear stresses at
wall and at phase interface.
In this paper, we focus on the possibility to account for the cross
sectional flow by including the shape of the velocity profiles, in-
serting shape factors into the momentum balance equations. Veloc-
ity profiles are obtained by the pre-integrated model proposed by
(Biberg, 2007) and they are computed at each time step and at each
computational cell. Once that the velocity profiles are known, the
obtained shape factors are inserted in the numerical resolution. In
this way it is possible to recover part of the information lost due to
the one-dimensional flow description.
Velocity profiles computed in stratified conditions are compared
against experimental profiles measured with PIV technique - see
(Ayati et al., 2015), showing good agreement. Finally, first results
in slug flow configuration are shown.

Keywords: Multiphase pipeline transport, Oil & Gas .

NOMENCLATURE

Greek Symbols
α Phase volume fraction, [−]
β Wetted angle, [rad]
γ Shape factor, [−]
δ Boundary layer thickness, [m]
θ Pipe inclination angle, [rad]
λλλ Eigenvalues vector, [m/s]
µ Dynamic viscosity, [kg/ms]
ρ Mass density, [kg/m3]
τ Shear stress, [Pa]

Latin Symbols
A Pipe section, [m2].
A j Pipe section occupied by phase j, [m2].
c Sound speed, [m/s].
D Pipe diameter, [m].
f Friction factor, [−].
Fi Interfacial friction term, [N/m3].
Fw Wall friction term, [N/m3].

g Gravity acceleration, [m/s2].
h Liquid height, [m].
ks Sand roughness, [m].
pi Interfacial pressure, [Pa].
rp Pressure relaxation parameter, [1/Pas].
R Eigenvector matrix, [m/s].
Re Reynolds number, [−].
S j Pipe perimeter wetted by phase j, [m].
Si Interfacial perimeter, [m].
t Time coordinate, [s].
u Phase velocity, [m/s].
ui Interfacial velocity, [m/s].
us Superficial velocity, [m/s].
v Cross-sectional velocity, [m/s].
x Space coordinate in the axial direction, [m].
y Space coordinate in the cross-sectional direction, [m].

Sub/superscripts
g Gas phase.
l Liquid phase.
j Generic phase, gas or liquid.

INTRODUCTION

Stratified and slug flow are two-phase flow regimes fre-
quently encountered in multiphase pipeline transport of oil
and gas. In the past decades, the interest in the numerical
description of these flow regimes has significantly increased,
aiming at obtaining predictions about the behaviour of the
fluids employed in petroleum transport pipelines, chemi-
cal and nuclear industries, and buoyancy driven fermenta-
tion devices. The one-dimensional averaged two-fluid model
is often employed (see (Issa and Kempf, 2003), (Renault,
2007)) and pipelines are usually simulated adopting mono-
dimensional models to keep reasonable simulation times.
Closure relations to describe shear stresses at interface and
at wall are required, and friction factors are often described
adopting models or correlations (see (Bonizzi et al., 2009));
however, wall and interfacial shear stresses are related via
the velocity distribution and, therefore, the cross-sectional
flow description is required to obtain consistent modelling.
Two-dimensional and three-dimensional models are com-
putationally expensive and require too long computational
times; to solve the issue of speed versus consistency, the
cross-sectional velocity profiles can be described by a pre-
integrated model, which leads to a consistent set of near-
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algebraic friction models suitable for one-dimensional two-
phase flow simulations.
In the present work, we aim at introducing the velocity pro-
files shape description in the mono-dimensional, transient,
five-equation two-fluid model by (Ferrari et al., 2017): they
assumed that the profiles coefficients were unitary (γl = γg =
1), representing a completely flat profile. The profiles coeffi-
cients are correction factors adopted to describe the curvature
of the velocity profile, since the latter is not constant over the
entire cross section and, for turbulent flows, the profile coeffi-
cient is slightly above one. To account for the cross-sectional
velocity, we need to modify the five-equation system eigen-
structure, inserting the γ factors in the modelisation; then,
we adopted the pre-integrated model developed by (Biberg,
2007), to describe the shear stresses at interface and at wall
consistently with the modelling of the velocity profiles.
In this paper, the comparison of the computed velocity pro-
files against the experimental ones measured by (Ayati et al.,
2015) will be reported, showing a fairly good agreement;
then, first results in slug flow will be presented, showing how
to describe numerically the velocity profiles during the tran-
sition from two-phase to single phase flow.

MODEL DESCRIPTION

In this work, we adopted the mono-dimensional, hyperbolic,
transient, five-equation, two-fluid model proposed by (Fer-
rari et al., 2017), which is able to compute well flow regimes
transitions and slug flow characteristics. The first modifi-
cation performed on the model consists in adding the shape
factors γg and γl , both for gas and liquid phase, in the mo-
mentum balance equations, Eqs. (4) - (5)

∂αg

∂t
+ui

∂αg

∂x
= rp(pig− pil) (1)

∂(αgρg)

∂t
+

∂(αgρgug)

∂x
= 0 (2)

∂(αlρl)

∂t
+

∂(αlρlul)

∂x
= 0 (3)

∂(αgρgug)

∂t
+

∂(γgαgρgu2
g)

∂x
+αg

∂pig

∂x
+ρgαgg

∂h
∂x

cos(θ) =

−ρgαggsin(θ)−Fwg−Fi (4)

∂(αlρlul)

∂t
+

∂(γlαlρlu2
l )

∂x
+αl

∂pil

∂x
+ρlαlg

∂h
∂x

cos(θ) =

−ρlαlgsin(θ)−Fwl +Fi. (5)

The introduction of the shape factors in the model equations
modifies the eigenstructure of the system; since the numer-
ical resolution of the model is based on the Roe linearisa-
tion, the knowledge of the system eigenstructure is required.
Thus, as first step of this work, the modified eigenvalue and
eigenvectors were computed; we remark that, if the shape
factors in the modified eigenstructure are set to one (as sup-
posed in the previous work by (Ferrari et al., 2017)), the
original version of the eigenstructure is recovered (the com-
parison of the old eigenvalues against the new ones includ-
ing shape factors is reported in Appendix A). The numeri-
cal resolution is largely based on the one proposed by (Fer-
rari et al., 2017), which adopts the finite volume method and
an explicit first order time discretisation. The source term
on the right-hand side of the advection equation –Eq. (1) –
is taken into account by a pressure relaxation process, de-
scribed by (Munkejord, 2005), which requires the solution
of a second degree polynomial equation: in the hyperbolic
step, the gas volume fraction αg is modified to restore pres-
sure equality at the interface. Some modifications were ap-
plied in the computation of the shear stresses at wall and at

interface and the pre-integrated model proposed by (Biberg,
2007) was adopted to compute the cross-sectional velocity
profiles, which are required to obtain the shape factors (see
(Picchi et al., 2014))

γ j =
1

A jv2
j

∫
v2

j(y)dA. (6)

The velocity distribution v j in the y direction is computed as
proposed by (Biberg, 2007)

v j = sgn(τw j)
u∗

κ
∆ j +C j, (7)

where ∆ j and C j, reported in Appendix B, are function of Y ,
the adimensional position along the pipe cross section, of R j,
the ratio between the shear stress at interface and at wall,

Y =
y
h
, R j =

τi

τw j
(8)

and of K j, a parameter accounting for the interface shape,
which reads, respectively for gas and liquid phase,

Kg =
8νg

|ug−ul |
, Kl = 1 (9)

in case of smooth interface, and

Kg =
0.065ρg

ρl−ρg

ug−ul

ghgcosθ
, Kl = 10

√
ρg

ρl

∣∣∣∣ ug−ul

ul

∣∣∣∣ (10)

in case of wavy interface.

Figure 1: Schematic diagram of geometry.

The parameters R j and K j are introduced also in the compu-
tation of the shear stresses at wall and at interface through
the corrected hydraulic diameter proposed by (Biberg, 2007)

De j =
4A j

Sw j

(
Sw j

Sw j +Si

)F(R j ,K j)

, (11)

where the wetted perimeter Swl and Swg and the interface
perimeter Si are shown in Figure 1. The corrected hydraulic
diameter is employed to compute the Reynolds number

Re j = |u j|
ρ j

µ j
De j, (12)

which is then used to obtain the friction factor f j by the
Colebrook-White interpolation

1√
f j

=−2log10

(
2.51

Re j
√

f j
+

ks

3.7D

)
(13)
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in the case of turbulent flow and

f j =
64
Re j

(14)

in the case of laminar flow. In this work, both smooth and
rough flow can be described thanks to the sand roughness ks.
The gas shear stress at wall is computed as

τwg =
fg

4
ρg|ug|ug

2
; (15)

the value of τi and τwl are computed by knowing τwg, Rg and
Rl .
The value of Rg is computed in every computational cell and
at every time step by a root search algorithm, imposing the
equality of gas and liquid velocity at the interface, while
computing the shear stresses. Once that Rg is known, it is
possible to obtain the velocity profile in the cross-sectional
direction and, by integration, the shape factors value, which
will be inserted in the Roe matrix in the subsequent time
step.

RESULTS

Stratified flow

In this Section, the computed cross-sectional velocity pro-
files in stratified flow conditions will be validated against
the experimental measurements performed by (Ayati et al.,
2015): the geometry adopted in the experiments consists in
a horizontal 31 m long PVC pipe, with an internal diameter
D = 0.1 m; the fluids used in the test cases are water and
air at 22 ◦C, whose density are, respectively, 997 kg/m3 and
1.2 kg/m3.
Concerning the numerical simulations, the space discretisa-
tion consists in 620 cells, leading to a ∆x = D/2; the time
step is ∆t = 10−5 s, with a corresponding CFL

CFL =
∆t
∆x
|λmax| ≈ 0.2, (16)

since the maximum eigenvalue is approximately 103 m/s (for
further information on the eigenvalues, see Appendix A).
We perform four comparisons, with four different couples
of superficial velocities, which are reported in Table 1: two
of the chosen configurations are characterized by a smooth
sub-regime and two by a 2D waves sub-regime, as stated by
(Ayati et al., 2015). In the case of smooth sub-regime (and
therefore smooth interface), in our numerical simulations we
adopted the relation for K f in Equation (9), while in case
of 2D waves, we employed Equation (10). The PVC pipe
roughness, required in Equation (13), was set to the represen-
tative value 5 ·10−3mm, since the actual value is not reported
by (Ayati et al., 2015).
(Ayati et al., 2015) perform the PIV measurements in a ver-
tical plane located at 260D downstream from inlet and, thus,
our numerical results are extracted at the same position along
the pipe.
Figures 2 and 3 compare the experimental results with the
numerical ones: we can observe that the shapes of the com-
puted velocity profiles are in good agreement with the exper-
imental one (the experimental profiles present some disconti-
nuities because of strong background reflections or restricted
optical access in proximity of the interface, as explained by
(Ayati et al., 2015)). In the case of smooth regime, there is a
small discrepancy in the velocity magnitude: this can be due
to the fact that the numerical code forecasts an equilibrium
liquid volume fraction slightly higher than the one observed

in the experiments: therefore, the flow section for the gas
phase is smaller and the velocity at the nose of the profile
is higher, while the opposite happens for the liquid phase,
whose velocity magnitude of the flat profile is slightly lower
than the observed one.
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Figure 2: Comparison of the experimental and the numerical pro-
files. Smooth sub-regime.

In Table 1 the computed shape factor for gas and liquid phase
are reported.

Table 1: Superficial liquid and gas velocities adopted in the numer-
ical simulations.

uls [m/s] ugs [m/s] Sub-regime γl γg
0.08 1.09 Smooth 1.10 1.03
0.08 1.27 Smooth 1.09 1.04
0.10 2.03 2D waves 1.09 1.04
0.10 2.29 2D waves 1.10 1.04

Slug flow

First results in slug flow configuration will be now discussed.
For the numerical simulations in slug conditions, the adopted
geometry consists in a 36 m long pipe, with and internal di-
ameter D = 0.078 m (see (Issa and Kempf, 2003)); in this
case we adopt ∆x = 0.577D and ∆t = 10−5 s. The liquid and
gas superficial velocities are, respectively, uls = 1.5m/s and
ugs = 2.0m/s; the simulated fluids are again water and air.
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(Ferrari et al., 2017) developed a criterion to simulate the
transition from two-phase to single phase flow, which takes
place as a slug emerges and grows: this method consists in
setting to zero the gas velocity when the gas volume fraction
drops under a certain threshold; the threshold value is in the
range 3÷ 8 · 10−3. A special treatment for the shape factors
and velocity profile inside the slug body was added to the ex-
isting transition criterion: this method prescribes that, when
a slug forms, the shape factor of the gas phase is no longer
computed, since it is no more required in the calculation con-
cerning the gas momentum balance equation. Regarding the
liquid phase, we prescribe that the velocity profile inside the
slug body follow the relation proposed by (Biberg, 2007) in
the case of Poiseuille-type flow: although this kind of flow is
normally laminar, thanks to the turbulent viscosity employed
in the computations, we obtain a turbulent shaped profile.
(Dukler et al., 1985) adopted the one-seventh power law to
describe the velocity profile in the slug body

vl = v0

(
y
δ

)1/7

. (17)

and, later, (Gopal and Jepson, 1997) supported their assump-
tions by experimental observations. In Figure 4 the computed
profile in a slug body is compared against the one-seventh
power law profile, which was calculated with δ = D/2 and
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Figure 3: Comparison of the experimental and the numerical pro-
files. 2D waves sub-regime.

v0 = uls + ugs = 3.5 m/s: this choice is justified by the fact
that the centerline velocity v0 is very close to the slug veloc-
ity, which is obtained by summing the gas and liquid super-
ficial velocities, as reported by (Jepson, 1989). The shape
factor in the slug body is in the range 1.02÷1.04.
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Figure 4: Comparison of the one-seventh power law profile against
the computed one.

Finally, Figure 5 reports the qualitative behaviour of the ve-
locity profiles before (top) and after (bottom) slug formation.
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Figure 5: Example of computed velocity profiles before (top) and
after (bottom) slug formation.
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CONCLUSION

In this work, a transient, five-equation two-fluid model ac-
counting for cross-sectional velocity distribution has been
presented. Starting from the existing numerical code by
(Ferrari et al., 2017), the model has been modified to ac-
count for the velocity profiles shape by the γ factor in the
momentum balance equations; the inclusion of these cor-
rection coefficients modifies the five-equation system eigen-
structure, which explicit form has been computed including
γ factors. The pre-integrated model proposed by (Biberg,
2007) has been embodied in the numerical code, to compute
shear stresses at wall and at interface and to obtain a consis-
tent description of the cross-sectional velocity distribution.
Numerical results both in stratified and in slug flow
regime have been presented. The computed velocity pro-
files in smooth and wavy stratified regime were compared
against experimental measurements, showing good agree-
ment. Moreover, a method to compute the velocity profile
during the transition from two-phase to single phase flow
(which occurs during slug formation) has been developed;
the computed velocity distribution in the liquid phase follows
quite accurately the one-seventh power law profile, which
has been experimentally observed to occur in the slug body.
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APPENDIX A: COMPARISON OF THE EIGEN-
STRUCTURE WITH AND WITHOUT THE INCLUSION
OF THE SHAPE FACTORS IN THE MODEL

We report here the eigenvalues and the eigenvectors of the
five-equation system with and without the shape factor in-
clusion in the model, to show how deeply the description
of the velocity profiles affects the eigenstructure of the five-
equation system.
First, the eigenvalues employed by (Ferrari et al., 2017) are

λλλ =


ui

ug− cg
ug + cg
ul− cl
ul + cl

 , (18)

while the ones adopted in the present work are

λλλ =



ui
ug
2 (1+ γg)−

√
4c2

g+[ug(γg−1)]2

2
ug
2 (1+ γg)+

√
4c2

g+[ug(γg−1)]2

2

ul
2 (1+ γl)−

√
4c2

l +[ul(γl−1)]2

2

ul
2 (1+ γl)+

√
4c2

l +[ul(γl−1)]2

2


, (19)

where cg = 316.22 m/s and cl = 1000 m/s are the speed of
sound respectively for gas and liquid phase.
The eigenvectors without the shape factors are

R=



1 0 0 0 0

− c2
gρg+αgρgζ

[(ug−ui)2−c2
g]

1 1 0 0

− c2
gρg+αgρgζ

[(ug−ui)2−c2
g]

ui ug− cg ug + cg 0 0
c2

l ρl−αlρlζ

[(ul−ui)2−c2
l ]

0 0 1 1
c2

l ρl−αlρlζ

[(ul−ui)2−c2
l ]

ui 0 0 ul− cl ul + cl


,

(20)
where ζ =−πDgcosθ

4sin(β) ; the eigenvectors including γ factors are

R =


1 0 0 0 0

r21 1 1 0 0

r31
γgu2

g−c2
g

λ3

γgu2
g−c2

g
λ2

0 0
r41 0 0 1 1

r51 0 0 γlu2
l −c2

l
λ5

γlu2
l −c2

l
λ4

 , (21)

with

r21 =−
c2

gρg +αgρgζ

[γgu2
g−ugui(1+ γg)+u2

i − c2
g]
,

r31 =−
c2

gρg +αgρgζ

[γgu2
g−ugui(1+ γg)+u2

i − c2
g]

ui,

r41 =
c2

l ρl−αlρlζ

[γlu2
l −ului(1+ γl)+u2

i − c2
l ]
,

r51 =
c2

l ρl−αlρlζ

[γlu2
l −ului(1+ γl)+u2

i − c2
l ]

ui.

(22)
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It is possible to observe that, when in Equations (19) and
(21) γg and γl are unitary, the expressions without the shape
factor of Equations (18) and (20) are recovered. Therefore,
the eigenstructure of the model including shape factors can
be seen as an extension of the one by (Ferrari et al., 2017).

APPENDIX B: FURTHER EQUATIONS ADOPTED IN
THE MODEL

In this Appendix, we report the equations developed by
(Biberg, 2007) and adopted in the presented model.
∆ j and C j, adopted in Eq. (7), are (the subscript j has been
removed for clarity)

∆ = ln(1−Y )+
(K3 +R3) ln(Y +K(1−Y ))

|R|5/2−K3

+
(R+

√
|R|) 3
√
|R|ln(Y + |R|5/6(1−Y ))

3(K−|R|5/6)

− (R+
√
|R|)(K +2|R|5/6)|R|5/6 3

√
|R|

· lnY 2− (1−Y )(Y − (1−Y )|R|5/6)

6(K2 + |R|5/6K + |R|5/3)

+
K(R+

√
|R|) 3
√
|R|√

3(K2 + |R|5/6K + |R|5/3)

· tan−1

(
2(Y −1)|R|5/3 +(2Y −1)|R|5/6 +2Y√

3|R|5/6

)
(23)

and
C =C1 + sgn(τw)

u∗

κ
ψ, (24)

where

C1 = sgn(τw)
u∗

κ

(
ln
( h

ks

)
+Aκ

)
, (25)

and

ψ =−
K(R+

√
|R|) 3
√
|R|√

3(K2 + |R|5/6K + |R|5/3)
tan−1

(
1+2/|R|5/6
√

3

)
.

(26)
The exponent F(R j,K j) reported in Eq. (11) is (the subscript
j has been removed for clarity)

F(R,K) =
Λ+ψ

ΛP , (27)

where

Λ =
5(R+

√
|R|)(|R|5/2 +K2 +K)R2 ln(|R|)

6(K3−|R|5/2)(|R|5/2−1)

− K(K3 +R3) ln(K)

(K−1)(K3−|R|5/2)

+
(R+

√
|R|) 3
√
|R|√

3(|R|5/3 + |R|5/6 +1)(K2 +K|R|5/6 + |R|5/3)

·

(
(K−|R|5/3) tan−1

(
1+2/|R|5/6
√

3

)

− (K +(K +1)|R|5/6)|R|5/6 tan−1

(
2|R|5/6 +1√

3

))
, (28)

and
Λ

P =− 2
27

(2
√

3+9). (29)
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ABSTRACT 

The liquid slug formation in a hilly-terrain pipeline is 
simulated using the Volume of Fluid model and RNG k-ε 
turbulence model. The numerical model is validated by the 
experimental data of the horizontal slug flow. The influence of 
pipe diameter on liquid slug formation is discussed in detail. 
The results show that the pipe is blocked by the liquid slug at 
the moment of slug formed. The pipe pressure suddenly 
increases, and then decreases gradually in the process of liquid 
slug formation and motion. The pipe diameter has little effect 
on liquid slug formation, while the pipe pressure drop and 
liquid holdup change small. 

Keywords: gas-liquid two-phase flow, CFD, natural gas, 
pipe flow.  
 

NOMENCLATURE 

A complete list of symbols used, with dimensions, is 
required. 
 
Greek Symbols 
α        Volume fraction, [-].          
αk   Constant, [-].          
αε      Constant, [-]. 
β       Constant, [-]. 
       Turbulent dissipation rate, [-].          
δij      Kronecker delta, [-].             
μ       Dynamic viscosity, [m2s-1].        
μt       Turbulent viscosity, [m2s-1]. 
η0   Constant, [-]. 
       Density, [kgm-3]. 
θ   Inclination angle of pipe, [°]. 
θ1   Inclination angle of descending pipe, [°]. 
θ2  Inclination angle of ascending pipe, [°].    
 
Latin Symbols 
C1      Constant, [-]. 
C*

1    Constant, [-]. 
C2     Constant, [-]. 
Cμ      Constant, [-]. 
D       Pipe diameter, [mm]. 
Eij      Mean strain rate, [-].       

F      External body force, [N].             
Fvol     Surface force, [N].             
Gk      Generation of turbulence kinetic energy, [-].   
g        Acceleration of gravity, [m/s2]. 
h        Level of stagnant liquid, [mm]. 
k       Turbulent kinetic energy, [m2s-2]. 
L       Pipeline length [m]. 

pqm  Mass transfer from phase p to phase q, [kgs-1]. 

qpm  Mass transfer from phase q to phase p, [kgs-1]. 
 p      Pressure, [Pa]. 
Q      Volume of pipe, [m3s-1]. 
QL    Volume of stagnant liquid, [m3s-1]. 
Saq      Source term, [-]. 
t         Time, [s]. 
u        Velocity, [ms-1]. 
VG     Inlet gas velocity [ms-1]. 
VSL     Superficial liquid velocity [ms-1]. 
VSG     Superficial gas velocity [ms-1]. 
 
Sub/superscripts 
G  Gas. 
L     Liquid. 
i  Index i. 
j  Index j. 

 

INTRODUCTION 

Natural gas field usually locates in hilly or basin region, 
and then the hilly-terrain pipelines are used inevitably. 
The water in wet gas can assemble in the low-lying 
pipes, and becomes stagnant liquid in the process of 
transporting wet gas. It leads to the formation of the 
liquid slug or the slug flow which can cause the shapely 
pressure and liquid holdup fluctuation in the pipeline. 
Therefore, it is important to study and predict the slug 
flow in the hilly-terrain pipelines. 
 
For the slug flow, the study mainly focuses on the 
horizontal pipe, vertical pipe and hilly-terrain pipes. For 
the horizontal pipelines, a prediction method based on 
one-dimensional two-fluid model was presented for 
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predicting hydrodynamic slug initiation and growth by 
Issa and Kempf (2003). Al-Safran et al. (2015) 
proposed a new empirical relationship for predicting 
slug liquid holdup in high viscosity liquids. For the 
studies of a slug in the vertical pipelines, Taha and Cui 
(2006) used the Volume of Fluid (VOF) model to 
simulate the motion of a single Taylor bubble in the 
vertical tubes and obtained the shape and flow 
parameters of the slug. Abdulkadir et al. (2015) 
conducted the experimental and numerical studies in the 
vertical pipes with 6 m long and 0.067 m internal 
diameter. Henau and Raithby (1995) investigated the 
slug behavior in two-phase pipes which contained 
several uphill and downhill sections. Ersoy et al. (2011) 
investigated gas-oil-water three-phase slug flow in 
hilly-terrain pipelines. 
 
The gas-liquid slug flow attracts attention all the time. 
However, the formation and motion of a single liquid 
slug still needs to be further studied in hilly-terrain 
pipelines, in particular the existence of the stagnant 
liquids. In this paper, the numerical study is carried out 
to understand the formation process of a single liquid 
slug in hilly-terrain pipelines. The influence of pipe 
diameter on liquid slug formation is analysed in detail. 
 

MODEL DESCRIPTION 

The slug flow is a sort of complex gas-liquid flow 
which has a distinct phase interface. The interface 
catching is a key step for the simulation of the liquid 
slug. The Volume of Fluid (VOF) model is a kind of 
surface-tracking technology based on fixed Eulerian 
mesh and it can be used for modelling two or more 
immiscible fluids. Therefore, the VOF model is 
employed here to track the gas-liquid phase interface in 
hilly-terrain pipelines. In addition, the turbulence model 
is necessary due to the flow is turbulent in our 
simulation.  

Governing Equation 

Continuity equation 

( ) 0i
i

u
t x



 

 
 

                                            (1) 

 
Momentum equation 
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T

u uu
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where ρ is the density, u is the velocity, p is the static 
pressure, μ is the dynamic viscosity, g is the 
gravitational acceleration and F is external body force. 
 
Volume fraction equation 
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where pqm  is the mass transfer from phase q  to phase 
p and qpm  is the mass transfer from phase p to phase q, 

q is the volume fraction of phase q, 
q

S  is the source 
term. 
 

Continuum Surface Force Model 

The effect of surface force along the interface is 
included in the VOF model. The continuum surface 
force (CSF) model proposed by Brackbill et al (1992) is 
used in this paper. It is implemented as a source term in 
the momentum equation. The surface force volF  is 
expressed as follows:  

 
1
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i i
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i j

F
 



 






                        (4) 
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2 2 2 1(1 )                               (5) 

 n̂                                (6) 

             ˆ nn
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             qn                                (8) 
 

Turbulence Model 

The RNG k-ε turbulence model has an additional term 
in its ε equation that significantly improves the accuracy 
for rapidly strained flows. It also provides an option to 
account for the effects of swirl or rotation by modifying 
the turbulent viscosity appropriately. Therefore, the 
RNG k-ε turbulence model is employed here because 
the flow turns at the elbow of the pipe which connects 
the uphill section and downhill section in hilly-terrain 
pipelines. The turbulence kinetic energy, k, and its rate 
of dissipation, ε, are as follows: 
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where 
eff t                                     (11) 

2

t
kC 


                                  (12) 

* 0
1 1 3

(1 / )
1

C C 

  




 


                         (13) 

1/2(2 )ij ij
kE E


                             (14) 

1
2

ji
ij

j i

uu
E

x x
 

  
   

                          (15) 

where Cμ=0.0845, αk=αε=1.39, C1ε=1.42, C2ε=1.68, 
η0=4.377, β=0.012. 
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GEOMETRY AND MESH 

The sketch of hilly-terrain pipeline is shown in Figure 1. 
This pipeline contains a descending pipe and an 
ascending pipe, respectively. The inclination angles of 
two pipes are θ1 and θ2. The stagnant liquid is water and 
the gas phase is methane. Two pressure monitoring 
points (P1 and P2) are set at the center of the pipe cross 
section which locates in x = -15 D and x = 15 D. The 
pipe pressure drop is the value of 1 2P P  in this 
paper.  

 
The computational domain should be meshed after the 
geometric model is established. The commercial 
software ANSYS ICEM CFD is selected as the meshing 
tool. The hexahedral mesh and O-block technology are 
selected as the grid partition strategy for improving the 
quality of grid. The grid system is shown in Figure 2. 
Around 300 000 cells are performed for our simulations 
after the grid independence test. 

 
Figure 1 Sketch of the hilly-terrain pipeline 

 

 
Figure 2 Mesh generation 

 

RESULTS AND DISCUSSION 

Model Validation 

In this paper the experimental data obtained by 
Heywood and Richardson (1979) are employed to 
validate our numerical method. The experiments were 
carried out in an air-water flow loop system, which 
included a horizontal pipeline of 42 mm inner diameter. 
The γ-ray absorption method was used to measure the 
slug liquid holdup (liquid volume fraction). Six 
experimental data in the same superficial liquid velocity 
(0.978 m/s) were selected for the model validation in 
different superficial gas velocities. The results of the 
comparison between the experimental and numerical 
data are shown in Figure 3. It presents that the 
maximum relative error is 5.9% in superficial gas 
velocity of 4.145 m/s. Therefore, the numerical results 
are in good agreement with the experimental data. 
 

Liquid Slug Formation Process 

Figure 4 shows the formation process of a liquid slug in 
the 150 mm diameter pipe with the inclination angle of 
θ2 = θ2 = 5°. The inlet gas velocity is 6.5 m/s, and the 
ratio of the stagnant liquid height, h, to the pipe 
diameter is 0.75 (h/D=0.75). The phase fraction 
distribution with different moment (t) is described in the 
contours. The blue region represents the gas phase, 
while the red one represents the liquid phase. The axis, 

x is the position coordinates of pipe along the flow 
direction.  
 

 
Figure 3 Comparison between exprimental and 

numerical results in a horizontal pipe 
 

The flow area decreases due to the stagnant liquid 
accumulated at the bottom of hilly-terrain pipes, which 
cause the increase of the gas velocity. This flow 
structure further induces the decline of the pressure 
above the liquid level. Then suction force generates in 
the vertical upward, which destroys the stability of gas-
liquid interface.  For this reason, a wave crest forms. 
When the liquid level uplifts to the top of the pipe and 
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blocks the entire pipe cross section, the liquid slug flow 
finally appears (t=0.005 s -0.100 s in Figure 4). The 
liquid slug then goes into the next process of moving 

forward under the pressure difference between the 
upstream and downstream of the slug flow (t=0.105-
0.120 s in Figure 4).  

Figure 4 Formation process of a liquid slug
 

Pipe Diameter Effect 

In this section, the influence of the pipe diameter on the 
formation of a liquid slug is discussed in detail. The 
pipe diameters are 90 mm, 120 mm, 150 mm, 180 mm 
and 210 mm, respectively. The length of the ascending 
and descending pipes is 50 D, while the inclination 
angle is set to be 5°. The numerical simulation is 
implemented in the identical condition which the inlet 
gas velocity is 6.5 m/s with h/D=0.75.  
 

 
Figure 5 Influence of pipe diameter on pressure drop at 

the moment of slug formed 
 
The pressure drops in different pipe diameter at the 
moment of slug formed are shown in Figure 5. The 
pressure drop increases along with the pipe diameter. 

The pressure drop ranges from 40,000 Pa to 82,000 Pa. 
The rate of increasing pressure drop is about 30% with 
the pipe diameter from 90 mm to 210 mm. Figure 6 
describes the slug liquid holdup in different pipe 
diameters. We can see that the liquid holdup increases 
slowly in the pipe diameters from 90 mm to 180 mm, 
while it declines slightly in the 210 mm diameter pipe. 
However, the value of slug liquid holdup distributes 
approximately 0.5 in the entire pipe diameters.  
 

 
Figure 6 Influence of pipe diameter on liquid holdup at 

the moment of slug formed 
 

CONCLUSIONS 

The VOF and RNG k-ε turbulence models show the 
reasonable results in simulating the formation process 
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of a liquid slug. The distinct gas-liquid two-phase 
distribution and the formation process of a liquid slug 
are obtained by numerical simulation. The pipe cross-
section is blocked by the liquid phase at the moment of 
a liquid slug formed. The pressure suddenly increases, 
and then declines gradually in process of liquid slug 
formation and motion. The pipe diameter has tiny effect 
on the slug formation, since the pressure drop and the 
liquid holdup change little. 
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ABSTRACT 
The ability to predict the behaviour of multiphase flows 
accurately, reliably, and efficiently addresses a major 
challenge of global economic, scientific, and societal 
importance. These flows are central to virtually every 
processing and manufacturing technology. Significant 
advances have been made in the numerical methods to 
simulate these flows; examples of these include the use of 
Large Eddy Simulations to simulate turbulence, and interface-
capturing or tracking techniques to deal with the free surface. 
These codes have made progress in simulating the interaction 
of a turbulent flow field with an interface, however, there 
remains a large gap between what is achievable 
computationally and ‘real-life’ systems. We will present the 
latest on the modelling framework that we are currently 
developing within the Multi-scale Examination of MultiPHase 
physIcs in flowS (MEMPHIS) programme that will enable the 
use of numerical simulations as a reliable design tool. The 
framework features Front-Tracking/Level-Set hybrids, an 
Immersed Boundary approach to Fluid-Structure Interaction 
and sophisticated multi-scale, multi-physics models. The code 
we call BLUE is fully parallelised and can run on various 
platforms: from laptops to supercomputers (on over 250,000 
cores). This allows the user the flexibility to choose between a 
quick ‘answer’ with a degree of uncertainty common to 
engineering applications or a high-fidelity solution, for 
targeted cases, that requires more time. BLUE also has built-
in, user-friendly meshing capabilities that allow rapid 
construction of complex geometries. We present a number of 
simulations of problems of interest to process industries and 
biomedical applications, which include the design of 
container-filling processes, two-fluid mixing with a rotating 
impeller, high-speed atomization, microfluidic droplet 
encapsulation, falling film reactors featuring non-Newtonian 
fluids, and surfactant-driven non-isothermal flows. 

Keywords: CFD, Multiphase flow, Surfactants, Chemical 
reactors, Atomization, Filling, Mixing, Microfluidics, Non-
Newtonian fluids, Fluid Structure Interaction. 
 

NOMENCLATURE 
 
Greek Symbols 
r Mass density, [kg/m3]. 
µ Dynamic viscosity, [kg/m.s]. 
k Curvature, [m-1]. 
s Surface tension, [kg/s2]. 
d Dirac delta function, [m-3]. 
a Arrhenius exponent 
�̇  Shear rate, [s-1]. 
 
Latin Symbols 
 t Time, [s]. 
 P Pressure, [Pa]. 
T Temperature, [K]. 
u  Fluid velocity, [m/s]. 
V Interface velocity, [m/s]. 
 g Gravitational acceleration, [m/s2]. 
 n Normal vector. 
 n Power-law index.  
 I Indicator function. 
F Force per unit volume, [N/m3]. 
Nc Number of computation cores.  
Tc   Elapsed computation time. 
 
Sub/superscripts 
1 Fluid phase 1. 
2 Fluid phase 2. 
ref  Reference value for parallel performance. 
a Reference value for Arrhenius temperature. 
0 Zero value for non-Newtonian viscosity. 
¥ Infinite value for non-Newtonian viscosity. 
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INTRODUCTION 
It is very common in nature as in industrial processes 
that two or more phases are present simultaneously. One 
of the most striking examples is probably the 
aerodynamic breakup atomization caused by shear 
stresses at the liquid-gas interface. This process consists 
of a liquid jet projected at high speed in a gas that 
destabilizes gradually until breaking up into a myriad of 
droplets. This mechanism, which is widely used in fuel 
injection or perfumery, for example, is only one aspect 
of a broad class of phenomena that can be gathered 
under the name of multiphase flows. General fluid-fluid 
interfaces are found in an extraordinary variety of 
situations and scales such as free-surface waves, jets, 
bubbles and drops just to name a few examples. 
 
From a numerical perspective, the typical issues faced 
in multiphase flows lead immediately to questions such 
as: What is the actual shape of the interface or what are 
the interactions between the phases? In the wide field of 
multiphase flow, analytical approaches are useful but 
extremely limited to the most trivial cases. The natural 
extension is direct numerical simulation, helped by the 
continuing growth of information technology resources. 
Such flows are generally three-dimensional and require 
advanced numerical methods for many reasons. First, 
physical parameter discontinuities at the interface 
require particular techniques and several popular 
methods could be chosen such as Volume of Fluid 
(VOF) (Hirt and Nichols, 1981), Level Set (Osher and 
Sethian, 1988), Front Tracking (Unverdi and 
Tryggvason, 1992) or their recently developed hybrid 
combinations. The history of the development and 
descriptions of such methods for multiphase flows is 
thoroughly covered in Tryggvason et al. (2011). The 
discretized systems involve different and widely ranging 
spatio-temporal scales and therefore a large number of 
degrees of freedom. It is often necessary to scan the 
parameter space to study robustness of a system. Our 
approach in the code BLUE is based on an innovative 
hybridization of the Front-Tracking and Level Set 
methods which is fully parallelized and able to run on a 
variety of computer architectures (Shin et al. 2017a). 
Below we briefly describe the techniques implemented 
in BLUE, discuss the code’s parallel performance and 
present a variety of simulation results in various 
challenging multiphase flow regimes.  
 

DESCRIPTION OF THE CODE BLUE 
In this section, we will describe the basic solution 
procedure for the Navier-Stokes equations with a brief 
explanation of the hybrid interface method implemented 
in BLUE. Details of the numerical implementation can 
be found in several articles by Shin and Juric (2002, 
2007, 2009a, 2009b), Shin (2007) and Shin et al. (2011, 
2017a). 
 
The governing equations for transport of an 
incompressible two-phase flow can be expressed by a 
single field formulation: 
 
Continuity equation 

r · u = 0         

(1) 
 
Momentum equation 
 
⇢

✓
@u

@t
+ u ·ru

◆
= �rP +r · µ

�
ru+ruT

�
+ ⇢g + F

 
 

   (2) 
 

where u is the velocity, P the pressure, g the 
gravitational acceleration and F the local surface tension 
force at the interface and is described by the 
formulation: 

F = �HrI  (2) 
  
where I is the indicator function which is zero in one 
phase and one in the other phase, resolved with a sharp 
but smooth transition across 3 to 4 grid cells and is 
essentially a numerical Heaviside function generated 
using a vector distance function computed directly from 
the tracked interface (Shin and Juric, 2009a).  This 
formulation was shown to essentially eliminate the 
spurious currents which had plagued most numerical 
techniques for surface-tension driven flows.  kH is twice 
the mean interface curvature field calculated on the 
Eulerian grid using: 
 

H =
FL ·G
�G ·G 

(4) 
  
where  

 

FL =

Z

�(t)
�fnf�f (x� xf ) ds

 
(5) 

 
and 

 
 

G =

Z

�(t)
nf�f (x� xf ) ds

 
(6) 

 
Here xf is a parameterization of the interface, G(t), and 
d(x-xf) is a Dirac distribution that is non-zero only when 
x=xf. nf is the unit normal vector to the interface and ds 
is the length of the interface element. kf is again twice 
the mean interface curvature but obtained from the 
Lagrangian interface structure. The geometric 
information, unit normal, nf, and length of the interface 
element, ds, in G are computed directly from the 
Lagrangian interface and then distributed onto an 
Eulerian grid using the discrete delta function. The 
details follow Peskin's (1977) pioneering immersed 
boundary approach. 
 
The Lagrangian interface is advected by integrating 
 

dxf

dt
= V

 
(7) 

 
with a second order Runge-Kutta method where the 
interface velocity, V, is interpolated from the Eulerian 
velocity. Material properties such as density or viscosity 
are defined in the entire domain with the aid of the 
indicator function, I(x, t ) : 
 

⇢(x, t) = ⇢1 + (⇢2 � ⇢1)I(x, t) (8) 
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µ(x, t) = µ1 + (µ2 � µ1)I(x, t) (9) 

 
where the subscripts 1 and 2 stand for the respective 
phases.  
 
The code’s solution structure consists of essentially two 
main modules: 

• A module for solution of the incompressible 
Navier-Stokes equations as well as transport of 
energy, species or surfactant when applicable.  

• A module for the interface solution including 
tracking the Lagrangian mesh of triangular 
interface elements, initialization and 
reconstruction of the interface when necessary. 

 
The parallelization of the code is based on an algebraic 
domain decomposition technique. The code is written in 
the computing language Fortran 2008 and 
communications are managed by data exchange across 
adjacent subdomains via the Message Passing Interface 
(MPI) protocol. The Navier-Stokes solver computes the 
primary variables of velocity, u, and pressure, P, on a 
fixed and uniform Eulerian mesh by means of the well-
known projection method (Chorin, 1968, Temam, 1968, 
Goda, 1979). Depending on the physical problem, 
numerical stability requirements and user preferences, 
the user has a choice of explicit or implicit time 
integration to either first or second-order. For the 
Eulerian 3D spatial discretisation we use the staggered 
mesh, MAC method pioneered by Harlow and Welch 
(1965). All spatial derivative operators are evaluated 
using standard centered differences, except in the 
nonlinear term where we use a second-order 
Essentially-Non-Oscillatory (ENO) scheme (Shu and 
Osher, 1989 and Sussman et al., 1998).  
 
We use a multigrid iterative method for solving the 
elliptic pressure Poisson equation 
 

r ·
✓
1

⇢
rP

◆
= S

 
(10) 

 
where S denotes the source term and is a function of the 
non-projected velocities, interfacial tension and any 
body or external forces. In the case of two-phase flow 
with large density ratio the now non-separable Poisson 
equation is solved for the pressure by a modified 
multigrid procedure implemented for distributed 
processors. We have developed a modified parallel 3D 
V-cycle multigrid solver based on the work of Kwak 
and Lee (2004). The solver incorporates a parallel 
multigrid procedure whose restriction and prolongation 
operators are not associated with each other, contrary to 
what is commonly used. This method has been 
successfully implemented to solve 3D elliptic equations 
where coefficients can be highly discontinuous (see 
Wesseling, 1988). The procedure can handle large 
density discontinuities. The key features of the modified 
multigrid implementation can be summarized as: (i) cell 
centered second order finite difference approximation of 
Eq. (10), (ii) Harmonic approximation of the 
discontinuous coefficient 1/r (iii) linear interpolation of 
the residual during the restriction process, (iv) cell flux 

conservation of the error on coarse grids during the 
prolongation process, (v) a parallel Red-Black SOR 
technique to relax the linear systems on fine grids and 
(vi) solution of the error using a parallel GMRES 
algorithm on the coarsest grid. Further detail is 
described in Shin et al. (2017a). 
 

Code BLUE Performance 
There are two ways to evaluate the performance of 
parallel codes. The first method is called “heavy 
scaling” parallel performance which is based on 
program execution timings with varying number of 
cores (processors) while keeping the global mesh 
resolution fixed. The second method is called “weak 
scaling” based on program execution timings with 
varying number of cores while keeping the local 
(subdomain) resolution fixed. In BLUE, we are more 
concerned with the latter for two main reasons: (i) on 
large supercomputers such as the IBM BlueGene each 
core has a small memory of 512MB, and (ii) we are 
more concerned with using the finest global mesh 
resolution while increasing the number of cores 
(subdomains) instead of increasing the local mesh 
resolution. BLUE has been successfully run on over 
250k cores on the IBM BlueGene/Q machine at IDRIS 
in Orsay, France with excellent linear scalability 
performance as shown in Fig. 2 for the case of drop 
splash on a thin film in Fig. 1 (Shin et al., 2017a). 
Fixing 32x32x32 as the resolution per core and using up 
to 8192 = 16x16x32 cores gives a global resolution of 
512x512x1024. The speedup and efficiency of BLUE 
for weak scaling is defined as: 
 

Speedup =
Nc

Ncref
E�ciency

 
(11) 

 
where Nc is the number of cores, Ncref is the reference 
number of cores (here 128) and Efficiency is defined as 
 

E�ciency =
Tcref
Tc  

(12) 

 
where Tcref is the elapsed time measured from Ncref = 
128 cores. Tc is the elapsed time measured for Nc = 
512, 1024, 2048, 4096, or 8192 cores, respectively. We 
show the speedup with number of cores in Fig. 2 (top). 
The scalability of the code is sufficient to overcome 
communication overhead as the number of cores 
increases. Up to 8192 cores, speedup is linear. With 
8192 cores, the code runs 42 times faster than with 128 
reference cores if the global mesh resolution would have 
been fixed to 512x512x1024. The efficiency, shown in 
Fig. 2 (bottom), demonstrates that the average core 
utilization is about 68% and is maintained constant up 
to 8192 cores.  For less physically demanding cases, the 
efficiency of BLUE reaches over 90%. In all cases, the 
performance timings we gather are for code run times 
over many thousands of time steps. We note that 
parallel performance is highly dependent on, among 
many other things, the physical case simulated as well 
as the machine, thus comparisons between different 
codes, cases or machines must be conducted and 
interpreted with a great deal of caution.   
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Figure 1: Water drop impact onto a thin film of water. 4096 
core parallel computation. 

 
 

 
 

 
Figure 2: (Top): BLUE speedup on IBM BlueGene/Q for 
drop splash on a free surface. Performance increase with 
number of cores. (Bottom): BLUE efficiency on IBM 
BlueGene/Q for drop splash on a free surface. Efficiency vs. 
number of cores. 
 

RESULTS 
In order to demonstrate the range of applicability of 
BLUE to many different industrially-relevant 
multiphase flow scenarios, we present a variety of 
examples of both small-scale laptop (typically 8 core) 
calculations as well as massively parallel computations 
on thousands of cores.  The very recent simulations 
presented here are presented as demonstrator, proof-of-
concept simulations which explore flexible use of the 
code toward engineering design scenarios and for which 

we intend to perform complete rigorous investigations 
and mesh refinement studies in the future.  
Nevertheless, in the past several years we have gained 
considerable confidence in the fidelity of the code when 
comparing simulation results to experimental studies 
and analytical benchmarks. During the code 
development, validation and verification process, we 
maintain a growing test suite of more than two dozen 
single- and multiphase flow benchmark solutions with 
which simulations using BLUE are compared. 
 
Fig. 1 shows a snapshot of the canonical droplet splash 
phenomenon.  Here a 9mm diameter drop of water 
falling through air impacts a 1mm thick water film at 
2.2 m/s creating an annular crown which ruptures and 
ejects small droplets at its rim. The simulation is 
performed on 16x16x16=4096 subdomains (processor 
cores).  Each subdomain is resolved by a 32x32x32 
grid.  The global resolution is thus 5123. 
 
In Fig. 3 we demonstrate the simulation of flow in a 
complex solid geometry where a fluid 500 times more 
viscous than water exits a nozzle at 30 mL/s and fills a 
6mm inner diameter mug and its hollow handle.  The 
annular nozzle and mug were quickly constructed in 
BLUE by combining simple geometric forms without 
using a body-fitted mesh but rather using Immersed 
Boundary techniques.  The simulation was conducted to 
demonstrate the capability of BLUE to deliver quick 
laptop simulations (~2 hour simulation time) of complex 
flows on a rather coarse 64x64x128 mesh, while still 
capturing the essential features of the filling process. 
 
 
 

 
 
 

Figure 3: Container filling with complex geometry.  
Simulation on 8 cores. 
 
In the simulation shown in Fig. 4 we construct a 
complex microfluidic cross-junction to the exact 
dimensions of the experimental cell geometry, again 
using the Immersed Boundary technique.  The main 
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channel branches have a width of 390 microns and a 
depth of 190 microns.  In this three-phase flow, oil 
flows into the horizontal side branches which focus the 
aqueous stream entering from the top branch.  Within 
this aqueous stream, a third oil phase is simultaneously 
introduced.  This combined stream descends into the 
focusing junction whereupon the stream pinches further 
in the downstream branch to produce a drop of oil 
encapsulated within a drop of water.  
 
In Fig. 5, a 12.5 cm deep layer of water is agitated by 
the action of an impeller spinning at 100 rotations per 
second.  The resulting vortex causes the air/water 
surface to descend toward the impeller blades. Here we 
compute on a 64x64x128 mesh using 16 cores.  Higher 
resolution would be necessary to capture the details of 
further entrainment of the free surface and formation of 
small bubbles. 
 
The simulation in Fig. 6 is inspired by the experimental 
studies of jet atomization by Marmottant and 
Villermaux (2004) using an annular injector of 7.8 mm 
inner diameter and an annular gap of 1.7 mm. Our 
simulation results were generated on a 256x256x1024 
mesh using 2048 cores.  For this case, a liquid jet flows 
out of the centre of the nozzle at 0.5 m/s while the gas 
flows from the annulus at a much higher speed of 15 
m/s inducing wave formation on the liquid jet surface 
with subsequent ligament formation and breakup into 
droplets.  The results are qualitatively very similar to the 
experiment and a further quantitative comparison of the 
spray characteristics is being undertaken. 
   

 
 

Figure 4: Microfluidic encapsulation.  An example of a three-
phase simulation. 

 

 
Figure 5: Rotating impeller with free surface deformation. 
 

 

 

 
Figure 6: Jet atomization simulation on 2048 cores. 
 
 
An annular falling film is studied in Fig. 7.  Here an 
initially 4 mm thick liquid film falls downward inside of 
a 32.4 mm diameter solid tube together with a co-
current flow of air in the core of the tube.  The liquid is 
a non-Newtonian, shear-thinning fluid obeying a non-
isothermal Carreau law with viscosity defined as: 
 

 

(13) 
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where �̇  is the shear rate, n is the power-law index, l is 
the time constant and µ0 and µ¥ are, respectively, the 
zero- and infinite-shear viscosities. H(T) is the 
Arrhenius law temperature dependence: 
 
 

H(T ) = exp


↵

✓
1

T� T0
� 1

T↵ � T0

◆�

 
(14) 

 
 
where T is the temperature of the liquid, a is the ratio of 
the activation energy to the thermodynamic constant.  
Ta __is a reference temperature for which H(T) = 1. T0 is 
the temperature shift and corresponds to the lowest 
temperature that is thermodynamically acceptable.  In 
this simulation we use n=0.1 corresponding to a shear 
thinning fluid, l=0.1 s, µ0=0.009 kg/m.s and µ¥= 10-7 
kg/m.s.  In the Arrhenius relation, we use a=0.5, T0=0 K 
and Ta=300 K.  The simulation was performed on 8 
cores with a 64x64x256 grid.  For this relatively thick 
initial liquid layer, we observe quite strong interface 
deformation leading to ligament formation and bubble 
entrainment.  In further annular falling film simulations, 
not shown here, we have studied the effect of soluble 
surfactant transport on flooding in counter-current flows 
(Shin et al., 2017b). 

 

 
 
 

Figure 7: Annular falling film. Non-Newtonian fluid inside of 
a heated solid cylinder with co-current gas core flow. 
Simulation using the code BLUE on an 8 processor laptop. 
 
 

CONCLUSION 
We present BLUE a simulation and design tool for 
multiphase flows in industrial processes.  We combine 
in BLUE recently developed innovative algorithms for 
high precision interface-tracking, novel multigrid and 
GMRES linear solvers and the immersed boundary 

approach for meshless construction of solid objects and 
fluid-structure interaction.  The code is fully parallelised 
and has been tested on a number of different 
architectures from laptops and small clusters to 
massively parallel HPC machines.  BLUE has been 
written entirely from scratch to take advantage of 
modern object-oriented programming features, compiles 
and runs using MPI and is otherwise independent of any 
external software libraries.  These advances have 
allowed simulations of industrially-relevant multiphase 
and multi-physics problems where complex interface 
dynamics, extreme density and viscosity differences, 
fluid rheology and chemistry pose great challenges.  In 
this article, we have only presented a brief outline of the 
numerical techniques in BLUE, discussed the code’s 
parallel performance and shown a small sample of 
simulation examples.  The large range of spatial scales 
present in the drop splash or jet atomization cases 
necessitate very fine grids and benefit from large scale 
parallelism.  However, many cases have been run on 
relatively coarse grids on a handful of cores in order to 
demonstrate that quick design type simulations on a 
laptop or desktop machine could be accessible while 
still retaining an excellent approximation of the main 
features in the flow process. Other capabilities of BLUE 
which we have not demonstrated here include 
surfactant-laden flows, flows with phase change in 
boiling or solidification, rotating flows subject to 
Coriolis and centrifugal forces, thermal and solutal 
Marangoni convection and input of CAD generated 
solid geometries. Continuing developments of BLUE 
will allow the ability to handle compressible flows and 
also incorporate adaptive mesh refinement. 
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ABSTRACT
The development of GPU parallelized unstructured multiphase
solver and its application in predicting turbulent swirling flow of
slurries inside cyclones is presented. Algebraic slip mixture model
(ASM) is modified with additional shear lift forces and slurry rhe-
ology is corrected with fines fraction. The modified ASM model
coupled with LES is used to predict particle classification inside
hydrocyclone. During hydrocyclone operation the residence time
of the fluid is very small and hence there is insufficient time for
the larger eddies to cascade into smaller eddies. LES can accu-
rately resolve flow structures that are few times the Kolmogorov
scale at an increased computational cost due to finer mesh require-
ment. Therefore, the solver has been parallelized using general pur-
pose graphics processing units (GPGPUs). In the current solver, the
Pressure Poisson equation has been parallelized with an algebraic
multigrid solver on GPU architecture using CUDA programming
language for unstructured grids. The single phase flow field pre-
dicted by LES shows good agreement with experimental results ob-
tained from open literature. The turbulent flow fields, the size seg-
regation and the particle efficiency curve obtained from multiphase
simulations are presented. Additionally, computational speedup
due to GPU parallelization is reported over its serial version of the
solver.

Keywords: CFD, hydrodynamics, LES, GPU, ASM .

NOMENCLATURE

A complete list of symbols used, with dimensions, is re-
quired.

NOMENCLATURE

Greek Symbols
ρm Mixture density, [kg/m3]
µc viscosity of the continuous phase, [kg/ms].
µm viscosity of the mixture, [kg/ms].
αk Volume fraction of phase.
αp Total particle volume fraction.
αpm Maximum packing fraction.
ωm j Vorticity vectors.
εi jk Kronecker delta.

Other Symbols
p Pressure, [Pa].
um Mixture velocity, [m/s].

ucp Slip velocity for phase p, [m/s].
dp diameter of the particle,[m].
Rep Reynolds number of the particle.
Cl p lift coefficient.
S f Face area vector.
Ff mass flux through face f.

Sub/superscripts
i, j Spatial coordinate index .
k Phase Index.
f Face Index .

INTRODUCTION

The use of computational fluid dynamics(CFD) for design
exploration has been prevalent for the past couple of decades.
Most of these studies have relied on RANS based approach to
model the entire range of turbulence length scales in the flow.
Though computationally efficient RANS based approach fail
to account for the dynamic interactions between the large and
small scales of motion, and has been observed to have lim-
ited predictive capabilities for decay of isotropic turbulence
even in simpler configurations(Pope, 2004). With the avail-
ability of increased computational power recently, LES and
DNS have been used extensively to model turbulence in com-
plex flow configuration. While, DNS typically resolves all
turbulence length scales down to the smallest Kolmogorov
scale. LES uses a spatial filter to separate the larger scale
motions from the smaller scales. The larger scales of mo-
tion are anisotropic and LES resolves all the scales above
the specified cutoff length. While using a sub-grid scale
model (Germano et al., 1991; Lilly, 1992) to incorporate
the effects of the small scale motions on the resolved scales.
This feature makes LES much less computationally extensive
as compared to DNS where even the universally isotropic
smaller scales(Leonard, 1975) are resolved, requiring mesh
resolution in the order of Re9/4 for DNS computations. LES
has been reported to have good turbulence predictive capa-
bilities for channel flow (Deardorff, 1970; Moin and Kim,
1982), recirculating flows (Kobayashi, 1992) as well as in
complex flow configuration such as in gas turbine combus-
tion (Moin and Apte, 2006). LES has been used to simulate
highly strained flows in complex geometries was first per-
formed by (Slack et al., 2000) and since has been used to
predict flow dynamics inside hydrocyclones(Brennan, 2006)
as well as predicting the cut size(Narasimha et al., 2006).
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The comparatively high mesh requirement for LES as com-
pared to RANS based models is the major drawback that
limits the scope of LES simulations for design exploration
at realistic industrial configurations. Using general purpose
GPU for parallelizing linear equation solvers was explored
by (Sanders and Kandrot, 2010) and further development for
method of parallelisation for unstructured and hybrid mesh
solvers was presented in (Xu et al., 2014) and for two phase
flow problems in(Reddy and Banerjee, 2015). The massive
parallel compute capability of the GPU allows conducting
high fidelity LES simulations for industrial configurations
computationally feasible.
The work presented in this study explains the development
of a high fidelity LES multiphase solver using the algebraic
slip model to study flow of poly dispersed slurry system. The
solver was parallelized by porting the pressure poisson equa-
tion solver on the GPU. The single phase LES solver is vali-
dated against LDA measurements for cyclone flows reported
in open literature. The multiphase code is tested for particle
segregation inside a hydrocyclone. The cut point predicted
by the multiphase code was found to be agreeable with the
simulation results presented in literature. Finally the speed
up obtained for parallel implementation over serial version is
reported in the final section.

MODEL DESCRIPTION

The slurries consists of mixture of poly dispersed solid parti-
cles within a continuous phase mostly water. The governing
equation for multiphase fluid flow following (Ishii 1975) no-
tations is given by
Continuity equation

∂ρm

∂t
+

∂ρmumi

∂xi
= 0 (1)

Momentum Equation

∂ρmumi

∂t
+

∂ρmumium j

∂x j
=

∂p
∂xi

+
∂

∂x j
(τµ,i j +τD,i j)+ρmgi (2)

where the density and the velocity of the mixture is given by
farve-averaged quantities explained in (Soo 1990).

ρm =
n

∑
k=1

αkρk (3)

um =
1

ρm

n

∑
k=1

αkρkuk (4)

Each dispersed phase is tracked using a scalar transport equa-
tion of the form

∂

∂t
αk +∇ · (αkum) =−∇ · (αkuMk) (5)

The viscous diffusive flux for the mixture (τµ,i j) is calculated
using model by (Ishii-Mishima 1980) as

µm = µc(1−
αp

αpm
)−2.5αpm (6)

The extra term in the Eq. 2, (τD,i j) is the diffusion flux arising
due to phase slip and is given by

τD,i j =−
n

∑
k=1

αkρkumkumk (7)

The phase diffusion velocity uMk, is represented in terms of
individual phase slip velocity as

ump = ucp−
n

∑
k=1

αkuck (8)

The individual phase slip velocity using force balance on the
particles experiencing drag was derived by (Manninen and
Taivassalo, 1996) and extended to include the effects of lift
forces by (Narasimha et al., 2007) and is given by

ucpi =
dp

2(ρk−ρm)

18 fRepµc
(gi−

∂

∂t
umi−um j

∂

∂x j
umi

+0.75
ρc

ρk−ρm
Cl pεi jkωm jupck) (9)

Where the term fRep is given by

fRep = (1+0.15Re0.687
p )α−4.65

p

Rep =
dpρc|ucp|

µm

Numerical Implementation

The solver presented is capable of handling unstructured grid
in CGNS format. Unstructured grids are preferred for indus-
trial applications as the complex equipment geometry can be
represented much easier as compared to structured grid ar-
rangement. The implementation of numerical schemes for
unstructured grids are complicated though, with increased
and random inter-dependence of grid point variables. The ge-
ometric and neighbor data information of each cell is stored
before the start of the solution. A collocated grid arrange-
ment (Date, 2005) is used wherein all the solution variables
are stored at the cell centers. Finite volume method is used
to discretize the governing equation on the grid. A first order
explicit scheme was used for the temporal term. A combi-
nation of first order and central difference scheme with the
deferred correlation approach (Khosla and Rubin, 1974) was
used to approximate the convective fluxes. Volumetric in-
terpolation was used to calculate the face center values from
the stored cell center variables. The diffusive fluxes and other
terms are approximated in a similar method as followed by
(Dalal et al., 2008). The pressure correction method (David-
son, 1996) was used for the pressure velocity decoupling.
The diffusive flux due to phase slip is implemented as a vol-
umetric source term. The starting point of the solver is to
initialize the grid points, initial and boundary conditions. In
case of a velocity inlet both the primary phase and the sec-
ondary phase velocity as well as volume fraction for each
secondary phases are specified. The solver then proceeds to
calculate the density and mixture velocities at each boundary
using eq. 3 and 4. These calculated mixture properties act
as the actual boundary values for the solution. The mass flux
for the mixture is calculated with the divergent field velocity
obtained by solving the discrete form of eq. 2 without the
pressure term. Then we solve the pressure poisson equation
using the calculated mass flux value which is of the form.

∑
f
(∇p f

n+1).S f =
ρ

∆t ∑
f

Ff
∗ (10)

Finally the mass flux is corrected by subtracting the pressure
gradient term from the initially calculated mass flux and the
divergent free velocity is obtained for the new time step. The
discrete form of the phase tracking eq. 5 is then solved and
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density and viscosity values are updated using eq. 6.Slip ve-
locity is calculated with the difference between the primary
and secondary phase velocities as initial guess. We calcu-
late the term fRep which is used to calculate the individual
slip velocity using eq. 9 iteratively as long as the final value
reaches the desired convergence criterion. The slip velocities
are used to calculate the phase diffusion velocity using eq.
8. Finally the diffusion flux due to phase slip is calculated
using eq. 7, gradient of which is stored as the source term
for the next time step. The gradient of the volume flux of the
scalar is stored to be as the source term for the scalar trans-
port equation for the next time step. The algorithm of the
solver is explained below

Initialization:
Initialize grid points, initial and boundary condition;
Calculate mixture velocity and density boundary values;
Solution:
while T<Final Time do

Calculate mass velocity (u*) and the mass flux for each
face(F*);

Solve pressure poisson equation using the mass
flux(F*);

Correct velocities (un+1) and flux(Fn+1) value using
pressure correction;

Solve the phase tracking equations;
Update density and viscosity Calculate the slip
velocities for each phase;

Calculate the source terms for the momentum and phase
tracking equation for the next time step;

end
Algorithm 1: Algorithm of the solver

GPU PARALLELIZATION

A standard V-cycle algebraic multigrid (AMG) implemen-
tation was used for solving the pressure poisson equation.
The equation is of the form Au = f with the coefficient
matrix(A) being a symmetric matrix with six dominant
diagonals. Instead of working on one mesh AMG uses a
hierarchy of mesh, which are starts from the finest mesh and
uses the coarsening algorithm suggested by (Haase et al.,
2010) to construct levels of coarser mesh. For each level
the coefficient matrix(Ac), the prolongation matrix(P) and
the restriction matrix(PT ) are populated. For a two level
multigrid system which can be extended to multilevel system
the algorithm can be summarized as

• Compute estimate u? for u in Au = f ;

• Compute the residual r = f −Au?= Ae;

• Solve for ec in the coarser system Acec =PT r;

• Correct u?← u?+Pec.

CUDA programming module was used to implement the
AMG solver on the GPU. The implementation is rather dif-
ficult for unstructured meshes as the interdependencies be-
tween the nodes are not in an ordered arrangement. The in-
terdependencies of the nodes though irregular, remains con-
stant for non deforming grids. Therefore, the neighbor ele-
ment data is stored at the start of the solution. Greedy col-
oring scheme (Hege and Stuben, 1991) was used to identify
set of independent nodes. Each independent set of nodes are

assigned a color class. The total number of color class was
referred to as maximum degree. Which for tetrahedral el-
ement meshes comes out to be six independent sets. The
nodes are updated in order of color class. Updating all the in-
dependent set of nodes simultaneously helps preventing any
unrealistic solutions due to data race condition. The nodes
are ordered in such a way that inter dependent nodes can be
co located resulting in a coalesced memory access pattern
thereby reducing the time required for the data transfer op-
erations. Gauss Seidel method is used for the smoothening
operation. In CUDA terminology, the CPU is referred to as
the host and the GPU is referred to as the device. The device
function is called a kernel and is identified by __global__
identifier. The kernel is called, and the number of threads
to be launched is specified from the host code. The num-
ber of threads to be launched is specified in terms of grids
and blocks. For the current implementation we use grid size
equal to the maximum degree and the block size is equal to
the maximum number of cells within a color class. We use
V-cycle multigrid, which is made up of a down cycle and
up cycle. Down cycle is a sequence of smoothing and re-
striction operations performed alternately starting from finest
grid till we reach coarsest grid. Up cycle is a combination
of prolongation and smoothing operations performed alter-
nately starting with the coarsest grid till we reach finest grid.
The multigrid V-cycle is repeated till the desired convergence
is reached. The algorithm for the parallelization code for the
solution of the equation of the form Ax = B is given in algo-
rithm 2.

RESULTS

The parallel solver was tested for two cases. First is the single
phase LES prediction for flow in industrial flow configura-
tion within a gas cyclone. Second being the multiphase flow
prediction of phase segregation under turbulent slurry flow
conditions. The simulation setup and results are presented in
the subsections below

Validation of LES solver

The single phase LES solver is tested for the flow config-
uration similar to the one presented in (Slack et al., 2000).
The dimensions of the geometry and the mesh used is given
in the figure 1. Air with density 1.225 kg/m3 and viscos-
ity 1.78943× 10−5kg.m−1s−1 was used to define the fluid
properties. For the cyclone volume of 0.0203 m3 around 6.5
×105 hexahedral cells were used to discretize the flow do-
main. The inlet, overflow and the underflow are the bound-
ary patches composed of quadrilateral cells. The inlet air
flow rate was maintained at 0.08 kg/m3, the residence time
at this flow rate was 0.25 s. The pressure at the overflow
was specified as gauge pressure and the velocity was spec-
ified homogeneous neumann boundary condition, whereas
the underflow was specified wall boundary condition. The
time step size was 1× 10−5 s. The mean velocity magni-
tude, axial velocity and tangential velocity profile along the
central plane is given in figure 2. Velocity magnitude pro-
file shows an increase in the magnitude as we proceed from
the walls to the central axis, while the central core is the re-
gion of lowest magnitude. Typically fluid stream upon enter-
ing the cyclone moves along the outer wall while descending
down, then accelerating due to the constriction of the area
and reaches the bottom wall where the flow reversal happens
and the stream moves towards the exit overflow.Vortex for-
mation can be observed due to low dynamic pressure in the
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Host Code:
Populate Coefficient matrix(A), Initial Guess pressure
matrix(x) and RHS matrix(b) ;

Create levels of multigrid ;
for i = 0: i < number of levels : i++ do

Calculate Ap[i], P[i] and PT [i];
Color the nodes using procedure explained by (Hege
and Stuben, 1991);

Rearrange the node for interdependent nodes to be
collocated;

Transfer data from the host to the device;
end
Device Code:
while residual ≥ convergence criterion do

for Numlevel = 1; Numlevel < MaxNumlevel;
Numlevel++ do

Calculate the residual for the finer mesh
(NumLevel−1) level using kernel
calculateResiduals() ;

Update the residual at the coarse level(NumLevel)
using kernel updateResiduals();

for ClrId = 0;ClrId < MaxDegree−1;ClrId ++
do

Smooth the error on the coarse mesh
level(NumLevel) for color class ClrId using
gaussSiedeliteration() kernel;

end
end
for Numlevel=MaxNumlevel-2; Numlevel > 0;
Numlevel – do

Update the pressure of the coarse mesh
level(Numlevel +1) updatepressure() kernel;

for ClrId = 0;ClrId < MaxDegree−1;ClrId ++
do

Smooth the error on the coarse mesh
level(Numlevel) for the color class ClrId using
gaussSiedeliteration() kernel;

end
end
for ClrId = 0; ClrId < MaxDegree-1; ClrId++ do

Smooth the error on the finest mesh level(0) using
gaussSiedeliteration() kernel;

end
Calculate the residuals for the finest mesh level(0);

end
Algorithm 2: Parallelization of standard V cycle algebraic
multigrid solver

Figure 1: Geometry specifications and unstructured mesh of the
stairmand cyclone(Slack et al., 2000)

Figure 2: Contours of Left:Mean velocity magnitude(red is 40 m/s
or higher and blue is 1 m/s or lower), Center: Mean tan-
gential velocity (red is 36 m/s or higher and blue is 1m/s
or lower) Right: Mean axial velocity (red is 20m/s or
higher and blue is -10 m/s or lower)
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Figure 3: Velocity vectors for cyclone flow at feed air flow rate of
0.0203m3 colored by velocity magnitude

Figure 4: Comparison of axial velocity with LDA measurements
from (Slack et al., 2000) at left:0.38 m from top of the
overflow and right: 0.59m from the top of the overflow

central core regions for such highly strained flows. The ax-
ial velocity profile show flow reversals near the central core
region. Where the central core has downward flow towards
the underflow while the region outside the central core has
predominantly upward flow except near the walls where the
flow is downwards towards the underflow. Similarly the tan-
gential velocity also shows an increase in magnitude as we
proceed from the walls towards the center reaching a maxi-
mum at a region where flow reversal start to take place and
the tangential component reduces to a minimum value close
to zero near the center. The comparison of the mean axial
velocity and tangential velocity along the center line with the
LDA measurements reported in (Slack et al., 2000) for two
different axial location are given in figure 4 and 5 respec-
tively. Good quantitative comparison for the two velocity
components at stations located at 0.38 m from the top and at
0.59 m from the top can be observed between the LES simu-
lated value and the experimental results.

Phase segregation in a hydrocyclone

The multiphase code is tested for a poly dispersed slurry
flow problem and study the phase segregation within the cy-
clone.As the algebraic slip mixture multiphase solver has not
been successfully tested for higher density ratio, air core free
design from (Vakamalla et al., 2017) having a rod along the
central core is chosen for the study. The geometry and the
unstructured grid containing around 5×105 hexahedral cells
is shown in figure 6.
Water with density 998.1 kg/m3 and viscosity 0.00103 kg.
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Figure 5: Comparison of tangential velocity with LDA measure-
ments from (Slack et al., 2000) at left:0.38 m from top of
the overflow and right: 0.59m from the top of the over-
flow

Figure 6: Geometry specifications and unstructured mesh prepared
for the cyclone similar to (Vakamalla et al., 2017)

Figure 7: Vector plot for the slurry flow

Figure 8: Iso surface for contour level 0.005 volume fraction for
phases left to right: phase 6 to phase 1

Figure 9: Iso surface for contour level 0.01 volume fraction for
phases left to right: phase 6 to phase 1
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Figure 10: Iso surface for contour level 0.015 volume fraction for
phases left to right: phase 6 to phase 1

Figure 11: Comparison of left: Axial velocity and right: Tangential
velocity at the mid plane along the line at the intersec-
tion of the conical and cylindrical sections

Figure 12: Particle classification curve for the air core free hydro-
cyclone design for water flow rate of 1.665 kg/m3

m−1s−1 is used as the continuous phase fluid. Varying sizes
of silica powder with density 2650 kg/m3 was used to spec-
ify the different secondary phases properties. The different
phase size and volume fraction at the inlet is given in the
table 1. Inlet flow rate of water was maintained at 1.664

Table 1: Phase size and distribution.

Phase Diameter (µ m) Feed Volume fraction

Phase 1 3.35 0.0174
Phase 2 10.25 0.0124
Phase 3 19.37 0.01158
Phase 4 28.27 0.00509
Phase 5 38 0.01329
Phase 6 68 0.00252

kg/s. Both the overflow and the underflow are specified
gauge pressure values and the velocities and phase fractions
were specified homogeneous neumann boundary conditions.
The central rod was specified with no slip wall boundary con-
dition. The secondary phase was introduced after the steady
state velocity profile for the single phase water flow is ob-
tained. The velocity magnitude profile at the mid plane for
the single phase flow and the comparison of results with the
fluent simulation performed in the study(Vakamalla et al.,
2017) is presented in the figure 11. The slurry flow pat-
terns can be visualized using the vector plots given in fig-
ure 7 along the mid plane parallel to the inlet flow direction.
Plots show the central region of positive axial velocity to-
wards the overflow while minor circulations near in the cen-
tral region. The phase segregation is studied using the iso
contour for three different concentration. The low concen-
tration contour at volume fraction value 0.005 is given in
figure 8. The contour show that the smallest size fraction
is more evenly distributed with very small regions near the
overflow having smaller concentration. The regions of low
concentration for the larger phases changes from the central
rod region to regions near the wall as the size increases. The
medium and high concentration iso contour at level 0.01 and
0.015 are given in figure 9,10 respectively . The smallest
phase medium concentration regions are still the central core
region while similar trend of segregation towards the walls
for larger sizes can be observed. The largest phase fraction
is located mainly near the walls and the underflow. The high
concentration iso contour plots show the evenly distributed
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Figure 13: Comparison of time required in seconds for 100
timesteps of simulation

smallest size fraction. The cut-point for the said design was
calculated using the particle efficiency curve given in figure
12 , which comes out to be 48.1 µm

Speed up obtained

The comparison of time required for the completion of 100
time steps of transient simulations due to the parallel GPU
implementation with the serial implementation of the code
along with the serial and parallel versions of commercial
code Fluent is given in figure 13. The single phase parallel
implementation reported speed up of around 11.3X over the
serial code implementation. Compared to the serial version
of fluent the speed up obtained is around 2.75 X. The code is
performs slower as compared to the parallel version of fluent
using 4 cores where a speed up of 1.6X is recorded for fluent
parallel implementation over the parallel code. While for the
multiphase implementation a speed up of 2.3X is obtained for
the parallel implementation of the code over the serial one.
Whereas, the speed up obtained over fluent serial implemen-
tation is 1.25X. The multiphase parallel implementation also
performs slower as compared to the parallel implementation
of fluent. Where the parallel fluent solver is reported to be 1.9
X faster than the parallel code implementation. This slower
operation of the multiphase code as compared to the single
phase solver is due to the amount of time expended on solv-
ing the phase tracking equations which is done on the CPU.
The parallelisation of the solver for the phase tracking equa-
tion and the validation of the multiphase solver is the scope
of the future work.

CONCLUSION

The development of an unstructured LES multiphase solver
was presented for simulating highly strained slurry flows.
Algebraic slip model was used to model the poly-dispersed
slurry system. Where local velocity fields cause phase segre-
gation due to varying inter phase momentum exchange due
to drag and lift based on size of the particle. The solver is
tested for single phase cyclone flows and validated against
LDA measurements provided in (Slack et al., 2000). The
multiphase implementation was tested for particle classifica-
tion with hydrocyclone geometry suggested in (Vakamalla
et al., 2017). The velocity profiles and the cut point ob-
tained from the predicted particle separation curve was sim-
ilar to the one obtained using the same design in the refer-
ence. Implementation of GPU parallelization for the com-
pute intensive LES methodology is presented and the speed
up obtained for the parallel implementation is reported. The
parallel solver makes it computationally feasible to conduct
design explorations even at industrial configuration.
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ABSTRACT
A ghost-point immersed boundary method is devised for the
compressible Navier–Stokes equations by employing high order
summation-by-parts (SBP) difference operators. The immersed
boundaries are treated as sharp interfaces by enforcing the solid wall
boundary conditions via flow variables at ghost points using bilin-
early interpolated flow variables at mirror points. The approach is
verified and validated for compressible flow past a circular cylinder
at moderate Reynolds numbers.

Keywords: High order finite difference method, Immersed
boundary method, Compressible viscous flow .

NOMENCLATURE

Greek Symbols
ρ Mass density
µ Dynamic viscosity
τ Viscous stress tensor
γ Ratio of specific heats
κ Heat conduction coefficient
φ Generic variable
G Set of body intercept points that are part of the inter-

polation stencil
Λ Parameter
σ Source term in steady state heat equation
ξ,η Transformed coordinates in computational domain

Latin Symbols
t Physical time
E Specific total energy
H Total entalpy
p Pressure
Sc Sutherland constant
T Temperature
U Vector of conservative variables
V Vandermonde matrix
x,y Cartesian coordinates in physical domain
J−1 Jacobian determinant

Sub/superscripts
GP Ghost point
IP Image point
BI Body intercept
c′ Conservative perturbation
ν′ Viscous perturbation

INTRODUCTION

Many applications in engineering, biology and medicine in-
volve low and moderate Reynolds number flow problems
with complex boundaries between fluid and structure. Sim-
ulating these problems with conventional methods requires
the process of generating high quality and body-conforming
grids which is challenging and time-consuming. Recently,
there has been a growing interest in the development of non-
boundary conforming methodologies for the solution of the
Navier–Stokes equations (Mittal and Iaccarino, 2005). In
such methods, the requirement that the grid should conform
to a solid boundary is dropped, and the effect of the im-
mersed boundary of the solid body on the flow is introduced
through the proper treatment of the solution variables near
the boundary. The basic advantage of these formulations is
the simplicity compared with conventional body-conforming
grid generation, especially in cases of complex stationary or
moving boundaries where the demand for regeneration or de-
formation of the grid is eliminated. Therefore, efficient non
boundary conforming strategies with robust Cartesian coor-
dinate solvers can directly be applied to a wide range of flow
problems.
Over the past decades a variety of non-body conforming
approaches with various degrees of accuracy and complex-
ity have been proposed. The so-called immersed-boundary
method (IBM) was introduced by (Peskin, 1972). IB meth-
ods are categorized into continuous forcing and discrete (di-
rect) forcing approaches. In the first category, a continuous
forcing term is added to the governing equations to repre-
sent the interaction between the immersed boundary and the
fluid, and a discrete Dirac–delta function is used to smooth
this singular force on the Euler grid (Peskin, 1972; Gold-
stein et al., 1993; Saiki and Biringen, 1996). Numerous
modifications and improvements have been implemented in
this category (Haeri and Shrimpton, 2012; Sotiropoulos and
Yang, 2014). The second category, including the sharp in-
terface method, mimics the presence of a surface force ex-
erted by the boundary on the fluid by adjusting the discretiza-
tion in the vicinity of the immersed boundary in order to di-
rectly take into account the boundary conditions at the IB (Ye
et al., 1999; Fadlun et al., 2000; Mohd-Yusof, 1997; Balaras,
2004). The ghost cell immersed boundary (GCIB) method as
sharp interface method is proposed in the studies by (Tseng
and Ferziger, 2003; Ghias et al., 2007; Mittal et al., 2008).
Ghost cells are defined as a layer of cells within the solid
body having at least one nearby point in the fluid domain
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i.e., adjoining to the immersed boundary. The flow variables
at the ghost points are calculated with the boundary condi-
tions at the immersed boundary and the flow variables at
grid points near the IB in the fluid domain. The presence
of the immersed boundary is introduced by the flow vari-
ables at the ghost points. The idea of image points inside the
fluid domain is adopted to ensure suitable weighting coeffi-
cients in the reconstruction formula in order to avoid numeri-
cal instability caused by the large, negative weighting coeffi-
cients in the extrapolation formulation (Tseng and Ferziger,
2003). The ghost point method has shown large potential to
deal with different fluid-solid interaction problems, includ-
ing those involving highly complex geometries and moving
or deforming bodies (Mittal et al., 2008).
In the IBM, all the equations can be solved on a body non-
conformal, Cartesian grid which does not require to be up-
dated for moving or deforming bodies. Due to the flexibil-
ity of the method, many different types of IBM have been
developed in incompressible and compressible flow solvers.
However, most of the attention on IBM is devoted to incom-
pressible flows (Mittal and Iaccarino, 2005). Works on vis-
cous compressible flows are still scarce and a few IBM for
viscous compressible flows has been developed (De Palma
et al., 2006; Ghias et al., 2007; de Tullio et al., 2007; Brehm
et al., 2015). Due to the different nature of the Navier–Stokes
equations for compressible and incompressible flows, i.e. the
requirement of equation of state for compressible flows, there
are differences in implementation of the boundary conditions
between these two types of equations as well as in the spatial
discretisation schemes employed.
In this study, the ghost point IB approach has been
adopted for a high order finite difference method based on
summation-by-parts operators (SBP) to provide an accurate
and efficient approach for studying low Mach number com-
pressible viscous flows. The major ambition of the present
work is to extend this approach for fluid structure interaction
(FSI) in the upper airways to study the obstructive sleep ap-
nea syndrome. The main focus in our study is subsonic flow
which permits us to characterize the acoustic wave propa-
gation induced by the structure oscillation in FSI to obtain
a better understanding of snoring. The proposed approach is
verified and validated for two dimensional flows over a circu-
lar cylinder. In the following sections, a brief review of the
governing equations and their numerical solution is given.
Then, the IB approach is described in detail. Finally, results
are provided and compared with numerical and experimental
ones available in the literature.

MODEL DESCRIPTION

Governing equations

The 2D compressible Navier–Stokes equations in perturba-
tion form are solved. To minimize cancellation errors when
discretizing the Navier–Stokes equations for compressible
low Mach number flow, the perturbation formulation is em-
ployed (Sesterhenn et al., 1999; Müller, 2008). The conser-
vative form of the 2D compressible Navier–Stokes equations
in perturbation formulation can be written as

U′t +Fc′
x +Gc′

y = Fv′
x +Gv′

y (1)

where U′ = U−U0 is the vector of conservative perturba-
tion variables with U= (ρ,ρu,ρv,ρE)T the vector of the con-
servative variables and U0 = (ρ0,0,0,(ρE)0)

T the stagnation
values.

The conservative perturbation variables U′ and the inviscid
(Fc′, Gc′) and viscous perturbation flux vectors (Fv′, Gv′) are
defined by Fc′ = Fc(U)−Fc(U0), etc.

U′ =

 ρ′

(ρu)′

(ρv)′

(ρE)′

 ,

Fc′=

 (ρu)′

(ρu)′u′+ p′

(ρv)′u′

((ρH)0 +(ρH)′)u′

 ,Gc′=

 (ρv)′

(ρu)′v′

(ρv)′v′+ p′

((ρH)0 +(ρH)′)v′

 ,

Fv′=


0

τ′xx
τ′xy

u′τ′xx + v′τ′xy +κT ′x

 ,Gv′=


0

τ′yx
τ′yy

u′τ′yx + v′τ′yy +κT ′y

 ,

where t is physical time and x and y are the Cartesian coordi-
nates. ρ denotes density, u and v the x- and y-direction veloc-
ity components, E the specific total energy, T the tempera-
ture and κ the heat conduction coefficient calculated from the
constant Prandtl number Pr = 0.72. ρ0, (ρE)0 and (ρH)0 de-
note the stagnation values of density, total energy density and
total enthalpy density. The perturbation variables are defined
as:

ρ
′ = ρ−ρ0, (ρu)′ = (ρu),

(ρE)′ = ρE− (ρE)0, (ρH)′ = (ρE)′+ p′, u′ =
(ρu)′

ρ0 +ρ′
,

τ
′ = µ(∇u′+(∇u′)T )− 2

3
µ(∇ ·u′)I, T ′ =

p′/R−ρ′T0

ρ0 +ρ′

Here, R is the specific gas constant and µ is the vis-
cosity which is determined from the Sutherland law
µ
µ0

= ( T
T0
)1.5[(1+Sc)/(

T
T0
+Sc)] with the non-dimensional

Sutherland constant Sc =
110

301.75 .
Since perfect gas is considered, the pressure perturbation
can be related to the conservative perturbation variables by
p′ = (γ−1)[(ρE)′− 1

2 ((ρu′ ·u′))], where the ratio of specific
heats γ = cp/cv = 1.4 for air.
The viscous flux vectors Fv′ and Gv′ are the same as for the
standard conservative form, except for using the temperature
perturbation T ′ instead of temperature T for the heat flux
terms. The momentum density and velocity perturbations
are taken as the same as their unperturbed counterparts, i.e.
(ρu)′ = ρu (Larsson and Müller, 2009). For convenience the
variables are non-dimensionalized with ρ0, stagnation speed
of sound c0 and ρ0c2

0 as reference values. In order to general-
ize the geometry for non-uniform Cartesian grids, the equa-
tions of motions are transformed from the physical domain
(x,y) to the computational domain (ξ,η) by the following
relations,

x = x(ξ,η)
y = y(ξ,η) (2)

Thus, the transformed 2D compressible Navier–Stokes equa-
tions in perturbation form are expressed as:

Û′t + F̂′
ξ
+ F̂′η = 0 (3)

where Û′ = J−1U′, F̂′ = J−1(ξx(Fc′−Fv′)+ ξy(Gc′−Gv′))

and Ĝ′ = J−1(ηx(Fc′−Fv′)+ηy(Gc′−Gv′)). The chain rule
for partial differentiation provides the expressions for Carte-
sian derivatives in the viscous flux vectors Fv′ and Gv′, e.g.
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u′x = u′
ξ
ξx +u′ηηx and u′y = u′

ξ
ξy +u′ηηy. The Jacobian deter-

minant of the transformation is J−1 = xξyη−xηyξ and metric
terms are

J−1
ξx = yη, J−1

ξy =−xη,

J−1
ηx =−yξ, J−1

ηy = xξ.
(4)

Numerical methodology

The summation-by-parts (SBP) operator Q is an approxima-
tion to the first ξ- and η- derivatives in (4) and (3). In the
interior, it corresponds to the standard sixth order central
operator, while being third order accurate near the bound-
aries. Through a special boundary treatment, SBP opera-
tors permit energy estimates for discrete problems similar to
those for the continuous ones that are approximated. There-
fore, SBP operators can yield strictly stable schemes for gen-
eral boundary conditions (Strand, 1994; Gustafsson et al.,
1995; Gustafsson, 2008). The global order of accuracy of
the present SBP operator Q is fourth order (Müller, 2008).
The energy method and the summation-by-parts operators
are discussed in the Appendix A and B, respectively.
Second derivatives of viscous parts of F̂ξ

′
and Ĝη

′
are ap-

proximated by applying the SBP operator for first derivatives
twice. However, successively applying the first derivative op-
erator makes the scheme wider, which requires special treat-
ment for the immersed boundary method, and will be dis-
cussed in section boundary conditions below. Spurious high
wave number oscillations are suppressed by a sixth order ex-
plicit filter (Visbal and Gaitonde, 2002; Müller, 2008). The
classical fourth order explicit Runge–Kutta method is em-
ployed for time integration.

Immersed boundary formulation

The sharp interface method is well suited for compressible
viscous flow, due to imposing the boundary conditions at im-
mersed boundaries, without computing any forcing term and
introducing any force distribution function. The ghost point
immersed boundary method employed in this study is based
on the ghost cell immersed boundary approach for second
order methods (Ghias et al., 2007; Mittal et al., 2008).
The basic idea in this method is to compute the value of the
flow variables at each of the ghost points (referring to the
layer of points inside the solid body adjoining the immersed
boundary) such that the boundary conditions at the immersed
boundary are satisfied. As illustrated in Fig. 1, the procedure
begins by determining the immersed boundary and then dis-
tinguishing the solid points, i.e. the nodes lying inside the
solid body, and the fluid points, i.e. the nodes lying outside
the body in the fluid domain. The ghost points (denoted by
GP) are identified by those nodes that lie inside the body and
adjacent to the immersed boundary which have at least one
neighbour node in the fluid domain with the difference sten-
cil centered at the ghost point. The image point (denoted by
IP ) can be found by extending a normal probe, i.e. a line
normal to the immersed boundary, from the ghost point to
intersect with the immersed boundary at the body intercept
point (denoted by BI) such that the body intercept point lies
at the midpoint of the line connecting the ghost point and the
image point. Once the flow variables at the image point are
computed, the ghost point variables can be determined by im-
posing the boundary conditions. In other words, the general
strategy is to compute the flow variables at the image point
by taking into account the nodal values at the surrounding
fluid points and then use the boundary conditions to obtain
the values at the ghost point.

Among the available options for determining the flow vari-
ables at the image points, the computationally most effi-
cient scheme will be the bilinear interpolation scheme in
2D (Ghias et al., 2007; Mittal et al., 2008) where the flow
variables are linearly interpolated from four nodal points
surrounding the image points. This interpolation scheme
leads to a nominally second order accuracy of the immersed
boundary condition. The high order SBP operator used in
this study for spatial discretization, corresponding to the
sixth order central finite difference method at interior grids,
requires three layers of ghost points inside the immersed
boundary in order to maintain the overall high order of ac-
curacy, as shown in Fig. 2.
In the case of bilinear interpolation, the interpolating polyno-
mial involves four nodes and hence four nodal values need to
be specified. The bilinear interpolation for a generic variable
φ can be expressed as

φ(x,y) =C1 +C2x+C3y+C4xy. (5)

Figure 1: Schematic of points used to interpolate the variable lo-
cated at a ghost point.

Figure 2: Schematic of 3 layers of ghost points inside immersed
body on a Cartesian mesh.
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The four unknown coefficients Ci, i = 1, ..,4, can be deter-
mined using values at the four nodes surrounding the im-
age point. Thus, the variable at the image point is recon-
structed through bilinear interpolation using unknown coef-
ficients and known flow variables at surrounding fluid nodes.
The four weighting coefficients are evaluated as the solution
of the linear system

VC = φ, (6)

where
C = {C1,C2,C3,C4}T (7)

is the vector of the unknown coefficients and

φ = {φ1,φ2,φ3,φ4}T (8)

is the vector of the four surrounding node values. The matrix
V is the Vandermonde matrix which is expressed as

V =

 1 x1 y1 x1y1
1 x2 y2 x2y2
1 x3 y3 x3y3
1 x4 y4 x4y4

 (9)

In this classical formulation, the unknown coefficient values
Ci, i = 1, ...,4, would depend on the solution at each time
step. However, the approach can be reformulated such that
new coefficients are only dependent on the coordinates of the
image point and the geometry of the grids. The reformula-
tion is discussed in detail in Appendix C. Thus, the image
point value can be expressed as

φIP =
4

∑
i=1

αiφi (10)

where αi, i = 1, ...,4, are coefficients depending on the co-
ordinates only. They can be established once the grid, im-
mersed boundary and image point coordinates are specified.
When a ghost point is close to the immersed boundary, its
corresponding image point might not have four surround-
ing fluid points. One case would be that the ghost point
itself is part of the interpolation scheme. Since the ghost
point value in an interpolation scheme would be unknown,
the ghost point is then replaced by the body intercept point
where the values are determined by the boundary conditions,
cf. Fig. 3.
For Dirichlet boundary condition in this case, the corre-
sponding row in Eq. (9) is replaced by

φBI(x,y) =C1 +C2 xBI +C3 yBI +C4 xBIyBI (11)

where xBI and yBI are the coordinates of the body intercept
point. Thereby, for a Dirichlet boundary condition the linear
system corresponding to Eq.(6) for this case becomes 1 x1 y1 x1y1

1 x2 y2 x2y2
1 x3 y3 x3y3
1 xB yB xByB


 C1

C2
C3
C4

=

 φ1
φ2
φ3
φBI

 (12)

For a Neumann boundary condition, the variable gradient at
the body intercept is known instead of the actual value. The
most obvious choice in such a case is to use the specified
gradient value ∂φBI

∂n to compute the value at the image point.
The gradient of φBI at the boundary can be determined by
taking the normal derivative of Eq.(11),

∂φBI

∂n
=C2nx +C3ny +C4(yBInx + xBIny) = ζ (13)

where nx and ny are the components of the unit vector normal
to the boundary.
Thus, the linear system corresponding to Eq.(6) for this case
becomes

 1 x1 y1 x1y1
1 x2 y2 x2y2
1 x3 y3 x3y3
0 nx ny yBInx + xBIny


 C1

C2
C3
C4

=

 φ1
φ2
φ3
ζ

 (14)

As shown in Fig. 4, it might also be the case that two inter-
polation points would lie inside the immersed body, one at
the corresponding ghost point itself and one at another ghost
point. The procedure we used to handle this case is to repeat
the above steps for the other ghost point as well, resulting in
a Vandermonde matrix where another row is also replaced by
Eqs. (11) or (13) in the same way as the fourth row, in con-
trast to (Ghias et al., 2007; Mittal et al., 2008). Applying our
procedure for this case, it is no longer necessary to solve a
coupled linear system by using iterative processes like (Ghias
et al., 2007; Mittal et al., 2008). This situation does not pose
any consistency issues and ensures that the interpolation pro-
cedure for the image point is well-posed without affecting
the accuracy of the interpolation.
The value of the variable at the ghost point is computed by
employing a linear approximation along the normal probe
which takes into account the boundary condition at the
boundary intercept. For a Dirichlet boundary condition this
can generally be expressed as

φBI =
1
2 (φIP +φGP)+O(4l2) (15)

where 4l is the length of the normal probe from GP to IP.
Solving for φGP using Eq. (15) and neglecting the truncation
gives

φGP =

(
2− ∑

j∈G
α j

)
φBI−∑

i/∈G
αiφi (16)

Figure 3: Schematic of the situation when one surrounding inter-
polation point is the boundary intercept.
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where G is the set of body intercepts that are part of the in-
terpolation stencil. For a Neumann boundary condition on
the immersed boundary, the following second-order central-
difference is written along the normal probe

(
∂φ

∂n
)BI =

φIP−φGP

4l
+O(4l2) (17)

Thereby, the general formulation for a non-homogeneous
Neumann boundary condition is expressed as

φGP =

(
∑
j∈G

α j−4l

)
(

∂φ

∂n
)BI + ∑

i/∈G
αiφi (18)

Boundary conditions

The no-slip boundary condition at the immersed bound-
ary for a stationary body is considered. Thereby, Dirichlet
boundary conditions are employed for the velocity compo-
nents at the IB. For each velocity components, the corre-
sponding value at the body intercept φBI = 0 is set in Eq.
(11). Applying the no-slip condition at the body surface,
the convective flux contribution should be zero. The pres-
sure gradient normal to the immersed interface is set zero
as a boundary layer approximation, ∂p

∂n = ∂φBI
∂n = 0 in Eq.

(13). The boundary condition for the temperature depends
on the whether the immersed surface of the body is adiabatic
or isothermal. Assuming an adiabatic boundary condition at
the immersed body, the temperature gradient normal to the
surface ∂T

∂n = 0 is set to zero by enforcing a zero density

gradient ∂ρ

∂n = 0. Thus, for the variables ρ and p Neumann
boundary conditions are employed. According to the bound-
ary conditions considered for the immersed body, the values
of the conservative perturbation variables at the ghost points
are determined once the flow variables at the image points

Figure 4: Schematic of the situation when two of the surrounding
interpolation points lie inside the immersed body.

are interpolated using:

ρ′GP = ρ′IP
(ρu)′GP =−(ρu)′IP
(ρv)′GP =−(ρv)′IP
(ρE)′GP = (ρE)′IP

(19)

As mentioned above, applying the first derivative approxi-
mation twice for computing the second derivative will make
the stencil wider. For the proper treatment of wide stencils in
computing the second derivative, the first derivatives of the
viscous terms are computed up to and including the ghost
points, treating the solid points inside the ghost point layers
as domain boundaries when employing the differencing sten-
cil. Using this procedure, we ensure that the derivatives of
the viscous fluxes at the fluid points closest to the immersed
boundary are computed with high order.
Non-reflecting characteristic boundary conditions are em-
ployed at the inflow and outflow boundaries to minimize
wave reflections. The Navier–Stokes characteristic boundary
conditions (NSCBC) developed by (Poinsot and Lele, 1992)
are employed to approximate incoming waves based on lo-
cal one-dimensional inviscid (LODI) relations. The primi-
tive variables can be related to the wave amplitude (Li) by
LODI relations. The amplitudes of the characteristic waves
are L1 = λ1(

∂p
∂x −ρc ∂u

∂x ), L2 = λ2(c2 ∂ρ

∂x −
∂p
∂x ), L3 = λ3(

∂v
∂x )

and L4 = λ4(
∂p
∂x +ρc ∂u

∂x ). Since fully non-reflecting condi-
tions may lead to an ill-posed problem (Poinsot and Lele,
1992), this approach is partially reflecting. Imposing a con-
stant pressure at the outlet requires L1 =−L4. To keep the
reflections low and the pressure close to atmospheric pres-
sure, the incoming wave amplitude is set to

L1 = K(p− patm) (20)

where K is a relaxation coefficient. Rudy and Strikwerda
proposed the relaxation coefficient as K = Λ(1−Ma2)(c/Lt)
where Ma is the Mach number, c the speed of sound, Lt
the total length of the domain and Λ a parameter (Rudy and
Strikwerda, 1980). The optimum value Λ = 0.25 derived by
(Rudy and Strikwerda, 1980) is employed. For reverse flow
(negative velocity in x-direction) at the outlet, L1, L2 and
L3 are set to zero. A similar boundary treatment at inflow
and outflow was used by (Khalili et al., 2016).

RESULTS

In order to assess the accuracy of the immersed boundary
methodology, a two-dimensional steady state heat problem is
first solved. Then, the IBM is applied to a two-dimensional
flow past a circular cylinder at a range Reynolds numbers to
demonstrate the ability and performance of the method for
simulating compressible viscous flow.

Steady state heat equation

To verify the order of spatial accuracy of the current im-
mersed boundary scheme, a steady state heat transfer prob-
lem has been considered. Since the ghost point immersed
boundary method is second-order accurate (Ghias et al.,
2007; Mittal et al., 2008), care has been taken to maintain
a second-order spatial accuracy in the imposition of bound-
ary conditions on the immersed boundary. The steady state
heat equation reads

∇
2T = σ (21)
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where σ is a source term, i.e. −κσ is the rate of heat genera-
tion per unit volume. The exact solution for this case in polar
coordinates can be expressed as

T (r) = σ
r2

4
+A ln(r)+B (22)

where A and B depend on the boundary conditions type and
their values.
The numerical solution by means of IBM is implemented
to solve Eq.(21) in Cartesian coordinates. The second and
fourth order central finite difference methods for second
derivatives are employed for spatial discretization of the reg-
ular fluid points.

T (2)
xx = (Ti+1−2Ti +Ti−1)/∆x2 (23)

T (4)
xx = (−Ti+2 +16Ti+1−30Ti +16Ti−1−Ti−2)/(12∆x2)

(24)
The temperature distribution is solved between two concen-
trical cylinders with inner and outer diameters Dinner = 3.5
and Douter = 8.5, respectively, embedded in a square domain
of edge length L = 10. The σ = −0.45 is chosen and the
temperatures of the inner and outer cylinders are Tinner = 5
and Touter = 10, respectively. The immersed boundary ap-
proach is implemented at the cylinder interfaces. The results
from different grids on a uniform Cartesian grid (N×N) from
N = 100 to 1000 are compared with the exact solution to
compute the L2 and L∞ norms. Fig. 5 shows the errors for
different grids.
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Figure 5: L2 and L∞ norms computed at various grid levels with
IBM for 2D steady heat Eq. (21).

The first, second and third–order convergence rates are also
included in Fig. 5 for reference. This figure indicates that
a second-order rate of convergence has been achieved by
the Poisson solver for Dirichlet boundary conditions at im-
mersed boundaries. The error are slightly lower for the fourth
order difference method than for the second order one.

Flow past circular cylinder

To verify and validate the present immersed boundary treat-
ment for a compressible flow solver, the benchmark flow over
a circular cylinder is firstly simulated at the Reynolds num-
bers of 20 and 40 based on the free-stream velocity and di-
ameter of the cylinder. It is known that steady flow over a
circular cylinder can persist up to Reynolds numbers of about
40. The free-stream Mach number for the simulation is set as
a small number Ma = 0.03 in order to be comparable to the
simulations performed using incompressible solvers. Then,
the unsteady flow over a circular cylinder has been chosen

to verify the proposed IB method at the Reynolds number of
100 and Mach number 0.25.
The computational domain size is 90D×40D where D is the
diameter of the cylinder. The center of the cylinder is lo-
cated at the point (20D,20D) of the coordinate system. The
computational domain is sizeable to reduce the effects of do-
main boundaries and wave reflections form the inlet and out-
let boundaries. It has been observed that those could lead to
a momentous error when computing the lift and drag coef-
ficients. In the present work, the block structured computa-
tional domain has been discretized with non-uniform Carte-
sian grids, where the block corresponding to the cylinder has
a much finer grid spacing of (∆x = ∆y = D/25) at Re = 20
and 40, and grid spacing of (∆x = ∆y = D/50) at Re = 100.
At these grid resolutions, the lift and drag coefficients are
sufficiently converged. Sufficient grid resolution around the
cylinder is crucial to obtain the drag and lift coefficients ac-
curately. Additionally, to capture the von Kármán vortex
shedding, the wake region needs to be resolved properly.
The grid spacing ∆x and ∆y was smoothly stretched from
(∆x = ∆y = D/25 at Re = 20 and 40, and ∆x = ∆y = D/50
for Re=100 to ∆x = ∆y = D/2 near the inflow, outflow, top
and bottom boundaries. Symmetry boundary conditions are
applied on the top and bottom of the computational domain.
At the inflow, the velocities in the x- and y-directions are im-
posed using a uniform inlet profile normal to the boundary,
u(x = 0, t) = U∞ and v = 0. In addition, the inlet tempera-
ture is set to T = T0 = 310 K. The outlet pressure is set to
atmospheric pressure, i.e., p′ = p− p0 = p− patm = 0 Pa.
The drag and lift coefficients are defined as CD = FD

1
2 ρ∞U2

∞D
and

CL =
FL

1
2 ρ∞U2

∞D
, respectively, where FD and FL are the drag and

lift forces. The total force on the cylinder is given by the sum
of the pressure and viscous force integrated over the cylin-
der surface F = −

∮
pB · n ds +

∮
τB · n ds where n is the

outer unit vector normal to the cylinder, and pB and τB are
pressure and the viscous stress tensor on the body surface,
respectively. These quantities are based on the evaluation of
surface pressure and viscous stress. The procedure used to
compute these surface quantities needs some explanation. In
the current solver, four nodes surrounding a body-intercept
point corresponding to the first layer of ghost points are iden-
tified and then a bilinear interpolation is used to estimate the
pressure and viscous stress tensor at the body intercept. The
viscous stress at the involved ghost points and fluid points
are computed in a straightforward manner by using our high
order method.
Figs. 6 - 9 show streamlines and vorticity contours for Re =
20 and Re = 40, respectively. The geometrical properties of
the vortices behind the cylinder are schematically illustrated
in Fig. 10 (Canuto and Taira, 2015). The quantitative com-
parison of these parameters as well as the drag coefficient
with available numerical and experimental results are given
in Table 1.
Fig. 11 presents the instantaneous spanwise vorticity ωz con-
tours for Re = 100 indicating the presence of the von Kár-
mán vortex street. The vortex shedding leads to time-varying
lift and drag forces until they reach to a periodic oscillatory
form. The Strouhal number St = f D

U∞
, where f is the vortex

sheding frequency, is computed from the temporal variation
of the lift coefficient. Due to the unsteadiness of the flow, the
comparison of the average values of the lift and drag coeffi-
cients as well as the amplitude of the sinusoidal variation in
time of the lift and drag coefficients is central. The results for
the time-averaged lift and drag coefficients, the amplitude of
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Figure 6: Streamlines for computed flow past a circular cylinder at
Re = 20 and Ma = 0.03.

Figure 7: Vorticity contours for computed flow past a circular
cylinder at Re = 20 and Ma = 0.03.
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Figure 8: Streamlines for computed flow past a circular cylinder at
Re = 40 and Ma = 0.03.

Figure 9: Vorticity contours for computed flow past a circular
cylinder at Re = 40 and Ma = 0.03.

Table 1: Comparison of computed data with available numerical
and experimental data at Re = 20 and Re = 40. (Exp.)
indicates the experimental results.

Re = 20
Ma L a b θ(deg) CD

(Tritton, 1959)(Exp.) - - - - - 2.09
(Dennis and Chang, 1970) 0 0.94 - - 43.7 2.05

(Coutanceau and Bouard, 1977)(Exp.) - 0.93 0.33 0.46 45.0 -
(Fornberg, 1980) 0 0.91 - - 45.7 2.0

(Linnick and Fasel, 2003) 0 0.93 0.36 0.43 43.5 2.06
(De Palma et al., 2006) 0.03 0.93 0.36 0.43 44.6 2.05

(Canuto and Taira, 2015) 0 0.92 0.36 0.42 43.7 2.07
Present study 0.03 0.93 0.36 0.43 43.9 2.05

Re = 40
Ma L a b θ(deg) CD

(Tritton, 1959)(Exp.) - - - - - 1.59
(Dennis and Chang, 1970) 0 2.35 - - 53.8 1.52

(Coutanceau and Bouard, 1977)(Exp.) - 2.13 0.76 0.59 53.8 -
(Fornberg, 1980) 0 2.24 - - 55.6 1.50

(Linnick and Fasel, 2003) 0 2.28 0.72 0.60 53.6 1.52
(De Palma et al., 2006) 0.03 2.28 0.72 0.60 53.8 1.55

(Canuto and Taira, 2015) 0 2.24 0.72 0.59 53.7 1.54
Present study 0.03 2.22 0.72 0.59 53.1 1.52

their changes as well as the Strouhal number of the present
study are compared to published results in Table 2. Table 1
and 2 confirm that for the present study all results compare
very well with results reported in the literature.

Figure 10: Definitions of the relevant geometrical parameters of
the symmetric deperation region behind the cylinder
(Canuto and Taira, 2015).

Figure 11: Vorticity contours for computed flow past a circular
cylinder at Re = 100 and Ma = 0.25
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Table 2: Comparison of computed data with available numerical
and experimental data at Re = 100.

Re = 100
Ma St CD CL

(Berger and Wille, 1972) 0 0.16-0.17 - -
(Liu et al., 1998) 0 0.165 1.35 ±0.012 ±0.339

(Linnick and Fasel, 2003) 0 0.166 1.34±0.009 ±0.333
(Mittal et al., 2008) 0 - 1.35 -

(Karagiozis et al., 2010) 0.25 0.168 1.336 ±0.319
(Canuto and Taira, 2015) 0.25 0.163 1.378 ±0.325

Present study 0.25 0.1667 1.33±0.013 ±0.323

CONCLUSION

In this paper, we have combined highly stable high-order
SBP operators with an immersed boundary method which
permits us to use Cartesian grids for arbitrary geometries for
solving the compressible Navier–Stokes equations accurately
and efficiently. SBP operators which are 6th order accurate
in the interior and 3rd order accurate near the boundaries is
employed. To achieve high accuracy and easy paralleliza-
tion, the 4th order explicit Runge–Kutta method is applied.
The methodology is applied to compute steady and unsteady
flow problems to demonstrate its versatility as well as its ac-
curacy. The flow past a circular cylinder for moderate values
of Reynolds number and Mach number is assessed. A good
agreement with available experimental and numerical results
is achieved.
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APPENDIX A. ENERGY METHOD

To demonstrate the energy method, we apply the procedure
to a simplified PDE, that is, rather than analysing the full
Navier–Stokes equations in this section, we only focus on
the 1D convection–diffusion equation as a model equation.

ut +aux = buxx, 0≤ x≤ 1 t ≥ 0
u(x,0) = f (x)
u(0, t) = u(1, t) = g(t) = 0

(25)

where a and b are assumed to be constant and positive, and u
is the dependent variable. The L2 scalar product for two real
functions v and w is defined by

(v,w) =
∫ 1

0 v(x)w(x)dx (26)

which then defines the L2 norm of the continuous solution at
time t and energy E(t) = ‖u(·, t)‖2 = (u,u). Using integra-
tion by parts (v,wx) = v(1, t)w(1, t)− v(0, t)w(0, t)− (vx,w),
the energy method leads to

dE
dt = d

dt ‖u(·, t)‖
2 = (ut ,u)+(u,ut)

= (−aux +buxx,u)+(u,−aux +buxx)
=−a[u2(1, t)−u2(0, t)]+2b[u(1, t)ux(1, t)−u(0, t)ux(0, t)]
−2b(ux,ux)≤ au2(0, t)+2b[u(1, t)ux(1, t)−u(0, t)ux(0, t)]
= 0

(27)
which yields a non growing solution, i.e.
E(t)≤ E(0) = ‖ f (x)‖2. Thus, the energy is bounded
by the initial condition.

APPENDIX B. SUMMATION BY PARTS OPERATORS

(Khalili et al., 2016)
The SBP operators are constructed to guarantee a discrete
energy estimate similar to the continuous energy estimate
above.

ut +aux = buxx, 0≤ x≤ 1 t ≥ 0
u(x,0) = f (x)
u(0, t) = u(1, t) = g(t) = 0

(28)

where a and b are assumed to be constant and positive, and u
is the dependent variable.
The basis of getting such an energy estimate is to satisfy in-
tegration by parts in the discrete sense called Summation–
By–Parts (SBP) property (Gustafsson, 2008; Svärd and
Nordström, 2014). To outline this technique for model
problem (28), we consider u j = u j(t) the numerical so-
lution of the convection–diffusion equation at grid point
x j = jh, j = 0, ...,N, with grid spacing h = 1

N . The solution
vector containing the solution at the discrete grid points is
u = [u0(t),u1(t), ...,uN(t)]T . Using a difference operator Q
approximating the first derivative in space, the semi-discrete
form of the model equation can be expressed as

du
dt =−aQu+bQQu, u j(0) = f (x j) (29)

The discrete scalar product and corresponding norm and en-
ergy can be defined by

(u,v)h = huT Hv,
Eh(t) = ‖u‖2

h = (u,u)h
(30)

where H is a diagonal and positive definite matrix defined
by H = diag(HL, I,HR). The SBP property is satisfied by the
difference operator Q, if

(u,Qv)h = uNvN−u0v0− (Qu,v)h (31)

or if Q can be written on the form hQ = H−1P for P satisfy-
ing

P+PT = EN −E0 = diag(−1,0, ...,0,1) (32)

where E0 = diag(1,0, ...,0) and EN = diag(0,0, ...,1). Using
the semi–discrete equation 29, the energy estimate for the
semi–discrete problem can be obtained as

dE
dt = d

dt ‖u(·, t)‖
2 = (ut ,u)h +(u,ut)h

= (−aQu+bQQu,u)h +(u,−aQu+bQQu)h
=−a[u2

N −u2
0]+2b[uN(Qu)N −u0(Qu)0]

−2b(Qu,Qu)h≤ au2
0 +2b[uN(Qu)N −u0(Qu)0].

(33)

We would get non-growing energy in time if the homoge-
neous boundary conditions could directly be imposed in (33).
However, this will change the difference operator Q such that
its SBP property might be lost. To avoid this problem, bound-
ary conditions are weakly imposed by the simultaneous ap-
proximation term (SAT) technique (Gustafsson, 2008). A
first derivative SBP operator with diagonal quadrature ma-
trix H in 30 is a O(h2s) accurate central difference operator
which is O(hs) accurate at and near boundaries s = 1,2,3.
Such an SBP operator is globally O(hs+1) accurate.

APPENDIX C. REFORMULATION OF COEFFI-
CIENTS

The four unknown coefficients Ci, i = 1, ..,4 can be deter-
mined using values of the four variables surrounding the im-
age point. It can be expressed as

C = V−1{φ} (34)

241



where V is the Vandermonde matrix corresponding to the bi-
linear interpolation scheme for four surrounding nodes. The
value at the image point can be expressed as

φIP =
[

1 xIP yIP xIPyIP
] C1

C2
C3
C4

 (35)

The vector in bracket can be expressed as

VIP =
[

1 xIP yIP xIPyIP
]
=

4

∑
i=1

αiVi (36)

where Vi is the ith row of V and αi depends on the coordinates
of the image point and the four surrounding nodes.
Thereby, the matrix equation for α can be written as

 1
xIP
yIP

xIPyIP

=

 1 1 1 1
x1 x2 x3 x4
y1 y2 y3 y4

x1y1 x2y2 x3y3 x4y4


 α1

α2
α3
α4


(37)

By rearranging, α can be obtained as

α = V−T VT
IP. (38)

Thus, the value at the image point can be expressed as

φIP = φ
T V−T VT

IP (39)

Inserting the result obtained in Eq. (38), the value at the
image point can obtained be as

φIP =
4

∑
i=1

αiφi (40)
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ABSTRACT 
In this paper, an efficient ghost-cell based immersed boundary 
method is introduced to perform direct numerical simulation 
(DNS) of particulate flows. The fluid-solid coupling is achieved 
by implicit incorporation of the boundary conditions into the 
discretized momentum, thermal and species conservation 
equations of the fluid phase. Taking the advantage of a second 
order quadratic interpolation scheme, different boundary 
conditions could be realized consistently in our ghost-cell based 
immersed boundary method. The heat and mass transport in a 
fluid-particle system is coupled through the solid temperature, 
which offers a dynamic boundary condition for the fluid 
thermal equation. 
 
The present simulations are performed for three different fluid-
solid systems. The first one is the unsteady mass and heat 
diffusion in a large pool of quiescent fluid. The solution of the 
solid temperature development obtained from DNS is compared 
with the “exact” solution obtained from a standard second-order 
finite difference technique. Following that, we consider a 
stationary sphere under forced convection. The steady state 
temperature of the particle can be calculated from the fluid-
solid mass and heat transfer rates, which are obtained from the 
well-known empirical Ranz-Marshall and Frössling 
correlations. The last simulation case is an in-line array of three 
spheres, the so-called three-bead reactor. The computed 
adiabatic temperature rise obtained from DNS shows good 
agreement with the value calculated from the overall species 
conversion ratio of the reactor. 
 

Keywords: Direct numerical simulation, ghost-cell based 
immersed boundary method, particulate flows, multiphase heat 
and mass transfer.  
 

NOMENCLATURE 
 
Greek Symbols 
,   Coefficients of Robin boundary condition. 
  Heat transfer coefficient, [W/m2/K]. 
  Fluid thermal conductivity, [W/m/K]. 
  Fluid dynamic viscosity, [kg/m/s]. 
  Species conversion ratio, [1]. 
  Fluid density, [kg/m3]. 

  General fluid variable. 
∆  Reaction enthalpy, [J/mol]. 

∆   Time step, [s]. 
∆   Adiabatic temperature rise, [K]. 

, →  Heat transfer rate from fluid to solid, [J/s]. 
, →  Molar transfer rate from fluid to solid, [mol/s]. 

 
Latin Symbols 
,   Coefficients in generic discretised equations. 
  Molar concentration, [mol/m3]. 
,   Initial molar concentration, [mol/m3]. 
,  Inlet molar concentration, [mol/m3]. 

  Coefficients in second-order polynomial. 
,   Fluid heat capacity, [J/kg/K]. 
,   Solid volumetric heat capacity, [J/m3/K]. 
  Convective heat transport per unit of volume, 

[W/m3]. 
  Convective species transport per unit of volume, 

[mol/m3/s]. 
  Convective momentum flux, [N/m3]. 

  Sphere diameter, [m]. 
  Mass diffusivity, [m2/s]. 
  Diffusive heat transport per unit of volume, 

[W/m3]. 
   Diffusive species transport per unit of volume, 

[mol/m3/s]. 
  Diffusive momentum flux, [N/m3]. 

  Coefficient of Robin boundary condition. 
  Gravitational acceleration, [m/s2]. 

  Mass transfer coefficient, [m/s].  
  Unit normal vector, [1]. 
  Pressure, [Pa]. 
  Spherical coordinate, [m]. 

  Sphere radius, [m]. 
  Area, [m2]. 
  Particle surface area, [m2]. 

  Time, [s]. 
  Fluid temperature, [K]. 
,   Initial fluid temperature, [K]. 
,  Inlet fluid temperature, [K]. 
,  Outlet fluid temperature, [K]. 
  Solid temperature, [K]. 
  Velocity, [m/s]. 
  Particle volume, [m3]. 
, ,  Relative Cartesian coordinate, [m]. 
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, ,  Cartesian coordinate, [m]. 
 
Sub/superscripts 

  Fluid phase. 
  Solid phase. 

 

INTRODUCTION 
Fluid-particle flows are frequently encountered in a wide 
range of industrial processes, such as chemical, 
petrochemical and energy industries. Often these 
processes are accompanied with significant heat effects. 
Understanding the mass and heat transport processes in 
such complex heterogeneous systems is of great 
importance to improve performance and facilitate 
optimal design of process equipment. 
 
For prediction of particulate flows in engineering scale 
equipment, accurate closures for fluid-solid interaction 
are of utmost importance. This requirement has led to the 
adoption of a multiscale modelling approach (van der 
Hoef et al. , 2008), which offers the possibility to 
compute and parameterize closures for application in 
more coarse-grained models. With the development of 
computational technology, DNS has become a powerful 
tool to resolve all the details at the smallest relevant 
length scales and quantitatively derive microscale 
transport coefficients to gain fundamental insight in 
fluid-solid interactions. In recent years the immersed 
boundary method (IBM), as a branch of DNS, has 
received a lot of attention. Taking the advantages of 
efficient CPU/memory utilization and easy grid 
generation, IBM is applied in various studies including 
complex situations of moving particles, complex 
geometries and deformable immersed objects (Fadlun et 
al. , 2000; Udaykumar et al. , 2001; Tseng and Ferziger, 
2003). Following the fluid flow equations, additional 
equations for species and thermal energy transport can be 
added using the same methodology.  
 
The IBM was first introduced by Peskin for simulation of 
blood around the flexible leaflet of a human heart 
(Peskin, 1977). The main idea of this method is to use a 
Cartesian grid for fluid flow simulation whereas the 
immersed boundary is represented by Lagrangian marker 
points. A forcing term is introduced to represent the 
interaction between the immersed boundary and the fluid, 
whose magnitude is taken such that the boundary 
conditions are fulfilled in an interpolated manner. A 
regularized Dirac delta function is used to distribute this 
singular force over a belt of cells surrounding each 
Lagrangian point. This method is categorized as 
continuous forcing method (CFM), and many researchers 
have contributed to the further development of this 
method (Goldstein et al. , 1993; Saiki and Biringen, 
1996; Uhlmann, 2005). The second category of IBM is 
referred to as discrete forcing method (DFM), which was 
first proposed by Mohd-Yusof (1997), and later extended 
by Fadlun et al. (2000), Tseng and Ferziger (2003), 
Marella et al. (2005), Ghias et al. (2007), Haugen and 
Kragset (2010), Seo and Mittal (2011) and Lee and You 
(2013). In this method the ghost point approach is 
applied, where the virtual (i.e. inside the immersed body) 
variable value is calculated through the boundary 

condition and the fluid variables near the boundary. DFM 
treats the immersed boundary as a sharp interface, and 
does not require the explicit addition of a force in the 
governing equations, thus the stability limit is the same 
as that without the immersed boundaries. 
 
Although IBM has been widely used for studies of 
momentum transfer in fluid-solid system, very few 
computational results are available in the field of mass 
and heat transfer (Bagchi et al. , 2000; Zhang et al. , 
2008; Wang et al. , 2009; Shu et al. , 2013; Tavassoli et 
al. , 2013; Tenneti et al. , 2013; Xia et al. , 2014). 
Coupled mass and heat transfer has been reported by 
Dierich et al. (2011) using 2D DNS, Li et al. (2013) using 
Lattice Boltzmann method and Deen and Kuipers (2014) 
using 3D DNS with directional quadratic interpolation 
scheme.  
 
In this paper, an efficient ghost-cell based immersed 
boundary method is proposed for the simulation of 
coupled heat and mass transfer problems in fluid-solid 
system. The reconstruction procedures involve a second 
order quadratic interpolation scheme. As the unique 
feature, different boundary conditions are realized 
consistently and enforced exactly at the particle surface. 
The organisation of this paper is as follows. First, the 
description of the model is given. Subsequently, the 
results are presented, through which the strength of our 
DNS model is demonstrated. Single sphere unsteady 
diffusion, forced convection to a single stationary sphere 
and a three-bead reactor are considered and analysed. 
Finally, the conclusions are presented.  
 

MODEL DESCRIPTION 

In this part, we describe the governing equations that 
need to be solved in DNS, the numerical details involved 
in the finite difference scheme, as well as the fluid-solid 
coupling. For the model presented in this paper, the 
following main assumptions are applied: 
 The fluid phase is incompressible and Newtonian. 
 The solid phase consists of spherical particles, and 

intra-particle temperature gradients are negligible. 
 Both fluid and solid phase have constant physical 

properties. 
 

Governing equations of fluid phase  
The transport phenomena in the fluid phase are governed 
by the conservation equations for mass, momentum, 
species and thermal energy, respectively defined as: 

0  u  (1) 

  2f
f f fp

t


  


     


u
uu u g  (2) 
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f f f
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In above equations,  is the fluid density,  is the fluid 
viscosity,  is the species mass diffusivity in the fluid 
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whereas ,  and  are the heat capacity and thermal 
conductivity of the fluid phase respectively. 
 

Governing equation of solid phase 
The particle temperature is governed by the following 
equation with the assumption of a uniform particle 
temperature: 

 , , ,    s
s p s h f s m f s r

dT
V C H

dt
 (5) 

In this equation, the first term on the right hand side is the 
fluid-solid heat transfer rate while the second term 
represents the rate of reaction heat liberated from a 
chemical reaction. The heat transfer rate and mass 
transfer rate, with the normal pointing outward of the 
solid, are calculated by the following two equations 
respectively: 

 ,      
s

h f s f fS
T dSn  (6) 

 ,      
s

m f s f fS
D c dSn  (7) 

 
Considering an exothermal chemical reaction proceeding 
at the exterior surface of the particles, the heat liberation 
is assumed to be rapidly transported to the interior of the 
particle with a negligible intra-particle temperature 
gradient. The coupling between the fluid thermal energy 
equation and the fluid species conservation equation is 
fulfilled through the particle thermal energy equation. In 
other words, the particle temperature of individual 
particle offers a dynamic boundary condition for the 
thermal energy equation of the fluid phase.  
 
For longer times, the particle temperature will become 
constant, which implies the liberated reaction heat is fully 
carried away by the fluid. In this case, Equation (5) 
reduces to the following one which is often encountered 
in descriptions of coupled heat and mass transport 
phenomena. 

 , ,m f s r h f sH      (8) 
 

Numerical solution method 
The governing equations are solved by a finite difference 
scheme implemented for a staggered Cartesian grid. The 
grid is defined in three dimensions (3D) with a uniform 
grid spacing in all three directions. Building on the work 
of Deen et al. (2012), the numerical solution of the 
equations described in previous section is acquired by 
using both high order discretization schemes and small 
computational stencils. The momentum equation is 
discretised in time by a first order Euler scheme: 

1n n

f f  u u  

1 1 13 1

2 2
n n n n

m m m ft p           
     

C C D g  
(9) 

In this equation,  is the time step index. The convective 
and diffusive momentum fluxes  and  are 
calculated by the spatial discretization of: 

 
m f  C uu  (10) 

2

m f D u  (11) 
 

The solution of Equation (9) is achieved by using a two-
step projection method where a tentative velocity field 
∗∗ is first computed by neglecting the pressure gradient 

contribution. As the second step, the velocity field at the 
new time step 1 is obtained based on the new 
pressure gradient calculated from Poisson equation at 
time step 1. For the interested reader, we refer for a 
more detailed description of this method to the work of 
Deen and Kuipers (2013). 
 
The species and thermal energy convection-diffusion 
equations are temporally discretised in the same way as 
for the momentum equation, namely the Adams-
Bashforth scheme is applied for the convective transport 
while the fully implicit Euler backward scheme is used 
for the diffusion term. 
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2 2
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f f m m mc c t C C D          
     

 (12) 
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with the convective species molar flux  and 
convective heat flux  given by: 

 m fC c  u  (14) 

 , fh f p fC TC   u  (15) 

and the diffusive molar flux  and diffusive heat flux 
 computed as: 

2

m f fD D c   (16) 
2

h f fD T   (17) 
 
For momentum, species and thermal energy equations, 
the convection term is spatially discretized by a second-
order total variation diminishing scheme, whereas the 
diffusion term is computed with a standard second-order 
central differencing scheme. The boundary condition is 
enforced at exactly the immersed boundary surface, 
which is handled at the level of the discretized equations 
and will be introduced in detail in next section. 
 
The solid phase equation is solved after the fluid phase 
equations. The trapezoidal rule is used for the time 
integration, which maintains second order accuracy. 

 
, ,

1 1
1 2 2

,

 
 

   
    

 
h f s m f s

n nn n
s s r

s p s

tT T H
V C  (18) 

 

Fluid-solid coupling 
The fluid-solid coupling constitutes the key element of 
our model. In order to impose variable boundary 
conditions in a sharp interface way, a ghost-cell based 
immersed boundary method is developed. The 
discretization of momentum, species and thermal energy 
equation leads to algebraic equations of the following 
generic form: 

6

1
nbc c nb ca a b    (19) 

where  is the fluid variable for which we want to find a 
solution, namely velocity, concentration and temperature 
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fields for momentum, species and thermal energy 
equation, respectively. This equation provides the 
relationship between any fluid quantity  and its six 
neighbouring points indicated as . 
 
Since the surfaces of the immersed objects do not 
coincide with the mesh boundaries, we need a special 
treatment for the nodes near the fluid-solid interface. In 
our method, the first step is to identify all ghost points, 
which are defined as points inside the solid phase but 
having at least one neighbour in fluid phase. These points 
are used to obtain a solution of the governing equations 
for the exterior of the solid phase. The second step is to 
check every fluid node whether any of its six surrounding 
neighbours represents a ghost point. If this is the case, a 
boundary condition has to be applied.  
 
Figure 1 demonstrates the quadratic interpolation scheme 
used in our model. It is given in a 2D domain for 
illustration purpose, in which the shadow in cross shape 
represents the initial computational stencil containing 
four neighbours. In the end, i.e. after imposing the 
boundary condition, G is removed from the stencil, while 
F  and F  are added to it. It should be noted that this 
reconstruction procedure is of best suitability in case the 
description of the gradient in the normal direction is 
required, specifically the non-homogeneous Neumann 
boundary condition encountered in species transport 
calculation.  
 

 
Figure 1: Schematic representation of the interpolation 
procedures for quadratic interpolation. Filled circles indicate 
the solid phase points, while open circles indicate the fluid 
phase points and open squares indicate the ghost points. The 
triangle and solid square are the boundary point and image 
point, respectively. 
 
A generic variable  in the vicinity of the immersed 
object surface could be approximated in terms of a 
second-order polynomial as follows: 

2 2 2

0 0 0

, 2
i j k

i j k
ijkc x y z i j k

  

     (20) 

where relative coordinates are applied based on the 
location of boundary point ( , , ), which is the 
interception of normal direction and immersed boundary 
surface. 

Bx X X   (21) 

By Y Y   (22) 

Bz Z Z   (23) 
 

Equation (20) is in fact the approximation of  using the 
Taylor expansion near the boundary point: 

 , , B B B
Bx y z x y z

x y z

  
 

  
   

  
2 2 2

2 2 2
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2 2 2
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(24) 

 
In the 3D case, the number of coefficients for a second-
order polynomial is ten. In order to determine these 
coefficients , we need  values from nine 
neighbouring fluid points and one image point. The 
image point is defined as the mirror point of the ghost 
point through the boundary in normal direction, which 
has the same distance to the boundary point as the ghost 
point. For the 2D case, only five fluid points plus one 
image point are required for computation of  
coefficients, as indicated in Figure 1. 
 
With adequate data points (ten values at fluid/image point 
for ten coefficients in a second-order polynomial), the 
resulting equation for solving coefficients  can be 
written as a matrix vector multiplication: 

= Xc  (25) 
where  and  are the vectors for species concentrations 
and coefficients respectively, and  is the Vandermonde 
matrix given by: 

2 2 2
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 (26) 
To solve Equation (25), the Vandermonde matrix is 
inversed by applying LU decomposition with Crout 
algorithm. The coefficients  are obtained by 
multiplication of the inversed matrix  and the 
concentration vector , which can be written as a linear 
combination of  values. 
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Therefore, for a general Robin boundary condition at the 
immersed object surface: 

B
B f
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 (31) 

the image point value can be evaluated by satisfying the 
boundary condition at the boundary point: 
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where  is defined according to the following equation, 
with the components of the normal unit vector indicated 
as ,  and  respectively: 

 1 1 1 1

1 2 3 4m m x m y m z mM n n n       X X X X  (33) 
Considering the correlation between image point and 
ghost point (∆  is the mutual distance): 
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the value at the ghost point can be computed as: 
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 (36) 
 
With Equation (36), the matrix coefficients in Equation 
(19) can be updated. Altered coefficients within the 
original stencil are incorporated in the implicit scheme, 
while neighbours outside the original stencil are 
accounted for in an explicit way. The procedure 
described above needs to be carried out for all ghost 
points to ensure that the desired local boundary condition 
applies everywhere at the immersed boundary surface. 
Note that the pressure, velocity, concentration and 
temperature field are obtained for the entire computation 
domain, i.e. also for the cells inside the particles, with our 
DNS model proposed above. 
 

RESULTS 
In this section, three fluid-solid systems will be presented 
for coupled heat and mass transfer. The results obtained 
from our DNS model demonstrate its strong power in 
engineering applications. In the next sub-sections, 
comparisons are made between DNS and the “exact” 
solution for the limiting case of unsteady molecular 
diffusion and empirical values for forced convection, 
whereas a three-bead reactor will be considered lastly.  
 

Unsteady mass and heat transport 
Here we consider the unsteady diffusion of a certain 
species to a sphere, where species vanishes and reaction 
heat is liberated. The sphere is positioned in the centre of 
a large pool of quiescent fluid. The governing equations 
for unsteady mass and heat diffusion in the fluid phase 
are described by Equation (3) and (4) respectively, with 

 set as zero. The initial conditions are defined by the 
following two equations, for species and thermal energy 
conservation equation respectively: 

,0f fc c  (37) 

,0f fT T  (38) 
The boundary conditions are: 

,0,
f fwall t

c c  (39) 

,0,
f fwall t

T T  (40) 

at the boundaries of the simulation domain, and  

,
0

s
f R t

c  (41) 

,


s
f sR t

T T  (42) 

at the sphere surface. Equation (39) and (40) are valid as 
long as the diffusion fronts have not reached the 
confining walls. The particle temperature  in Equation 
(42) serves as a dynamic boundary condition for the fluid 
phase thermal energy equation, and governed by the 
particle thermal energy equation (Equation (5)). 
 
For the DNS the particle is located in the centre of a cubic 
box with a length of 0.12m. The data used for the 
numerical simulation are given in Table 1. The 
simulation is computed in a 120 120 120 grid with 
uniform grid spacing in all directions.  
 
Table 1: Data used for the simulation of unsteady mass and heat 
transport. 

Parameter Value 
Time step [s] 5 10-5

Sphere diameter [m] 0.015 
Fluid density [kg/m3] 1.0 
Fluid diffusivity [m2/s] 2 10-5 
Fluid thermal conductivity [W/m/K] 0.025 
Fluid heat capacity [J/kg/K] 1000 
Particle volumetric heat capacity [J/m3/K] 1000 
Reaction enthalpy [J/mol] -10-5 
Fluid initial concentration [mol/m3] 1.0 
Fluid initial temperature [K] 293 
Particle initial temperature [K] 293 

 
To offer an “exact” solution for the particle temperature 
as well as concentration and temperature profiles in the 
fluid phase, the model composed the spherical symmetric 
problem (so only  dependence) is solved by a standard 
second order finite difference technique. In this case, the 
governing equations for unsteady mass and heat diffusion 
in the fluid phase are respectively described as:  

2
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The heat and mass transfer rates required in particle 
thermal energy equation are redefined as: 
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It should be noted here that a very large number of grid 
points in the radial direction was used to obtain this 
highly accurate numerical solution. In theory, the particle 
temperature at final steady state can be computed by 
Equation (8), which gives: 

,0
a
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In this equation, ∆  is the adiabatic temperature rise 
calculated as: 
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and  is the Lewis number defined as the ratio of the 
thermal diffusivity and the mass diffusivity: 

,

f

f p f

f

C ScLe
D Pr




   (49) 

 
The simulation results obtained from DNS are compared 
with the “exact” solution obtained from the standard 
second order finite difference technique. Using the data 
listed in Table 1 the analytical temperature difference 
between the particle and the infinite far fluid is 80K at 
final steady state. From our DNS, a value of 81.6K is 
obtained, which matches well with the analytical one. In 
Figure 2, the particle temperature evolution profiles are 
plotted along the time scale, to give a comparison 
between the solutions. As clearly demonstrated in Figure 
2, these two solutions reach a good agreement. The 
behaviour of the evolution curve can be explained as 
follows. At initial few time steps, the species flux is 
relatively high so that the heat liberated from the 
exothermal reaction rapidly heats the particle up from 
initial temperature. After that, a temperature difference 
between the particle and the surrounding fluid is 
established, so that the heat is transferred from the 
particle to the fluid through unsteady heat conduction. 
Finally, the heat removal rate goes to the same value as 
the heat liberation rate, which leads to the final steady 
state of a constant particle temperature.  
 

 
Figure 2: Comparison of particle temperature evolution 
profiles between simulation and the “exact” solution. 
 

Convective heat and mass transfer to a 
stationary sphere 
In this system, we consider an exothermic chemical 
reaction under forced convection, which is external mass 
transfer limited and proceeds at the surface of a single 
stationary sphere in an enclosure. The sphere is located 
at the centre of the domain laterally while it is positioned 
at a distance of two times of the sphere size from the inlet 
in the flow direction. The data used for the numerical 
simulation are summarized in Table 2. The simulations 
are computed in a 240×240×240 grid with uniform grid 
spacing in all directions. The ratio of domain size to the 
particle size is eight whereas the mesh resolution applied 
to the particle is thirty.  
 

The particle Sherwood number  and Nusselt number 
 are predicted by the well-known empirical Frössling 

and Ranz-Marshall correlations for a single sphere 
subject to a Dirichlet boundary condition: 
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where  is the particle Reynolds number,  and  
are the Schmidt number and Prandtl number, 
respectively. These three dimensionless numbers are 
defined as follows: 
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Table 2: Data used for the simulations of coupled heat and mass 
transfer to a single stationary sphere under forced convection. 

Parameter Value 
Time step [s] 1 10-4

Grid size [m] 5 10-4 
Sphere diameter [m] 0.015 
Fluid density [kg/m3] 1.0 
Fluid viscosity [kg/m/s] 2 10-5 
Fluid diffusivity [m2/s] 2 10-5 
Fluid thermal conductivity [W/m/K] 0.025 
Fluid heat capacity [J/kg/K] 1000 
Particle volumetric heat capacity [J/m3/K] 1000 
Reaction enthalpy [J/mol] -10-5 
Fluid initial concentration [mol/m3] 1.0 
Fluid initial temperature [K] 293 
Particle initial temperature [K] 293 

 
As explained in the second section, the particle 
temperature at final steady state is described by: 

 , ,m f s r h f sH      (55) 
The empirical value can be calculated from the mass 
transfer coefficient  and heat transfer coefficient .  

    ,s m f f s r s h s fS k c c H S T T      (56) 
where  is the particle surface area and ,  is zero 
considering the precondition of a completely mass 
transfer limited chemical reaction proceeding at the 
sphere surface. Equation (56) can be rearranged to the 
following expression: 

 m f r
s f

h

k c H
T T




   (57) 

Substitute Equation (50) and (51) into above equation, 
the steady state particle temperature can be calculated 
empirically:  

 
,


  f rs

s f
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c HShT T
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 (58) 

 
In Table 3, the comparison between the simulation results 
obtained from our DNS model and the empirical values 
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(indicated as EMP) calculated from Equation (58) is 
demonstrated. In this table, we also list the particle 
Sherwood number and Nusselt number calculated from 
simulation work and the values given by the empirical 
correlations (Equation (50) and (51)). All results reach a 
good agreement. 
 
Table 3: Comparison of steady state particle temperature, 
particle Sherwood number and Nusselt number between DNS 
and empirical values.  

Res 
Ts Shs Nus 

DNS EMP DNS EMP DNS EMP 
30 377.7 376.7 5.13 5.29 4.83 5.05 
60 378.4 377.2 6.52 6.65 6.11 6.31 

120 379.1 377.7 8.51 8.57 7.91 8.10 
240 379.8 378.0 11.53 11.30 10.63 10.63 
480 379.9 378.3 15.60 15.15 14.28 14.20 

 
It should be noted here, the particle temperature at final 
steady state is found to be insensitive to the change of 
particle Reynolds number. This can be explained by 
Equation (58). In case of high fluid velocity, the 
convection term dominates so that the equation can be 
simplified to the following one, which is independent of 
particle Reynolds number. 
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An in-line array of three stationary spheres 
In this sub-section, we consider an in-line array of three 
spheres, the so-called three-bead reactor. The spheres are 
positioned in a cuboid domain with 0.21m in length and 
0.02m in cross-sectional diameter. Free slip boundary 
condition is applied at the domain boundary for velocity 
calculation, while Neumann boundary condition (non-
penetrating walls) is used for concentration and thermal 
energy equations.  The first sphere is located at a distance 
of two times of the sphere size from the inlet in the flow 
direction, and the other two spheres are located in such a 
way that the mutual distance between all sphere centres 
is one and half times of the sphere diameter. Table 4 lists 
the simulation data.  
 
Table 4: Data used for the simulations of coupled heat and mass 
transfer in a three-bead reactor. 

Parameter Value 
Domain size in grid points  420 40 40 
Time step [s] 1 10-4

Grid size [m] 5 10-4 
Sphere diameter [m] 0.015 
Fluid density [kg/m3] 1.0 
Fluid viscosity [kg/m/s] 2 10-5 
Fluid diffusivity [m2/s] 2 10-5 
Fluid thermal conductivity [W/m/K] 0.025 
Fluid heat capacity [J/kg/K] 1000 
Particle volumetric heat capacity [J/m3/K] 1000 
Reaction enthalpy [J/mol] -10-5 
Fluid initial concentration [mol/m3] 0.0 
Fluid initial temperature [K] 293 
Particle initial temperature [K] 293 
Fluid inlet velocity [m/s] 0.32 
Fluid inlet concentration [mol/m3] 1.0 
Fluid inlet temperature [K] 293 

For this three-bead reactor system, we consider two 
cases. One is of a fast exothermal chemical reaction 
proceeding at the surface of all three spheres (Case 1), 
whereas the other one contains an inert (non-reactive) 
sphere which is located at the second position (Case 2). 
 

 
Figure 3: Fluid phase species concentration (a) and thermal 
temperature (b) distribution inside the reactor, in the central 
plane. Index 1 and 2 refer to Case 1 and 2 respectively.  
 
Figure 3 illustrates the simulation results of concentration 
and temperature distribution at steady state for both 
cases. The corresponding particle temperature evolution 
profiles are presented in Figure 4. A thermal energy wave 
is moving through the in-line array of three spheres. The 
first sphere rapidly heats up due to the exothermal 
chemical reaction proceeding at its surface. Due to a 
temperature difference between the particle and the 
surrounding fluid, the thermal energy is transferred from 
the solid phase to the fluid phase. The sphere temperature 
finally reaches a constant value when the removed heat 
equals to the generated reaction heat. For the first 
particle, the thermal behavior is almost identical for Case 
1 and Case 2. For the second sphere, it has completely 
different behaviors as it is reactive in Case 1 while an 
inert surface is assumed in Case 2. For Case 1, there are 
two contributors to the rise of sphere temperature: 
liberated reaction heat and convective heat transfer. The 
unconverted reactant which has passed the first sphere is 
partly converted at the surface of the second sphere. The 
thermal energy transferred from the first sphere to the 
fluid is further transferred to the second sphere. For Case 
2, the only heat source is the convective heat transfer as 
there is no reaction proceeding at the sphere surface. Due 
to the initial large temperature difference between the 
fluid and the sphere, it heats up quickly and as a 
consequence the temperature difference decreases and 
finally the second sphere reaches the same temperature 
as the surrounding fluid. For the third sphere, it has the 
same boundary condition in Case 1 and Case 2. The 
remaining reactant is partly converted at the surface of 
the particle and the thermal energy in solid phase is 
subsequently transferred to the fluid. However, slight 
differences are noticed in the temperature evolution 
curves of the third sphere. The particle temperature 
develops faster in Case 2. This can be explained by the 
larger driving force of the chemical reaction as the second 
sphere does not consume any reactant in Case 2. It should 
be noted that the thermal energy in fluid phase is only 
generated by the first sphere and partly used for heating 
up the second sphere in Case 2, which means the 
convective heat transfer from fluid to the third sphere is 
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lower comparing with the case of both first and second 
sphere contributing to the fluid thermal energy in Case 1. 
This demonstrates the dominant role of reaction heat in 
the development of particle temperature.  
 

 
Figure 4: Evolution of particle temperatures for the three-bead 
reactor. A, B and C are the first, second and third sphere 
respectively, and index 1 and 2 correspond to Case 1 and 2 
respectively. 
 
The axial profiles of cup-average concentration and 
temperature are shown in Figure 5, which demonstrates 
the relative contribution of individual sphere to the 
overall reactant conversion and temperature rise. In both 
cases, the first sphere has the highest contribution. In 
Case 1, the second sphere has a lower contribution 
compared to the first sphere, while the third sphere 
contributes even less. In Case 2, as expected, the second 
sphere has no contribution to the reactant conversion and 
temperature rise. It can be seen from the figure that, both 
profiles maintain nearly constant between the first sphere 
and the third sphere. However, the third sphere in Case 2 
is noticed to have a higher contribution compared to the 
second sphere in Case 1. Excluding the influence of 
concentration driving force, this can be explained by the 
increased mass transfer rate as no sphere is behind the 
third sphere, which allows the full development of the 
fluid flow. 
 

 
Figure 5: Fluid phase cup-average concentration and 
temperature profiles along the flow direction. The blue curves 
are of Case 1 while the red curves are of Case 2. The solid line 
and the dashed line stand for concentration and temperature 
respectively. 
 
From the simulation, the overall conversion of the 
reactant in this three-bead reactor is obtained, which is 
0.236 and 0.195 for Case 1 and Case 2 respectively. The 
theoretical fluid outlet temperature can be computed 
from the adiabatic temperature rise (Equation (60)). The 
fluid outlet temperatures given by the simulations are 

316.2 and 312.1 for Case 1 and Case 2 respectively, 
which have a good agreement with the theoretically 
calculated values - 316.6 and 312.5.  

  ,
, ,

,





  r f in f

f out f in
f p f

H c
T T
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In this equation,  is the ratio of converted species which 
is obtained from the simulation. The Nusselt numbers 
and Sherwood numbers of individual sphere at the time 
moment of 3 second obtained from our simulations are 
listed in Table 5, which correspond well with the 
behaviors of individual sphere contribution in Figure 4. 
The Nusselt number and Sherwood number are computed 
by the following expressions: 
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It should be noted that the negative Nusselt number in the 
following table indicates the heat flux is still flowing 
from the fluid phase to the solid phase.  
 
Table 5: Nusselt numbers and Sherwood numbers of individual 
sphere at the time moment of 3s. 

  Sphere 1 Sphere 2 Sphere 3 

Nu Case 1 12.90 7.67 6.99 
Case 2 13.34 -0.0013 9.21 

Sh Case 1 14.02 8.29 7.59 
Case 2 14.46 0.00 10.01 

 

CONCLUSION AND FUTURE WORK 
In this paper a ghost-cell based immersed boundary 
method is presented for direct numerical simulation of 
coupled heat and mass transfer process in fluid-solid 
systems. In this method, a quadratic interpolation scheme 
is applied and the boundary condition is incorporated into 
the governing equations at the discrete level implicitly. 
Considering an external mass transfer limited exothermal 
reaction proceeding at the sphere surface, the heat and 
mass transport is coupled through the particle 
temperature.  
 
For the case of single sphere unsteady diffusion, the 
temperature rise of the sphere obtained from DNS has a 
good agreement with the value calculated theoretically, 
and the simulation result of particle temperature 
evolution agrees well with the “exact” solution obtained 
from a numerical solution using a standard second-order 
finite difference technique. After that, forced convection 
to a stationary sphere is considered, the steady state 
particle temperature matches the empirical value well 
which is calculated from the mass transfer coefficient and 
heat transfer coefficient. Besides that, the particle 
Sherwood number and Nusselt number obtained from 
DNS are compared with those values given by the well-
known empirical Frössling and Ranz-Marshall 
correlations. In the last simulation, a three-bead reactor is 
studied which is composed of an in-line array of three 
spheres. One case consists only of active spheres while 
the other case assumes the middle sphere is inert. The 
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temperature evolution of individual particle together with 
the cup-average concentration and temperature profiles 
along the flow direction give a detailed description of the 
behavior of the reactor system. The adiabatic temperature 
rise obtained from DNS is in good agreement with the 
value computed from the overall species conversion.  
 
Based on the examples discussed in this work, it is 
evident that DNS models are a powerful tool to obtain 
improved correlations for interfacial transfer which could 
be applied in coarser scale models. The three fluid-solid 
systems presented in this paper serve as good 
verifications for our proposed model of coupled heat and 
mass transfer. Further work related to the extension of the 
current model to random arrays of particles is ongoing, 
where more parameters, such as Reynolds number, 
Damköhler number and solid phase packing density, are 
of high interest.   
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ABSTRACT 
Simulation of multiphase flows is generally treated by 
various classes of Eulerian methods, Lagrangian 
methods, and various combinations of these. In the 
SIMCOFLOW initiative, we have set out to develop a 
framework for simulation of multi-material flows, using 
a Eulerian description. A fundamental part is the 
application of Cartesian grids with cut cells, and with a 
staggered representation of the grid for velocities and 
scalars. The model equations are derived based on formal 
volume and ensemble averaging  (Quintard and 
Whitaker, 1995), (Gray and Lee, 1977) and (Cushman, 
1982). Solid walls or moving solid materials are treated 
in the same manner as any flowing material (fluid, 
deforming material). The interface is characterized by a 
level set or by a 3D surface. In grid cells that are cut by a 
large-scale interface, the stress acting at the cut surface 
can be computed based on the level set or volume 
fractions. The exchange of mass, energy, and momentum 
between continuous fluids (note: walls are also 
considered a continuous fluid) can be estimated using 
wall functions in the case of coarse grids. The methods 
applied to the flow in a general geometry are closely 
related to the FAVOR method (Hirt and Sicilian, 1985) 
and the LS-STAG method (Cheny and Botella, 2010). 
In this paper, we discuss the derivation of the equations 
and the numerical solution strategy needed to handle such 
complex physics within the framework of finite volume 
methods. 
We further discuss briefly the ongoing developments 
such as adaptive gridding and the computational 
framework.   
The results of this work will end up as open source 
software. 

Keywords: Multi-material flows, Cartesian cut-cells, 
staggered grid, volume averaging, dispersed fields, large 
scale interface  

NOMENCLATURE 
Greek Symbols 
α volume fraction 

β interface specific volume fraction (m)  
ρ density (kg/m3) 
ρl intrinsic density of phase l (kg/m3) 

;ˆ k lρ  extensive phase density (kg/m3), ; ;ˆ k l k l
lρ α ρ=  

χp multiphase compressibility factor 
τ viscous stress tensor (Pa) 

Latin Symbols 
A  interfacial area vector (m2) 
A  matrix, defined by Eqs. (55) and (56) 
DU defined by equation (64) 
Fi index set for cell faces of grid cell i 
g   gravity vector (m/s2) 

;
;

k l
m nK  interface friction coefficient between velocity fields 

m;n and k;l 
LSI Large Scale Interface  
n normal vector to interface 
p pressure at end of time step (Pa) 
S generic source term 
∆t time step (s) 
p' pressure correction, p' = p − p0 (Pa) 
T temperature (K) 
T' temperature correction, T' = T − T0 (K) 
u k;l field velocity of phase k, dispersed into phase l (m/s) 
u* defined by equation (53) 

Superscripts 
0 previous time step 
k;l field k, submerged into phase l 

Subscripts 
i multi-index for grid cells, e.g., i = (i,j,k) 
k generic index for grid cell faces 
w wall index 

Other symbols 
 volume averaged 

INTRODUCTION 
In Computational Fluid Dynamics (CFD), a number of 
different technical and scientific elements must play 
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together to create powerful methods that reliably can 
simulate real world behaviour. Multiphase and multi-
material flows are of the most complex flows, and here 
the development of models with predictive power is 
generally lagging behind single phase flow models. An 
exception in the multiphase domain is free surface flows, 
which has shown some impressive developments over 
the last decade.  
In an attempt to answer to challenges in multiphase pipe 
flow, we developed the LedaFlow Q3D model (Laux et 
al., 2007). In this model, multiple coexisting continuous 
and disperse phases can be represented. However, the 
code was tailored for pipe flows and could not readily be 
extended to complex geometries.  The Research Council 
of Norway has now supported further development of 
these concepts through the SIMCOFLOW project. The 
target for this development is to simulate the flow of air, 
oil, and water in an operated oil boom (see Figure 1), 
interacting dynamically with wind, waves and sea 
current. Here we have set out to develop an open source 
CFD code that can handle any moving interface problem, 
using Cartesian grids with local grid refinement. The 
discretization of the governing equations is made on 
staggered grids, where the velocity component cells are 
centred at the faces of the scalar (primary) cell faces. A 
Cartesian Cut-Cell approach is applied to represent the 
immersed boundaries (Cheny and Botella, 2010; Hirt and 
Sicilian, 1985). The justification for working with this 
particular concept is a) relative ease of implementing new 
physical models using finite volumes on a regular mesh, 
b) exploit more accurate interpolation of fluxes, also due 
to grid regularity, c) easy automation of grid generation 
for any geometries using the cut-cell concept, and 
d) staggered mesh provides a tighter pressure-velocity 
coupling than what can be obtained using co-located 
grids. Previously it was unsuccessfully attempted to 
implement the CDP (Compressible Disperse Phase) 
method (Johansen and Laux, 1995) using a co-located 
mesh. Based on that experience, dealing with granular 
flows, it turned out that a staggered arrangement ensured 
positive pressures for all solid fractions, while the co-
located approach generated from time to time negative 
pressures that killed the simulations.  
In this paper, we present a theoretical and numerical 
framework for this development.  To limit the scope of 
this paper, we only discuss discretization on regular 
Cartesian meshes.  However, work is in progress for 
establishing a dynamic mesh structure, based on a graded 

octree representation (i.e., a 2:1 balance so that 
neighbouring cells are at most one level apart in the tree). 
The aim is to apply dynamic grid refinement in regions 
of interest, such as close to walls and to fluid-fluid 
interfaces.  Using local grid refinement in Cartesian 
meshes introduces the additional complexity of hanging 
nodes, i.e., a grid cell may have two (2D) or four (3D) 
neighbouring cells in either coordinate direction, or it 
may be a connected to a neighbour through only half  
(2D) or a quarter (3D) of the neighbour's cell face.   Due 
to space limitations, these additional discretization 
complexities and the actual procedure for dynamic 
refinement are not discussed here. We will focus on the 
model formulations that can allow such complex 
simulations. 

MODEL DESCRIPTION 

Cut-cell approach based on formal volume 
averaging 
In order to handle the complex multiphase flows referred 
to above, we need a mathematical and numerical 
framework that can handle both complex wall geometries 
and fluid-fluid interfaces. An attempt to do so is 
represented by the FAVOR method (Hirt and Sicilian, 
1985). However, in our case we want to extend the 
method to handle multiphase flows with any number of 
dispersed fields and continuous phases, as well as 
moving or stationary solids. 
For the sake of simplicity, in the first part of this paper 
we go through some fundamental concepts looking only 
at single phase flow, extending the method to multiphase 
flow in the latter part. The extension to generic 
multiphase flows is quite straightforward. The only new 
issue that will enter is that the moving fluids and fields 
are coupled through mass, momentum, and energy 
transfer. Stiffness due to these interactions can be 
handled locally in each cell using a fractional step 
approach, which is a very desirable feature for enabling 
good parallel performance of the simulation code. 

Scalar transport 
In order to familiarize ourselves with cut-cell related 
issues we start by investigating the evolution of enthalpy 
in a cut-cell domain. We investigate the conservation of 
enthalpy h where only conduction, convection, and 
simple energy sources Sh are allowed to change the 
enthalpy field. 
It is assumed that the relation between enthalpy and 
temperature is known. Currently we assume that h = CpT. 
Using the generic formalism ((Quintard and Whitaker, 
1995), (Gray and Lee, 1977) and (Cushman, 1982)), a 
very simplified conservation of enthalpy that is sufficient 
to demonstrate the concepts can be expressed as, 

 ( ) ,
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f w f
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where Vf is a fluid volume, Sf is the part of the volume 
surface interfacing a neighbouring fluid volume, and Aw 

Figure 1: Oil boom operated in calm sea. 
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is the part of the volume surface interfacing a 
neighbouring solids region, see Figure 3.  
The first term on the right hand side of Eq. (1) express 
the convection of enthalpy across cell faces, and the 
second term is the mass transfer between wall and fluid.  
RHS terms three and four express thermal conduction 
across the fluid cell boundary and into the solid wall, 
respectively.  The last term is a general volumetric heat 
source. 
The discrete enthalpy equations on a Cartesian grid cell i 
with fluid volume Vf = αf,i ∆Vi becomes, 
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where ∆(αf ρf h)i is the update of enthalpy over a time 
step, F i is the index set for the faces of cell i, and W i  is 
the set of walls embedded in cell i.  Note that we use a 
short-hand notation where the index of all variables 
inside parentheses is indicated on the parentheses itself. 
In Eq. (2), the wall mass transfer term is absorbed into 
the generic source term. It is assumed that the velocity 
field is mass conserving.  We will now discuss the 
implications of Eq. (2) when it comes to handling of the 
cut-cells. 
Firstly, the transient term in Eq. (2)  allows for a change 
in geometry, i.e., the solid fraction αs = 1 − αf  is changing 
between time steps.  
For the convective term, i.e., the first term on the right 
hand side of Eq. (2), it becomes important that we have 
good estimates of the fluid fraction (αf)k at cell 
boundaries. At the cell-face between cells i = (i,j) and 
(i,j+1), the cell-face solid fraction in Figure 2 is clearly 
equal to one. If we compute the cell-face fraction by 
simple averaging, we have a situation where energy will 
flow between the two cells by conduction through the 
fluid phase. This is not acceptable. To avoid this problem, 
we have to introduce the following rules for cell interface 
fractions: 

Rule I 
A cell which is fully loaded by one phase will have that 
all the cell-face fractions of that phase is 1. 

Rule II 
A cell which have one, or more, but not all of the cell-
faces dictated by Rule I will have a special method 
available to compute cell fractions for the remaining cell 
faces. 

The values of the density ρf and enthalpy hf at the cell-
face that are needed to calculate the convective flux, 
 ( ),conv ff f f fhF Aρ α⋅= ∆

kk u n  , (3) 

are interpolated from neighbouring values using any 
preferred interpolation method. We note that the flux 
Fk,conv is to be understood as the time averaged flux over 
the time step. 
Wall treatment: 

The wall flux is the generic transfer of heat between the 
fluid in the cell and the wall. The flux is generally treated 
as,  

( ),wall
, , ,

,

i j i j
f

n

T T
F A T A Aλ λ

δ
−

⋅ ∆ = − ∇ ∆⋅ = − ∆= w

w w w
w

w wnq n   (4) 

Equation (4) can be replaced by wall functions in the case 
of turbulent flows. 
Here λ  is the thermal conductivity, ∆Aw is the actual area 
(Rule III) of the wall cutting through the cell, and δw,n is 
the distance between the wall and the mass centre of the 
cell (Rule IV). 

Rule III 
The heat transfer area ∆Aw of a cell cut by a wall is 
computed by a specific method (not detailed here). 

Rule IV 
The distance between a wall and the cell centre inside the 
fluid part of the cell is computed by a specific method. 
The first version of the method is based on computation 
of the mass centre in the fluid part of the cell and 
computation of the normal distance δw,n between this 
point and the cell-face. 

The fluid conduction flux can be treated in a similar 
manner as for the convective fluxes. An example for the 
x-direction flux at the positive x-cell-face is, 

 ( ) ( ),cond
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x i i j i j
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x
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x T T
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The computations and application of the cell interface 
fractions αf are identical for conduction and convection. 
However, we note that due to Rule IV, the location point 

Figure 2 Cartesian cut cell domain with solid walls 
(blue) and enthalpy in cell (i,j) is hi,j. 
 

Figure 3 Control volume cut by solid. Force , 
acting on the fluid from the wall. 
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for the temperature and enthalpy is moved from the cell 
centre to a new position (red circle in Figure 2). The 
movement of the point will impact the conductive fluxes 
across the neighbouring cell faces. It is therefore 
suggested that the offset of points in the cut cells are 
accounted for in the conductive flux calculations. 
Rule V 
The offset of cell centre points for a fluid in a cut cell is 
used to correct the diffusive exchange fluxes with 
neighbouring fluid cells. 

Mass equations 
According to the formalism (Cushman, 1982; Gray and 
Lee, 1977; Quintard and Whitaker, 1995) the transport 
equation for fluid mass is 

( ) ,

f f w

f f f f f f I f w
V S A

dV dS dS
t

ρ ρ ρ∂
= − ⋅ − − ⋅

∂ ∫ ∫ ∫u n u u n ,  (6) 

Referring again to Figure 3 for definition of Vf, Sf, and 
Aw.  Integrating ρf (x) over the fluid volume Vf we find 
the intrinsic average of the density. The fluid mass per 
volume in a grid cell may then be defined as 
  ( )ˆ 1f Sf fρ α ρ α ρ= = −  ,  (7) 

where αf and αs are the fluid and solids fraction (solid 
wall fraction) respectively, and ρ f = ρ (p,T) is the intrinsic 
density of the fluid phase. 
For a grid cell with volume ∆Vi, we may write the discrete 
mass equation as 
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Note that the term on the right hand side of Eq. (8) may 
represent both a flow (mass source) coming through the 
wall, or any combination with an interface moving with 
velocity u I. 
If the solid (walls, external domain) is stationary the mass 
equation will simplify to, 
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where Si is a generic source term in cell i.  In Figure 4, 
we see a typical staggered grid layout in 2D that is used 
to construct the discretization. 

Momentum equations 
The momentum equation over a fluid volume Vf  may be 
formulated as, 
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For the volume integrals at the top line of Eq. (10), we 
have for grid cell i, where Vf = αf,i∆Vi, that 
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i i igu gu ,  (11) 

where the values ρ̂i and ui on the right hand sides are 
volume averaged magnitudes over Vf, and ρ̂i is defined as 
in Eq. (7). 
For the stress terms, we have that 
 ( ) ( )

f

f
S

fp dS p Aα
∈

 − + ⋅ = − + ⋅ ∆ ∑∫
ik

k
I τ n I τ n

F

  (12) 

and for wall stresses, 
 ( ) ( ), ,)

w

f w f
A

p dS p A− + ⋅ = − ⋅ ∆+∫ w w wI τ n I τ n   (13) 

The advection term becomes 
 ( )

f

f f
S

dS Aρ ρ α
∈

⋅ = ⋅ ∆∑∫
i

k
k

uu n uu n
F

  (14) 

Note that all variables on the right-hand sides of 
Eqs. (12) – (14) are face-averaged values, so that no 
approximations have been made yet. 
To arrive at a discretization of Eq. (10), several 
interesting observations can be made. 
i) The surface averages of pressure in the stress 

terms (12) and (13) can be approximated closely by 
the volume averages. 

ii) For the stress term in Eq. (12), some cell faces may 
have zero fluid fraction (αf,k = 0). The contribution 
from these cell faces will disappear for the pressure 
and the shear stress. 

iii) The wall effect is reintroduced by the stress term in 
Eq. (13). The stress contribution will have to be 
computed based on the surrounding discrete velocity 
values and volume fractions. In addition, the pressure 
contribution here involves only the pressure 
internally in the fluid in the cell, not a pressure behind 
the interface. As a consequence of ii) and iii) there 
will be no fluid pressure (and no need for it) in a cell 
which is fully solid. 

iv) The transfer term  

  
( ) ,

w

I f w
A

dSρ − ⋅∫ u u u n
  

will only have values for the case where mass is 
entering or leaving through the wall face. In the case 
of an inert wall surface, moving through space, we 
will have zero contribution from this term. This 
applies to typical fluid-structure interaction cases.  

Treatment of wall boundary conditions 

In Figure 3 we see the wall shear force wF


 acting on the 
fluid in the volume Vf. The shear force acts in the 
direction of the fluid velocity, tangential to the wall.  The 
wall may have any velocity uw. First we need the relative 
velocity between the fluid and the wall, tangential to the 

Figure 4 Staggered grid layout in 2D 
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wall. The relative velocity vector ∆u between the fluid 
and the wall is, 
  ∆ = − wu u u  (15)  
so that the relative velocity normal to the wall is, 
  ( )n∆ = − ⋅  wu u u n n  (16) 

where n is the unit vector normal to the wall. The relative 
velocity tangential to the wall is then, 
  [ ]t n∆ = ∆ − ∆ = ∆ − ∆ ⋅u u u u u n n  (17) 
The unit normal vector for the relative flow, parallel to 
the wall in now, 

   [ ]
[ ]

t
t

t

∆ − ∆ ⋅∆
= =

∆ ∆ − ∆ ⋅
u u n nun

u u u n n
 (18) 

The force acting on the fluid at a wall will be in the 
direction of nt and can be given as, 
  w w wF Aτ= − tn



 (19) 
The wall force decomposed into each Cartesian 
coordinate direction can now be written as, 

  
,

,

,

w x w w

w y w w y

w z w w z

F A

F A

F A

τ

τ

τ

= − ⋅

= − ⋅

= − ⋅

t x

t

t

n e

n e

n e
 (20) 

In the case of no flow, a tangential vector is easily 
computed from the cross product of any of base vectors 
which are not parallel with the normal vector. 
For the stability of a numerical implementation without 
having to excessively limit the time step size, it is critical 
to linearize the wall stress in velocity for use in an 
implicit scheme for the viscous terms.  This is done in the 
following (example for Cartesian x-direction). The wall 
stress is Taylor-expanded in the required direction, here 
x-direction,  

  ( )0 0
, ,

,

0

w t
w w t x t x

t t x

u u
u

τ
τ τ

 ∂ ∂ ∆
≈ + ∆ − ∆  ∂ ∆ ∂∆ 

u
u

 (21) 

We use the wall function concept, stating that, 
  ( ) ( )t y u u yτ

+ +∆ =u , (22) 

where uτ is the friction velocity, u+ the velocity 
normalized by the friction velocity, and y+ the normalized 
wall distance.  Eq. (22) is equivalent to, 

  
2

2 ( )
( )
t

w

y
u

u yττ ρ ρ + +

 ∆ 
= =  

 

u
 (23) 

Using (23) in (21) we have that, 

  ( )
0

0 , 0
, ,

2 t xw
w w t x t x

t t

u
u u

τ
τ τ

 ∆ ≈ + ∆ − ∆ ∆ ∆  u u
 (24) 

We may now write the viscous stress, linearized in the 
fluid and wall velocities in the x-direction, as 

  ( )

( )

0
0 , 0

,

0

,
,

,

2

2

A

t xw
w w t x

t t

t xw
x w x

t t

A x w x

u
u

u
u u

u u

τ

χ

τ
τ τ

τ

τ χ

 ∆ ≈ − ∆ ∆ ∆  

 ∆ + − ∆ ∆  

= + −

u u

u u





 (25) 

The x-direction force can in turn be written as 

 ( ), , , ,w x A t x t x x wxw wA AF n n u uτ χ= − − ∆−∆  (26) 

Test: Flow parallel to wall. ny = 1, nt,x = 1, uw = 0.0 m/s: 

  


0
0 2

A

w
w w x

t

u
τ

χ

τ
τ τ

  ≈ − +  ∆  u


 (27) 

The resulting force is: 

  
0

0
, 0

2 w
w x w x

t
wF u A

τ
τ

 
 = −
 ∆

∆
u

 (28) 

This result is as expected. Note that due to the properties 

of Eq. (23), the linearization factor becomes 
0

0

2 w

t

τ

∆u
 and 

not 
0

0
w

t

τ

∆u
 ! 

MULTIPHASE FLOW EQUATIONS 
We now introduce multiple phases and the fields used to 
represent them (Laux et al., 2007). We use notation αk;l 
to tell that this is the volume fraction of a field with index 
k that is submerged in a phase l. The continuous field for 
phase l is denoted as αl;l. The field velocity is uk;l, and 
accordingly the continuous phase velocity is ul;l. 
In order to support the functionality that only some fields 
are active in various parts of the solution domain, we may 
apply a field indicator ; ,k lϒ where 

  ; 1 if field  in phase  exists
0 if field  in phase  is non-existing

k l k l
k l


ϒ = 


, (29) 

For convenience, in the computer code we may attach 
string tables to the indices, where the entries in the table 
could be, e.g., ["gas","oil","water","sand","wall_1"].  
The pair (k;l) = (1;2) would then refer to dispersed gas in 
the oil phase. In this notation, k = l represents the case 
where the field is the continuous phase.  I.e., in our 
example, all fields carried by the continuous water phase 
are represented by αk;3, continuous water is α3;3, gas 
bubbles in water is α1;3, and sand particles in water is α4;3. 
Since sand cannot be a continuous phase, we will have 
that 4;4 0ϒ = , and accordingly α4;4 do not exist. In this 
example, we have only one wall type, represented by wall 
fraction α5;5, and where 5;5 1ϒ = and 5;5 0i<ϒ = . 

Figure 5 Control volume V, containing field k, cut 
by solid (or fluid-fluid interface), and by dispersed 
fields m. 
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Note also that the total number of fields in our system is 
given by 

  
phases phases

;

1
f

1
ields

N N
k l

l k
N

= =

= ϒ∑ ∑   (30) 

Special interface notation 
For interfaces, we will use a special notation which 
handle the precise situation. We use the following 
notation, exemplified by the interfacial area: 

  ; ;k m m mA ↑    
Here the area is represented at the interface between field 
k submerged into phase m (k;m) and the continuous field 
(m;m). For dispersed fields, we may use the shortcut 

;; ; k mk m m mA A↑ ≡  without loss of generality. However, for 
continuous fields, having an interface between (k;k) and 
(m;m) we have to apply ; ;k k m mA ↑  since ;; ; k mk k m mA A↑ ≠ . 

Multiphase mass equations 
To arrive at the formal transport equation for mass we, as 
for single phase above, use the formalism provided in 
((Quintard and Whitaker, 1995), (Gray and Lee, 1977) 
and (Cushman, 1982)). The transport equation for the 
mass of a field k, submerged in continuous phase m, can 
then be formulated as, 

( ) ( )

( )

;

; ;

; ;

; ; ; ;

; ;
, ; ; ; ;

 k is dispersed in m

; ;
, ; ; ; ;

1

 j is dispersed in m

1

k m
k

k m m m

m m j m

k m k m k m k m

SV

k m k m
km I k m m m k m m m

A

L
m m m m

km I m m j m m m j m
j A

dV dS
t

dS

dS

ρ ρ

δ ρ

δ ρ

↑

↑

↑ ↑

↑ ↑
=

∂
= − ⋅

∂

− − − ⋅

− − ⋅

∫ ∫

∫

∑ ∫

u n

u u n

u u n



 

 (31) 

Here the summation over j includes all dispersed fields 
present in the control volume.  The Kronecker delta 

  
0 if 
1 if km

k m
k m

δ
≠

=  =
  (32) 

is introduced to select the correct form of the equations 
for continuous phases and non-continuous phases.   The 
first term on the right-hand side of Eq. (31) accounts for 
mass leaving or entering the control volume.  The two 
other terms correspond to mass transfer terms and will be 
non-zero only if the fluid velocity is different from the 
interface velocity.   
In general, all walls are treated as a phase or field which 
is stationary or moving. In this way, there is no difference 
in the treatment of fluid-fluid, fluid-solid, or solid-solid 
interfaces. This will allow for any dynamics of the 
"solids".  
Areas, volumes, and vectors are handled as discussed in 
the single-phase section and as explained in Figure 5, 
which sketches a typical multiphase situation. In Figure 
5, the field marked as "wall" could be any continuous 
field, represented by a volume fraction αk;k and a 
velocity uk;k. The dispersed field denoted m could be a 
collection of different fields.   
The mass transfer terms in Eq. (31) involves sub-grid 
velocities, and will typically be modelled by source terms 
that will be specific to different mechanisms for mass 
transfer.  For the discussion in this paper, we introduce a 

generic volumetric source term Sk;m to represent these 
models for net mass transfer into field (k;m).  
When we now integrate over the fluid volume V k;m we 
find the intrinsic average of the density. Using αk;m as 
field fraction of the control volume, the field mass per 
volume in the complete control volume is 

   
; ; ;ˆ k m k m k mρ α ρ= . 

Here, ρ k;m(p,T) is the intrinsic density of the field phase, 
or rather of the phase labelled k since the fields represent 
subsets of all mass there is of a phase, where the 
thermodynamic properties, such as density, belongs to 
the phase. 
The mass equation for the field (k;m) on a Cartesian grid 
cell with index i can now be written as, 

 ( ); ,
;

;ˆ
ˆ k m k m

k m
k mV A S V

t
ρ

ρ
∈

∂
∆ + ⋅ ∆ = ∆

∂ ∑
i

i
i i ik

k
u n

F

  (33) 

where ;ˆ k mρi  is mass per volume in the cell, the values of
ρ̂ and u ∙ n in the parenthesis under the sum are average 
values over the cell faces, and n is the outward unit 
normal at the cell face. 

Volume constraint 
For multiphase flows, we get an algebraic constraint for 
volume that has to be fulfilled. It is stating that the sum 
of the volume occupied by all fields must equal the total 
available volume.  I.e., the volume fractions have to fulfil 
the condition, 

 
phases phases

;m ;m

1 1
1

N N
k k

m k
α

= =

ϒ =∑ ∑  (34) 

Note that we have used the field indicator (29) to exclude 
fields that are not present in the model.  At this stage we 
note that we in Eq. (34) have a total of Nphases different 
phases and types of walls, where these may have different 
appearances, but they are each represented by a field. 

Multiphase momentum equations 

Dispersed fields and single continuous fields in a grid cell 

By following the suggestions above we arrive at the 
following momentum equation for a field k;l. The field 
k;l may be a continuous field containing other dispersed 
fields or a dispersed field submerged into a continuous 
filed. At this point we do not consider multiple 
continuous fields with-in a single grid cell. In addition, 
the considered flow is laminar. Turbulence may later be 
introduced by one more layer of ensemble averaging of 
the model equations.  
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1
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A

k l

L
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kl I l l j l l l j l
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↑
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=

− − − ⋅
∆
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∆

∫

∑ ∫

u u u n
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 l


(35) 

Here we again have used the Kronecker delta δkl to 
distinguish between dispersed and continuous fields. ∆V 
is the size of the control volume in which the areas ; ;k l l lA ↑

 

and ; ;l l j lA ↑  are defined. The LHS terms represent transient 

variation, stresses due to sub-cell mixing and convection. 
The RHS terms are external forces (gravity), fluid 
pressure and viscous stress, the two next groups of terms 
contain hydrodynamic drag and dispersion due to sub-
volume mixing, and the last two groups of terms are 
momentum exchange due to mass transfer. 
Extension to multiple continuous fields within a grid cell 

Based on the generic averaging theorems ((Quintard and 
Whitaker, 1995), (Gray and Lee, 1977) and (Cushman, 
1982)), the momentum equation for a continuous field is 
written as 

( )

( )

( )

; ; ;

; ;

; ;

; ; ; ; ; ;

; ;
; ;

All dispersed 
fields k;l in l;l

; ;
; ;

All continuous fields m;m,
interacting with l;l

l l l l l l

k l l l

m m l l

l l l l l l l l l l l l

V V S

l l l l
k l l l

A

l l l l
m m l l

A

LS

dV dV p dS
t

p dS

p dS

ρ ρ

↑

↑

↑

↑

∂
= + − + ⋅

∂

− − + ⋅

− − + ⋅

∫ ∫ ∫

∑ ∫

∑ ∫

u g I τ n

I τ n

I τ n

( )
;

; ;

_

; ; ; ;

; ; ;
, ; ; ; ;

All other fields 
inside volume

l l

k l l l

I wall

l l l l l l l l

S

k l k l k l
I k l l l l l k l

A

dS

dS

ρ

ρ
↑

↑ ↑

− ⋅

− − ⋅

∫

∑ ∫

u u n

u u u n



(36) 

All terms in Eq. (36) except one has been introduced 
through Eq. (35). The new term is marked with LSI_wall 
and represents the force acting at the large scale interface 
between two continuous fields. Shear and normal stresses 
at solid walls or LSIs are handled by this term, as these 
are stresses and pressures resolved on the scale of the 
control volume ∆V. 
For now disregarding the interfacial pressure difference 
due to curvature, we may drop the pressure contributions 
acting inside the grid cell and assume that all phases share 
the same pressure. This simplification may lead to 
problems in certain cases and will be analysed at a later 
stage. At the LSI, as well as at solid walls, the jump 
condition for mass flow normal to the interface must 
always be fulfilled. 

By application of the method discussed under the section 
"Treatment of wall boundary conditions" we may write 
the tangential LSI exchange force as 

( )
; ;

; ;
; ; ; ; ; ; ; ;; ;

m m l l

l l l l
m m l l m m l l m m l l m m l lm m l l

A

dS S
↑

↑ ↑ ↑ ↑↑
⋅ ⋅ ∆∫ τ n τ n

 (37) 

This may further be linearized in the velocities; take for 
example the x-velocity component (ref. Eq. (26)), being 
expressed as 
 ( ), , , ,; ; ; ;w x A t x t x x LSI xm m l l m m l lF n S n u u Sτ χ↑ ↑= − ∆ − − ∆ , (38) 
which we generalize to 

  
( )

( )

;
; ; ; ;; ;

;
; ; ; ; ; ;

l l
m m l l m m l lm m l l

l l
m m l l m m l l m m l l

S↑ ↑↑

↑ ↑ ↑

⋅ ∆ =

Θ + Φ −

τ n

u u
 (39) 

The coefficients ; ;m m l l↑Θ  and ; ;m m l l↑Φ  are defined by 
Eqs. (20) - (26). We may further note that for a solid wall, 
in Eq. (39) we will use um;m as the wall velocity. If the 
interface is moving, we must consider Newton's 3rd law. 
For each interface, we have the relation, 
( ) ( )

( )
( )

; ;
; ; ; ; ; ; ; ;; ; ; ;

;
; ; ; ; ; ;

;
; ; ; ; ; ;

                                     

l l m m
m m l l m m l l l l m m l l m mm m l l l l m m

l l
m m l l m m l l m m l l

m m
l l m m l l m m m m l l

S S↑ ↑ ↑ ↑↑ ↑

↑ ↑ ↑

↑ ↑ ↑

⋅ ∆ = ⋅ ∆

Θ + Φ − =

Θ + Φ −

τ n τ n

u u

u u



 (40) 

which couples the two continuous fields over the 
interface. 
As a result of Eq. (40), we obtain the interface velocity: 

( )
( )

; ;
; ; ; ; ; ; ; ;

; ;
; ; ; ;

m m l l
m m l l l l m m l l m m m m l l

m m l l
l l m m m m l l

↑ ↑ ↑ ↑

↑

↑ ↑

Θ − Θ + Φ − Φ
=

Φ − Φ

u u
u  (41) 

And, finally, for the exchange force, we get, 
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;
; ; ; ;; ;

; ; ; ; ; ; ; ;

; ; ; ;

; ; ; ; ; ;

; ; ; ;

l l
m m l l m m l lm m l l

l l m m m m l l m m l l l l m m

l l m m m m l l

m m l l l l m m m m l l

l l m m m m l l

S↑ ↑↑
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↑ ↑

↑ ↑

↑ ↑

⋅ ∆ =

 Φ Θ − Φ Θ
  Φ − Φ 
 Φ Φ

+ −  Φ − Φ 

τ n

u u

 (42) 

The suggested method is ready for application of wall 
functions since the quantities entering into Eq. (38), like 
nt,x, τA, and χ are readily computed from wall functions. 
As a result, the LSI forces acting on the field k;l is given 
by, 

 ( )( ); ;
; ; ; ;

All continuous fields m;m,
interacting with l;l

m m l l
kl l l m m l l m mδ ψ ϑ↑ ↑+ −∑ u u , (43) 

where the coefficients are given by, 

; ; ; ; ; ; ; ;
; ; ; ;

; ; ; ;

; ; ; ;
; ; ; ;

; ; ; ;

l l m m m m l l m m l l l l m m
l l m m m m l l

l l m m m m l l

m m l l l l m m
l l m m m m l l

l l m m m m l l

ψ ψ

ϑ ϑ

↑ ↑ ↑ ↑
↑ ↑

↑ ↑

↑ ↑
↑ ↑

↑ ↑

 Φ Θ − Φ Θ
= =   Φ − Φ 

 Φ Φ
= =   Φ − Φ 

   (44) 

Simplified model equations 
Here we neglect molecular and mechanical mass transfer. 
Then the mass conservation equation (33) becomes: 

 ( )
;ˆ

ˆ 0
k m

V A
t
ρ

ρ
∈

∂
∆ + ⋅ ∆ =

∂ ∑
i

i
i k

k
u n

F

  (45) 

Similarly, the momentum equation in (35) is written 
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with l;l

∑

 (46) 

Here, the last term contains all the large-scale interfaces 
(LSI) and fluid-solid wall stresses. This will work fine as 
long at the interface are located away from cell 
boundaries. For LSIs adjacent of coinciding with a cell 
boundary (will not be very frequent), the LSI exchange 
force will have to be modified. In the normal case, the 
exchange force in the Cartesian x-direction may look 
like: 

  ( )( ); ; ; ;
; ; ; ; ( )m m l l m m l l

x L L L Ll l m m l l m m A B u uψ ϑ↑ ↑+ − = + −u u e  (47) 

The index L is here the cell index. However, if the LSI is 
very close to the cell face L-LYM (LYM is neighbour on 
y− side of the cell face) we will have to replace (47) with: 

( )( ); ; ; ;
; ; ; ; ( )m m l l m m l l

x L L LYM Ll l m m l l m m A B u uψ ϑ↑ ↑+ − = + −u u e    (48) 

In this case the computational stencil is slightly changed, 
as we have momentum exchange between two different 
fluids in two neighbouring computational cells.  
We note that here the mixing stress term 

( ); ; ; ;k l k l k l k l
subα ρ∇ ⋅ Γ ∇u  is simplified for the discussion 

purpose. 

NUMERICAL DISCRETIZATION 

Momentum equations 
The momentum equation, disregarding mass transfer 
(Eq.(46)), may be reformulated into 
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where the source term, assumed to be treated fully 
explicit, is given by: 
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The terms of type K 
k;l

 (ul;l
 − uk;l) and K 

j;l
 (uj;l

 − ul;l) denotes 
friction between fields, and where we in the latter case 
sum over all fields j, dispersed in k = l. 
As long as we can provide sub-models for the large-scale 
interface friction we may simulate any fluid-fluid, or 
fluid-solid system, allowing both direct simulations and 
more coarse-grained simulation possibilities. 
The semi-discretized momentum equation for k in l now 
reads: 
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The drag force in (51) has been generalized by: 
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We may note that 
;
;

k l
m nK  is defined by equations (47) and 

(52). For now we have not included the special cases for 
the LSI or wall perfectly aligned with the computational 
cell face, here represented by Eq. (48).  
Similar to how we proceed for single phase flow, we first 
do a predictor step where we use explicit operators for all 
terms except for diffusion terms, which are solved 
implicitly.  I.e., we use the momentum equation on the 
form,  

 

( ) ( )

 ( )

*, ; 0, ;
0, ;

0, ; 0, ; 0, ; 0, ; 0, ; 0, ;

0, ; 0 0, ; ; *

; ; *, ;

; 0, ; 0, ; 0, ;
;

;

ˆ

ˆ ˆ

( )

ˆ

k l k l
k l i i

k l k l k l k l k l k l
j i i j

j j

k l k l k l
ji

i j

k l k l k l
sub i

j j

k l m n k l k l
m n i i i

m n

u u
t

u u u u
x x

p
x x

u
x x

K u u S

ρ

ρ ρ

α α τ

ρ

−
∆
∂ ∂

+ −
∂ ∂

∂ ∂
= − +

∂ ∂

 ∂ ∂
+ Γ  ∂ ∂ 

+ − +∑

u  (53) 

As external forces, friction, stress and pressure gradient 
balance out by large, the explicit friction term is included.  
By subtracting (53) from (51) we obtain: 
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The crossed-out terms are neglected at this stage of the 
algorithm following the reasoning behind the fractional 
step approach, i.e., the diffusion terms are completed in 
the predictor step, and do not carry over to the corrector 
step.   This essentially introduces a first order error in 
time, however, for most practical purposes it performs 
almost as well a second order methods (LeVeque, 2007). 
When neglecting the crossed-out term in equation (54) 
we find that: 
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Here we assume the summing convention for the terms 
involving ;

;
k l
m nK . We recognize that Eq. (55) may be 

written on matrix form as  
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So the solution for the velocities may be written as, 

 1 1

i

pt
x

− − ′∂
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∂
u A b A a  (59) 

Note that since we have used an explicit operator for the 
convective terms, and used the fractional step approach 
for diffusion terms, the matrix A only couples terms 
within a single grid cell.  In a two-phase flow with 4 fields 
A is a 4×4 matrix, in three-phase flows we have a 9×9 
matrix.  If we had carried over the implicit diffusion 
operator from the predictor step, or used an implicit 
scheme for convection, the matrix A would also need to 
couple to the neighbouring cells, which we want to avoid. 
I.e., in the present approach, except for the diffusion 
operators of the predictor, there is no need for solving 
global matrices, which is a large benefit in terms of 
potential for achieving good parallel performance of the 
simulation code. 
The main reason why we do not treat all terms explicitly, 
and dispose of the coupling matrix A altogether is that 
the terms coupling the field velocities within a cell can be 

quite stiff.  Linearizing and coupling through the matrix 
A has been seen to be sufficient for stability.  

Obtaining a pressure equation 
To derive an equation for pressure, we use the volume 
constraint given in Eq. (34), which we may restate in 
terms of field masses ;ˆ k mρ  and densities ρk;m as 
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Note that Eq. (60) is also valid for single phase Nphases=1, 
where it will express that the density transported by the 
mass equation must equal the density determined by the 
equation of state.   
The same is true for multiphase.  Eq. (60) states that the 
cell masses must satisfy the thermodynamic relations so 
that the cell volume is exactly filled.  Conceptually, in the 
corrector step of the algorithm we want to find a pressure 
that projects the solution onto the volume conserving 
manifold. 
We start out by substituting for the masses from the 
solution of the mass equation (33).  The mass equation 
can be reformulated as, 
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where masses are explicit and velocities implicit in the 
convection term.  We want to use an explicit scheme for 
masses to keep numerical diffusion low, but we need the 
implicit velocities since they will be adjusted by the 
pressure, allowing for a volume consistent solution.  
Now defining, 
  ** 1 **and− ′= = −u A b u u u   (62) 
we may rewrite Eq. (59) as, 
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which we on component form write as, 
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where ;k m
iDU  is the element in the vector preceding the 

pressure gradient in Eq. (63) that correspond to the 
velocity ;k m

iu .  For the velocities normal to the cell faces 
in Eq. (61), we may then write 
  ( )**; ; ;k m k m k mDU p′⋅ = ⋅ − ∇ ⋅u n u n n .  (65) 

Further, defining a predicted field mass as, 
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we may write the mass equation (61) as 
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Substituting Eq. (67) into the volume constraint, we get 
the pressure equation 
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where we recognize the right-hand side of the equation 
as the volume error in the predicted masses.  We have not 
discussed the details of the discretization of the gradient 
of the pressure correction, but essentially, the left hand 
side of Eq. (68) will be a weighed discrete Laplace 
operator for the pressure correction.   
Note that for constant densities, Eq. (68) is a linear 
equation for pressure, i.e., after solving the equation we 
will get a velocity field and masses that exactly satisfies 
the volume constraint. 
However, generally the density will be a function of 
pressure.  I.e., taking the thermodynamics into account 
makes Eq. (68) non-linear, and we may need to iterate on 
the pressure equation to satisfy the volume constraint to 
some specified tolerance.   To improve convergence, we 
linearize the equation in pressure, essentially getting a 
Newton iteration for pressure.  Experience shows that 
this iteration indeed exhibit quadratic convergence.  Note 
also that we iterate only on the pressure equation, only 
updating density, velocities, and masses ( )**;ˆ k mρi  between 
each iteration. 
Linearizing the pressure equation in pressure, we get, 
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where χp is the multiphase compressibility factor, 
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Finally, we may note that since the updated velocities are 
always inserted into Eq. (61), mass will always be 
conserved.  The error we may have is a deviation from 
the volume constraint.  However, since the volume error 
is the driving term at right hand side of Eq. (69), and it is 
at all time based on the latest estimate of cell masses,  the 
solution will always relax towards the solution manifold 
where the volume constraint is satisfied. 

The solution procedure 
1) Prediction of extensive densities, by Eq. (66). 
2) A first prediction of the phase velocities, Eq. (53). 

Here the stress terms are treated implicitly. 
3) Establishing the momentum exchange matrix 

coefficients, equation (55) and (56), for the final 
momentum equation. 

4) Computing inverse of the A matrix for each grid cell, 
Eq. (56). 

5) Establish the coefficients in the relation between 
final velocity and pressure update gradient, Eq. (64) 

6) By using the pressure correction (update) 
equation (69), compute the pressure correction 
p' = p − p0. 

7) Update pressures. 
8) Update all field velocities, Eq. (65). 
9) Update extensive phase densities, Eq. (67). 
10) Update thermodynamic properties, in particular 

densities, based on new pressures (and temperatures 
if the energy equation is solved for). 

11) Recalculate the right-hand side of the pressure 
equation (69) using new extensive densities and field 
densities, i.e., calculate the volume error for the 
solution. 

12) If the volume error is greater than some tolerance, go 
to 6). 

13) Advance to next time step  

Note that no iterations are needed, except possibly for the 
pressure equation to reduce volume error.  Our 
preliminary testing indicates, however, that most of the 
time no iterations are needed.  Further, the iterations 
exhibit quadratic convergence, so only one or maybe two 
iterations are always sufficient. 

DISCUSSION 
The method described above has this far only been 
implemented and validated for single phase, including 
moving walls. In these laminar flow test cases good 
results have been obtained, and will be presented in a 
separate publication (Dang, S. T. et al., 2017). In the 
general case of multiple moving materials we need a 
reliable method to compute interface propagation and at 
the same time provide the geometric information needed 
to handle the flow in the cut cells. The most promising 
strategy here seems to be the level-Set-VOF method 
(Chakraborty et al., 2013). As probably noted by the 
reader, the discretization schemes for convection has not 
been discussed in detail. SIMCOFLOW will however be 
open to plugging in any scheme which is supported by 
the code infrastructure. In the case of an octree grid we 
may not allow the use of large grid stencils for 
interpolation.  
The method proposed herein will not need gridding in the 
way we normally do. The entire geometry is placed inside 
a cube and a regular Cartesian grid is established based 
on a surface geometry file (STL format). Based on this a 
level set function is established, describing the initial 
geometry.  
Adaptive grid refinement is being allowed, using an 
octree grid arrangement. However, the code may run with 
or without adaptive grids. An important design element 
here is that all the moving interfaces will be on the same 
grid level during one time step to facilitate high accuracy 
and ease of implementation of boundary and interface 
phenomena. 
The SIMCOFLOW code is being designed for parallel 
execution. 
The results of this work will be published under a GNU 
Open Source licence. 

CONCLUSIONS  
A method to simulate generic multi material flows in a 
Cartesian framework, using a staggered grid 
arrangement, is proposed. 
The method is using Cartesian cut-cells, where the 
volume fractions in grid cells, or the value of the level set 
function, describe the positions of the materials inside the 
system. 
The method is capable of simulating any number of 
flowing fluids, containing dispersed fields. Here the 
dispersed fields may be entrained from or deposit on the 
large scale interfaces. 
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The proposed method allows to use detailed boundary 
conditions, for all fields represented, at the large scale 
interfaces. 
Introduction of floating objects such as boys and vessels 
will be easy to integrate if these are described by a level 
set function. 
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ABSTRACT 
Simulation of multiphase flows are generally treated by various 
classes of Eulerian methods, Lagrangian methods and various 
combinations of these. In the SIMCOFLOW initiative we have 
set out to develop a framework for simulation of multi-material 
flows, using an Eulerian description. A fundamental part is the 
application of Cartesian grids with cut cells, and with a 
staggered representation of the grid for velocities and scalars. 
The model equations are derived based on formal volume and 
ensemble averaging (Gray and Lee, 1977; Quintard and 
Whitaker, 1995; Cushman, 1982). Solid walls or moving solid 
materials are treated in the same manner as any flowing material 
(fluid, deforming material). The interface is characterized by a 
level set or by a 3D surface. In grid cells which are cut with a 
large scale interface the stress acting at the cut surface can be 
computed based on the level set or volume fractions. The 
exchange of mass, energy and momentum between continuous 
fluids (note: walls are also considered a continuous fluid) can 
be estimated by wall functions in the case of coarse grids. The 
methods applied to the flow in a general geometry is closely 
related to the FAVOR method (Hirt and Sicilian, 1985), the 
LSSTAG method (Cheny and Botella, 2010) and the cut-cell 
method of (Kirkpatrick et al., 2003). In this paper we present 
the derived equations and applications of the method to a single 
phase two-dimensional flow, and where solid walls are treated 
as a non-moving secondary phase. Simulations are performed 
for flow over a cylinder in crossflow. Simulation results are 
compared with experiments from literature. The results are 
discussed and critical issues are pointed out. 

Keywords: CFD, Cartesian grid, Cut-Cell, immersed 
boundary method, Level-set.  

NOMENCLATURE 
Greek Symbols 

c  cell fraction 
f  face fraction  

   density (kg/m3) 
   intrinsic density (kg/m3) 
̂  extensive phase density (kg/m3), ˆ c    
   viscous stress term (Pa) 
 
Latin Symbols 
G  total external force (N/m3) 
p  pressure at end of time step (Pa) 
Se  source term 

t   time step (s) 
p' 0'p p p    

n,N  normal vector    
V     cell volume 
A     cell face area 

h   distance from velocity location to the wall    
U    velocity component 
u     the volume averaged velocity vector    

i   grid spacing  
Superscripts 
0    previous time step 
c    cell 
f     face 
S    solid 
F    fluid 
w   wall 
b    boundary 
e    eastern face 
w   western face 
n    northern face 
P    present cell 
E    eastern cell 
N   northern cell  

INTRODUCTION 
Simulating multiphase and multi-material flows are 
among the most challenging topics of computational 
fluid dynamic. It is not only because of the presence of 
numerous phases or materials but also due to the 
difficulty of interface treatment. Therefore, in order to 
model accurately the physical interactions between 
phases or materials, it is crucial to predict accurately the 
flow fields in the regions which are close to interfaces. In 
recent years, among many approaches, the immersed 
boundary method (IBM) is increasingly used in many 
applications to handle the coupling between materials 
such as in fluid-structure interactions (Ng et al., 2009; 
Schneiders et al., 2016) or two-phase flow (Lauer et al., 
2012; Schwarz et al., 2016). In this method, the Cartesian 
grid is used for the whole domain, and where 
conventional numerical method can be applied for almost 
the entire flow field except for those cells which are near 
the boundary. Based on how the boundary condition on 
the immersed surface is imposed, the IBM may be 
classified into the continuous forcing method, the 
discrete forcing method and sharp interface method 
(Mittal and Iaccarino, 2005). Belonging to sharp 
interface method, the cut-cell finite volume approach is 
widely used due to the strict conservation of mass and 
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momentum which is crucial in prediction of multiphase 
flows. Moreover, in this approach, the accurate local 
boundary condition is used to calculate fluxes across the 
cell face. Therefore, the cut-cell method is preferred and 
applied by several research groups (Bouchon et al., 2012;  
Cheny and Botella, 2010; Hirt and Sicilian, 1985; 
Kirkpatrick et al., 2003). Following the same approach, 
our code is designed to use a staggered grid 
representation and Cartesian Cut-Cell method 
(Kirkpatrick et al., 2003) to represent the immersed 
boundaries. In this paper, the continuity and momentum 
equations are derived by using a formal volume 
averaging method. In addition, the level-set function is 
applied to calculate the face and volume fractions. 
It should be noted that we are now developing a dynamic 
grid structure, based on an octree representation. Hence, 
we will apply dynamic grid refinement in regions of 
interest, such at close to walls and fluid-fluid interfaces. 
This part will not be discussed herein as we will 
concentrate of the model formulations which can allow 
such complex simulations. 

MODEL DESCRIPTION 
 
The model equations are derived based on formal volume 
and ensemble averaging (Gray and Lee, 1977; Quintard 
and Whitaker, 1995; Cushman, 1982). The application of 
the formal volume averaging is not critical for this paper. 
An importance element is however that based on volume 
fractions, accurate boundary positions can be located and 
correct boundary conditions can be applied at internal as 
well as external boundaries. However, when we later 
extend our cut cell method to complex multiphase flows, 
the usefulness of formal volume averaging will become 
clearer. This will be presented in a companion paper at 
CFD2017. 

Mass equations 
According to the formalism (Cushman, 1982; Gray and 
Lee, 1977; Quintard and Whitaker, 1995) the transport 
equation for the mass is: 

  ,
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Here wall areas F ,wA , fluid volumes FV  and normal 
vectors Fn are explained in Figure 1. When we integrate 
over the fluid volume FV we find the intrinsic average of 
the density. Using c

F  as fluid fraction of the control 
volume the fluid mass per volume in the complete control 
volume is  ˆ 1c c

F F S F       . Here c
S is the solids 

fraction (solid wall fraction) and 1c c
F S   , and where 

( , )F p T  is the intrinsic density of the fluid phase. 
In Figure 2 we see a typical staggered grid layout in 2D. 
While the location of pressure is unchanged for both 
standard cell and boundary cell, the location of velocity 
is located at the face centre of pressure cell.   
The discrete mass equation can now be represented by: 
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Where,  u u nI F ,w wSe .A     

The quantities , ; ,
f

F u i j  and , ; ,
f

F v i j  are computed from the 
level-set function. The simplest and first approach is: 
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Figure 2. Staggered grid layout in 2D 

Momentum equations 
Similarly, the momentum equation reads: 
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The volume integrals are first evaluated,
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Figure 1. Control volume cut by solid 
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From equation (5) we see several interesting 
consequences: 
i) The pressures gradient in term c

F V p   I  is 
represented by the volume averages, which can be 
approximated by the difference of two adjacent pressure 
cell (which cell centre remains unchanged).  

ii) In term
SF

f f
F F A τ n , some cell faces have a zero fluid 

fraction ( 0f
F  ). The contribution from these cell faces 

will disappear for the shear stress. 
iii) The wall effect is reintroduced by the term ,F w wAτ n . 
The stress contribution will have to be computed based 
on the surrounding velocities. 
iv) The transfer term   ,

w

I f w
A

dS   u u u n  will only have 

values for the case where mass is entering/leaving 
through the wall face. In the case of an inert wall surface, 
moving through space, we will have zero contribution 
from this term. This applies to typical fluid-structure 
interaction cases.  

Treatment of wall boundary conditions 

 
 
 

 

 

 

 

In Figure 3 we see the wall shear force wF  acting on the 
fluid in the volume FV . The shear force acts in the 
direction of the fluid velocity, tangential to the wall. The 
wall may have any velocity wu . First we need the relative 
velocity between the fluid and the wall, tangential to the 
wall. The relative velocity between fluid and wall is 
represented by: 
   wU u u                            (6)  
The force acting on the fluid in a wall cell is now given 
by: 

w w wF A  tn                    (7) 
The wall force decomposed into each direction follows: 
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Numerical implementation 
The implementation can follow the general method for 
doing multiphase flows.  However, for simplicity we start 
with single phase compressible flows. 
The semi discretized momentum equation for momentum 
in Cartesian direction i reads: 
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We next do the first fractional step for the momentum 
equation, solving for the temporary velocity *

iU : 
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In this first step we solved implicitly for the viscous 
stresses (turbulent stresses are straight forward, can 
easily be included later). In next step, by subtracting 
equation (11) from equation (10), we obtain: 
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We should note that f
F  is the cell-face value, telling 

exactly the fraction of a cell face area being available for 
flow.  
In equation (12) we have an equation for the implicit 
correction of the velocity. Similar to SIMPLEC method, 
we assume the error of neighbour cells are equal to the 
centre cell. However, in this case the convective 
momentum terms are discretized fully explicit, and 
formally we do not have any influence of neighbour cells 
as in the case of the SIMPLEC method.  

Obtaining a pressure equation 
The pressure equation will be based on the mass 
equation.  
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For incompressible flow 0  , and inserting the 
velocity correction from equation (12), we have: 

    

    

  

Control 
volume: V   

Figure 3. The force wF , acting on the fluid from 
the wall 
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We take a two dimensional example, using equations 
(14) and (15), and having a wall at the right boundary, as 
illustrated in pressure cell (i+1,j) in Figure 2. The 
pressure equation in a cell (i,j) with this wall 
configuration is represented by: 

   

   

   

   

0 0

0 0

* 0 * 0 *

0 * 0 *

f f
F x F x

f f
F y F y

f f
F x F x

f f
F y F y

u A u A

v A v A

Se u A u A

v A v A

   

   

   

   

 

 

 

 

     

   

     

  

            (16) 

Here we have that: 
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These two equations (16) and (17) define our Poisson 
equation for the pressure. Once pressure is solved for we 
can compute the final velocities, using equation (17). 
The handling of in/out-flow boundary conditions should 
be quite standard, and is not discussed here.  
In the paper, we use a finite volume method where all 
fluxed across cell faces are balanced. Therefore, the cut-
cell method will conserve mass, momentum and energy. 
In addition, the advective and diffusive fluxes across the 
cell face will be evaluated in the following sections.     

Calculating advective flux  
Based on the cut-cell method in (Kirkpatrick et al., 2003) 
the advective flux in the cut cell is calculated for U-
momentum equation as follows:  
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Here f
F is the fluid fraction at the cell face and A is the 

area of the face. In the x direction, for the standard cell, a 
typical central interpolation is used to compute the 
velocity at the centre of cell face 
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For boundary cell the interpolated velocity is slight off 
the centre of cell face as shown in Figures 4 and 5. 
Therefore, a modification is needed to correct the 
velocity at this position. 
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Figure 4. The schematic of interpolation and correction 
method for u at cell face 

In y direction,  
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The correct velocity at cell centre:  

 nc c n b bu u u u                                                         (23) 
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h
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Figure 5. The location of interpolation and correction 
velocity at north face 

Calculating diffusive flux 
The diffusive flux for U-momentum equation is given as 
flow  
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As seen from Figure 6, the new velocity locations, 
making the vector connect points E and P, may not be 
perpendicular to the cell face. Therefore, a modification 
from conventional central difference is needed in order to 

compute the derivative u
x



and u

y



at the cell face. Taking 

derivative of u along the vector S gives,  

x y
u u us s
s x y
  

 
  

                                                        (25) 

Using central difference to approximate u / s  yields, 
E P

x y
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S x y
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Where, yN is y component of normal vector N at the 
surface which passes through e. The velocity eu is 
evaluated by the similar interpolation as was used for 
advective flux.   
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Figure 6. The vector S connects two cells and the normal 
vector N from the surface through the point e 

Small cell problem 

The presence of interface creates several velocity cells 
which connect to only one pressure cell. Those cells are 
defined as small cell (slave cell) and linked to master cell 
as shown in Figure 7. The detail of this method was 
presented in (Kirkpatrick et al., 2003). 
 

 
Figure 7. Linking between slave call and master cell      

RESULTS AND EXTENSION TO TRUE 
MULTIMATERIAL FLOWS 
Taylor-Couette flow 

This test is performed to check the order of accuracy of 
the scheme. The schematic of Taylor-Couette is shown in 
the Figure 8. While the outer cylinder is stationary, the 
inner cylinder rotates with the angular velocity . The 
inside and outside radius is R1 =1 and R2 = 2, 
respectively. The Taylor number Ta which presents 
characterization of the Taylor-Couette flow is defined 
by: 

   
32

1 2 2 1
22

R R R R
Ta





 
                                          (30) 

As reported by (Dou et al., 2008), the flow fields are 
stable with Ta smaller than 1708. According to (Cheny 
and Botella, 2010), the velocity fields in steady state is 
given as follows: 
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Figure 8. The geometry of Taylor-Couette flow 
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In this paper, the Ta is equal to 1000 and the centre of 
cylinder  c cx ,y is (0.023,0.013). The computational 
domain is from -5 to 5 in each direction. The grid spacing 
h is approximated by 1/N,  which N is grid size. The 
Figures 9 and 10 show the order of accuracy of the 
scheme for 2-norm and infinity norm. Whereas, the 
current method shows second order of accuracy for the 
2-norm of u and v velocity, the infinity norm is slightly 
off from 2rd order slope.   

  
Figure 9. L2 norm of the error for velocity u and v 
 

 
Figure 10. L∞ norm of the error for velocity u and v 

Flow past a circular cylinder  

Due to a significant amount of well documented test 
cases published in literature, the second test is the flow 
past a circular cylinder. The Reynolds number in this case 
is calculated based on the inlet velocity inletU  and the 

diameter of cylinder D. The computational domain is 
illustrated in Figure 11.  
 

 
Figure 11. The computational domain 

Figure 12 shows the comparison of pressure coefficient 
over cylinder, as obtained by present study, experiment 
data (Grove et al., 1964) and numerical result (Jeff 
Dietiker, 2009). As seen from the figure, good 
agreement with these reference results is observed. In 
addition, it can be seen that the current method can 
predict the pressure distribution quite accurately for 
coarse grids. Additional predicted properties of the flow, 
such as the drag coefficient, the separation angle and the 
size of flow separation bubble is in Table 1 seen to 
compare well with previous studies.    

 
Figure 12. The pressure coefficient over cylinder at Re = 
40 

 
Re = 40  CD   θ  L/D  
Linnick and Fasel, 2005 1.54 53.6  2.28  
Taira and Colonius, 2007 1.54 53.7  2.30  
Kirkpatrick et al., 2003 1.535 53.5  2.26  
MFIX(Jeff Dietiker, 2009) 1.542 53.7  2.27  
Present Study 1.55 53.5  2.26  

Table 1. The drag coefficient CD, the separation angle θ 
and the length of recirculation bubble L/D behind the 
cylinder 

Figure 13 shows the pressure contour and streamline at 
Re = 100. As shown in this figure, the flow became 
unsteady as vortex shedding formed behind cylinder. 
Tables 2 and 3 show that for the drag coefficient, the 
maximum lift coefficient and Strouhal number, our 
simulation results compared well with other results 
published in literature.  
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Figure 13. The pressure contour and streamline at Re = 100. 

Re = 100 CD CL,max St 
Linnick and Fasel, 2005 1.34±0.009 0.333 0.166 
King, 2007 1.41 - - 
He et al., 2000 1.353 - 0.167 
Present Study 1.374±0.01 0.337 0.169 

Table 2. The Drag Coefficient CD, the maximum Lift 
Coefficient CL,max and Strouhal number St at Re = 100 

Re = 200 CD CL,max St 
Linnick and Fasel, 2005 1.34±0.044 0.69 0.197 
Taira and Colonius, 2007 1.35±0.048 0.68 0.196 
He et al., 2000 1.356 - 0.198 
Present Study 1.346±0.046 0.7 0.196 

Table 3. The Drag Coefficient CD, the maximum Lift 
Coefficient CL,max and Strouhal number St at Re = 200 

CONCLUSION 

A method to establish discrete transport equations for 
mass and momentum is presented. A semi-implicit 
predictor-corrector method for solving for velocities and 
pressure. The near interface advective flux and diffusive 
flux are calculated based on the interpolation technique 
presented by (Kirkpatrick et al., 2003). The numerical 
results show that our method can achieve global second 
order of accuracy and well predict the physical 
phenomena.  
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ABSTRACT
In this paper we present our strategy and implementation of a
datacentric modelling framework (SOFT, SINTEF Open Frame-
work and Tools) with focus on information interchange in through-
process and multiscale applications. SOFT needs to accommodate
for a inhomogeneous set of in-house open source and proprietary
simulators, often written in different programming languages, and
storing data in different formats. The complexity and diversity of
such a system requires that we have formal schemas and structures
of metadata that allow for information interpretation regardless of
the original storage formats, which application produced the data,
and which application processes the data. We propose a standard for
data exchange, separately describing metadata specific to different
knowledge domains.

SOFT, via a mechanism of plugins, offers the possibility to utilize
different tools for storage of such data and metadata. Further, SOFT
facilitates scientific software development by clear separation of nu-
merical routines and platform-dependent input, output, and analysis
routines. Automated testing and simulation data analysis are also
achieved in SOFT via external plugins and interfaces to scripted
languages such as Python and Javascript.

The framework has been developed and tested within such flow
modelling projects as LedaFlow, NanoSim and SimcoFlow.

Keywords: Metadata, information interchange, semantic interop-
erability, software framework, JSON .

INTRODUCTION

Modern scientific modelling software often has to operate
with large amounts of data coming from different sources. A
typical example is flow or process simulators where phenom-
ena on different time and spatial scales has to be connected
and data exchanged. If sub-models or relevant experimen-
tal information are available, it would be very efficient if we
could “plug in” such models or data and have them available
inside of a simulator with a minimum of work. In our devel-
opment of the open source software SimcoFlow, the target
is to develop a multi-material simulator which can handle
complex multiphase flows with coexisting dynamic materi-
als, free surfaces, and dispersed phases. In such a frame-
work, it would be of great advantage if we could, with a min-
imum of work, use available sub-models for physics, avail-
able Cartesian cut-cell grid generation methods, visualization
methods, as well as models/data for thermodynamic and ma-
terial properties.

Most often such simulation software has to function as part of
a pipeline, producing data for post processing, analysis and
input for a higher level simulator. The data is often stored
in a variety of formats, ranging from proprietary and closed
formats, to well-documented open standards. In addition to
this, the data often lacks information, such as which unit is
used for a data point, how the data was produced, what are
the uncertainties of the data etc. — as this is either implicit
or simply just “understood” by the systems interpreting the
data.

In this paper we describe a framework that is operating on
a high level of abstraction, allowing for loose coupling be-
tween syntactic data representation (data structures and file
formats) and internal representation in a software system.
The framework operates within concepts of metadata and
metamodels, representing different entities and their domain
specific relationship, and how this can be used to connect
different scientific modelling tools in a workflow. The frame-
work also eases identification, traceability and reproducibil-
ity of simulations, and allows for easier separation of dif-
ferent knowledge domains, while also reducing development
time.

HISTORICAL APPROACHES

The information technology has evolved into a world of
largely loosely coupled systems and as such, needs increas-
ingly more explicit, machine-interpretable semantics. There
have been several approaches to formalizing interoperability,
arising from different areas of knowledge.

A good example of an important problem is an effective data
sharing across government agencies and other organizations.
Such sharing relies upon agreed meanings and representa-
tions. A key technological challenge in electronic gover-
nance is to ensure that the meaning of data items is accurately
recorded, and accessible in an economical, preferably, fully
automatic fashion. In response, a variety of data and meta-
data standards have been put forward: from government de-
partments (DHS, 2012), from industry groups (Chieu et al.,
2003), and from organizations such as the ISO (ISO, 2013)
and W3C (Lassila and Swick, 1997). A short review of sev-
eral challenges and initiatives in the area is presented in the
works (Obrst, 2003) and (Davies et al., 2008).

Standardization activity in software engineering was origi-
nally focused upon language and protocol design: upon the
intended interpretation of programming statements, and upon
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the concrete representation of data and commands. Since
then, there has been a significant shift in focus towards meta-
data standards, such as descriptions of intended functionality
and meaning that can be associated with particular items of
data, in order to ensure consistent treatment and interpreta-
tion.

There could be mentioned several serious failures in industry
due to misinterpreting of metadata. Probably the most well
known example is the NASA Mars Climate Orbiter (NASA,
1999), that was lost after two different subsystems did not
agree on communication. The first was sending values in US
Customary units, the second assumed that the values arriving
were measured in SI units. In this example the data itself, i.e.
number, was passed correctly, but the metadata, i.e. unit, was
lost during communication. This kind of mistake is hard to
avoid when data is processed and integrated automatically,
while its semantic consistency, such as the compatibility of
units and intended interpretation, is checked only manually.

Importance of specification and recycling of standard meta-
data elements has led to development of the ISO 11179 stan-
dard (ISO, 2013), an international standard for metadata reg-
istration. The standard addresses “the semantics of data, the
representation of data, and the registration of the descriptions
of that data”.

An important initiative in the domain of material modelling
is the SimPhoNy project (Hashibon, 2014). The main con-
cept of the SimPhoNy framework is to augment existing
open-source and commercial simulation tools and supple-
ment them with sophisticated interface software libraries
that allow for flow of information from one component to
the other and from one scale to another. The integrated
tools range from those describing the electronic structure
and atomistic scales up to those modelling mesoscopic and
macroscopic device level scales.

On the low level, the metadata model in SimPhoNy specifies
a basic knowledge-based set of keywords that cover all as-
pects of the models and associated numerical computational
methods. For example, temperature is a fundamental concept
that is used in numerous models in different contexts. In con-
tinuum models it is the macroscopic thermodynamic temper-
ature of a whole domain or on specific mesh elements. While
for atomistic systems it may be the local kinetic temperature
or a global parameter defining the interaction with a thermal
bath. It can be associated therefore with either a parameter of
the system or a variable. In either case, one keyword is asso-
ciated with temperature in SimPhoNy with appropriate basic
metadata. This metadata is then augmented with the associ-
ations and relations between different model components to
obtain readily the exact nature of the particular temperature
and its context in the model.

GENERAL IDEAS

In this section we define basic concepts of metadata, seman-
tic modelling and data interchange.

Metadata

To achieve interoperability, the data that is communicated
needs to be labeled, categorized and described. This de-
scription is generic, and is called metadata. Usually this is
a means to define the data syntactically. It is also possible
to think about metadata as extra information that can be at-
tached to data. A good example of this is EXIF-info, which

is attached to images and stores metadata such as date and
time information, camera settings, etc. These two definitions
of metadata are one and the same, with just a different set of
attributes.

Ways of data interoperability

Interoperability between two or more scientific simulators is
the process of taking some input into one simulation tool,
producing the output and transforming the data into a suitable
form that can be read and interpreted by the second simula-
tor. Often the data is stored to disk, but can also be exchanged
directly between two simultaneously running simulations via
RPC, MPI etc. Here we focus on file based information ex-
change.

The data that is written to disk needs to be structured such
that data can be retrieved. The format (syntax) of the data
files can be either proprietary (closed) or open. To generalize
information exchange from proprietary formats is difficult.
Using open file formats is better, but it requires that wrappers
are written an placed in the pipeline between the simulators
in a defined workflow. The wrappers allow for the conversion
of an application specific representation to a generic repre-
sentation understood by a framework. If the formal specifica-
tion of the generic representation contains enough informa-
tion to be self-contained and allow for data sharing between
different simulators and domains, we call this a schema for
semantic interoperability.

A framework for semantic interoperability should allow for
the exchange of information with any other "context compat-
ible" system that shares the same attributes, purely based on
a formal description of the semantics, without regards to the
underlying syntax or file formats. This, however, requires
that there exists wrappers that handles application specific
file formats. The semantic framework builds on top of a set
of syntactic layers, without exposing the details to the scien-
tific simulator.

Defining semantic interoperability

Semantic interoperability can be achieved by formally de-
scribing all properties of the data that is to be exchanged,
along with domain specific relationships between categories
of data (entities). Necessary information includes attributes
such as property names, types, units, rank (dimensionality),
etc. This allows for reading and writing the data at the syn-
tactic level. The schema for describing the semantics needs
to be formal such that information can be shared between
platforms and domains. Relationships between different en-
tities need to be described explicitly as to define how they
are connected. Any given relationship between two or more
entities is bound to a certain domain, and might not be true
for another, as such it is important to separate the relation-
ship descriptions from the data descriptions. With this, it is
possible to have interoperability across domains, where the
semantically equivalent data points are used in two different
contexts.

There are certain desired requirements to a formal schema-
describing language that would be used as a building block
for domain-specific schemas. It should be well-defined, min-
imalistic, be able to describe itself and provide versioning for
handling of changes during the development process. There
already exist several industry-wide languages that supersede
these requirements, such as XML, YAML, JSON and others.
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Concepts in semantic modelling

An entity is a fundamental concept in semantic interoper-
ability approach. The entity is a generic concept that can
represent anything, and according to Merriam-Webster is de-
fined as “Something that exists by itself, something that is
separate from other things”. This means that entities have
unique identities and sets of attributes. Such identities and
attributes are described using formal schemas in a selected
language. The schemas represent self-contained information
about some object or concept.

While during well-known entity-relationship mod-
elling (Chen, 1976) a model is composed of entity
types, which classify the things of interest, and specifies
relationships that can exist between instances of those entity
types, we allow an entity to also include information about
the state data, accompanying metadata, entity relations,
workflow semantics and more.

Similarly to the Resource Description Framework data
model (Lassila and Swick, 1997), we define facts as binary
relations between entities. Then a system that is being mod-
elled can be represented as a set of entities combined into
collections by a fact-based semantic data model. Since a col-
lection is an entity, collections can define relationships be-
tween collections as well as data-entities and model-entities.

While entity definitions are shared between knowledge do-
mains, relationships between entities change between the do-
mains. It is therefore important to separate these two con-
cepts. Relationships in SOFT are expressed using triples.
Each triple has a subject-predicate-object structure. To illus-
trate this, let us define a person as an entity, and give it prop-
erties such as name, date of birth, social security number etc.
Instances of the entity person will represent an actual human
being. To add relationships we can consider an example of a
family business named FamCo, where the oldest son, Peter,
is running the firm, while his sister Susan and father John are
employees. In this domain the relationships can be defined
like this:

"Peter" "works at" "FamCo"
"Susan" "works at " "FamCo"
"John" "works at" "FamCo"
"Peter" "title" "CEO"
"Peter" "is-the-boss-of" "Susan"
"Peter" "is-the-boss-of" "John"

In a different domain — say genealogy, we can consider the
same entities, but the relations are completely different:

"John" "is father of" "Peter"
"John" "is father of" "Susan"

Instantiation of semantic models

To reduce dependencies to a specific piece of computational
software, it is useful to classify the mathematical models that
is realized in the software, and create a generic description
that allows for the computational software to be interchange-
able.

A mathematical model defines a transformation of a set of
values (Input → Transformation → Output). Let these in-
puts, outputs and state data be described by a semantic data
model. Then such a mathematical model can be considered
as yet another abstraction level, namely, as a metamodel. By

using this concept, we can describe a complete solution of
a given business case, where the actual realization will not
depend on any one given piece of computational software or
file format. A suitable set of software simulators and data
sources will be chosen then at runtime, which is called as an
instantiation of a business case.

An important application of these ideas in the SOFT frame-
work is an ability to build data agnostic simulators, that is,
simulators working with different formats and storage tech-
nologies. With standardized formal metadata-schemas, we
can allow reusable backend storage systems to handle I/O,
thus letting computational models know only about the se-
mantic data model and not the implementation details.

The current representation of the semantics in SOFT is
targeted towards scientists and programmers with domain
knowledge. The choice of representation syntax is inten-
tionally kept minimalistic and pragmatic, without loosing the
mapping to other representations, such as OSF.

EMMC initiative

The work presented here lies in heart of the EU clus-
ter EMMC CSA (European Materials Modelling Council,
https://emmc.info/), where framework development,
semantic interoperability and metadata are key enablers for
the coupling of new and existing materials modelling tools.

SOFT FRAMEWORK: PRACTICAL IMPLEMENTA-
TION OF GENERAL CONCEPTS

Scientific software development — a datacentric
approach

It is a common practice to start out the development of sci-
entific software with implementing core functionality around
numerical methods or other algorithms. We propose an alter-
native, namely, to start with data modelling of the system in
the context of a framework such as SOFT (Domain Driven
Design). We have experienced that this way the development
will greatly benefit from the architectural quality attributes
maintainability, interchangeability/interoperability and mod-
ifiability.

The modelling process starts with building a taxonomy of
the domain for which the software system should be built.
This will require expertise from both domain experts and data
modelling experts. The taxonomy will be a blueprint of what
will later be defined as entities and relationships. The taxon-
omy should include all relevant actors and properties the sci-
entific software will address, without regards for what will be
the workflow, transformations, inputs and output of the sys-
tem. The next step in the process is formalizing the model
into a recognized/standardized format suitable for metadata
interchange.

The associations and dependencies defined in the taxonomy
are candidates for the decoupled structuring of the informa-
tion in data collections. The first step here is to formally
define the entities. Then code generators can be employed
to generate classes, templates, wrappers, serialization code,
documentation, etc. In addition, the developed schemata can
be published such that others working in a similar knowledge
domain can benefit from the classification work, without hav-
ing to redo all the work.

SOFT includes an autogenerator which can take any JSON
data as input, and transform it into a custom text output, by
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defining a template that mixes pure text and Javascript code
identified by a special markup. One of the greatest benefits
of this is that an entity can be changed anytime by chang-
ing only its corresponding JSON description. The changes
are then applied to the rest of project automatically, without
having to worry about updating all dependent code and doc-
umentation. Code autogeneration happens at compile time.

While developing formal schemata for the entities it seems
to be beneficial to employ namespaces in the descriptions
of the entities for avoiding name-clashes between domains,
as well as version numbers for supporting a semi-automatic
versioning system. This is the way the entities are named in
the SOFT system.

SOFT supports I/O through a storage plug-in mecha-
nism, which hides the I/O machinery from the modelling
code. In cases where data needs to be communicated
between multiple simultaneously running processes, the
entities can be used to generate code used to serial-
ize the data between the processes. Examples of this
can be MPI (http://pages.tacc.utexas.edu/
~eijkhout/pcse/html/mpi-data.html) and
protobuf (https://developers.google.com/
protocol-buffers/) messages. In these cases, the
interfacing of the simulation software components is written
or autogenerated based on entities, as part of the modelling
code.

Exchanging data only requires that data is described in the
formal semantic description and there exists support for the
given syntax (data format) in the SOFT framework as a plu-
gin. The APIs for entities and collections are used in the
modelling code (and are usually embedded in the autogen-
erated code) to get access to the data. Except from this, no
other APIs are necessary.

Example 1: Describing an entity

In SOFT, we have selected to use JSON as this is widely sup-
ported, human readable/writable and integrates nicely with
the scripting engine of SOFT which is based in JavaScript.
The proposed JSON schema for defining entities is currently
being reviewed in the EMMC-CSA project and is subject for
future standardization. The standard will be open and pub-
licly available. An example of the JSON definition of an
entity is shown in Figure 1. The entity is uniquely defined
with a name, namespace and a version. Attributes are listed
under the properties keyword. In this case there is only one
property foo.

{
"name": "example",
"namespace": "com.example",
"version": "0.1-SNAPSHOT-1",
"properties": [
{
"name": "foo",
"type": "string",
"description": "A metasynt. variable"
} ]
}

Figure 1: An example of a formal schema for defining an entity

Example 2: Taxonomy of a simplified simulation
case

An example of an instantiation of a semantic model is a sim-
ulation case. Let us consider some imaginary case that has
an inlet condition and an outlet condition. The case also has
a set of predefined user inputs, such as physical constants,
and computational results, such as velocity fields. The case
also has a numerical solver that requires a matrix structure
and some settings, such as tolerances, that can be changed
by the user. In Figure 2 we have defined the relations be-
tween six different Entities (grey ovals) and two Collections
(blue ovals).

All Entities are described by their formal JSON-metadata.
These JSON-files are registered in the SOFT system and their
counterpart in the desired programming language is autogen-
erated. Before running the simulation a Case Creator instan-
tiates these Entities with input data and other parameters and
stores them in a Domain Collection with a certain ID.

When the simulation is run, one gives this unique ID of the
instance of the Domain Collection and the URI of a place
where the raw data is stored, to SOFT. This is all that is
needed; SOFT takes care of the rest. Thus, the simulation
core does not have to take into account how the data is stored,
provided that it complies to a given semantic, i.e. JSON, de-
scription. A Collection can be dynamic, such that, for ex-
ample, the solver tolerance or inlet type can be changed at a
runtime.

Figure 2: Taxonomy of a simulation case

Example 3: Entities and couplings in the NanoSim
project

The NanoSim project (Singhal et al., 2016) employs SOFT in
a multiscale coupling workflow. In this example we demon-
strate data transformations and exchange of information from
an atomic scale simulation to a resolved CFD simulation.
Figure 3 Illustrates a workflow, which starts with available
intermolecular scale data (DFT), that was generated using
VASP software (https://www.vasp.at). Raw data
files are represented by using SOFT entities named Refer-
ence. These are instantiated and registered in a Collection.
The next step of the workflow is to feed this to the REMARC
software to generate information for chemical kinetics mod-
els. The REMARC (owned by SINTEF) package already
reads the VASP data formats, so there is no need to transform
the data further. In addition, the DFT files can be very large,
so it makes no sense to store duplicates or transfer these files.

Additional input files to REMARC are handled via the entity
named File, which stores information about an arbitrary
block of data, a name, size and a cryptographic hash
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string for consistency checking. REMARC is embedded
in SOFT by using a wrapper that converts information
from the Collection into the native file format and back
again. In this case the CHEMKIN-II data files are read
and written using a SOFT storage plugin. This enables
the REMARC wrapper to work purely on semantic in-
formation along with a URI to the location of the actual
data. One of the output entities from the REMARC
wrapper is called chemkinReaction, whose corresponding
JSON-description could be accessed online at https:
//github.com/NanoSim/Porto/blob/master/
porto/src/entities/chemkinreaction.json.
A part of it is shown on Figure 4. The data generated from
REMARC is stored in a MongoDB database.

The URI to the MongoDB location, along with the unique
case ID is then passed to a SOFT code generator, which gen-
erates a plugin for ANSYS Fluent. The code generator uses
a general template for generating FLUENT UDFs as well as
data that came from VASP through REMARK. The entire
workflow is put together as a single SOFT script. The sim-
ulation is then run simply by passing the input files (VASP
DFT data and REMARC configuration files) to the script,
which, in its turn, generates the Collection, and attaches all
entities automatically.

On Figure 3 we show the complete workflow. The DFT-
prepare step creates a Collection, a File and a Reference en-
tity, and instantiates these with data given from input. The
output from the preparation step is the ID of the Collec-
tion, which is passed to the REMARC wrapper. The wrap-
per makes call to the REMARC simulator and appends RE-
MARC data to the Collection using relevant entities, such as
chemkinReaction. The output from the wrapper has the same
ID as was given as input. The code generator receives the
ID and builds a model based on the relevant entities found
in the Collection. It then uses the SOFT code generator util-
ity to produce a User Defined Function (UDF) that can be
compiled and read by ANSYS Fluent.

Example 4: Workflow in the SimcoFlow project

A typical run of a SimcoFlow simulation could be divided
into three parts: Case Creator, Simulator and Postprocessor.
Simulator operates on initial data provided by Case Creator
and, in its turn, generates the data for the Postprocessor. All
data exchange happens via the SOFT framework, that takes
care of several low-level details. Figure 5 shows data flow
chart of the project. The datacentric architecture is noticeable
by the data storage that is initially declared, and later used
during the simulation run.

The Case Creator generates a Collection with all informa-
tion describing a full simulation case. This will be typically
written in a high level (scripting) language, or produced with

Figure 3: A workflow going from an atomic scale simulation to a
CFD simulation using SOFT

a graphical user interface. The SOFT system provides the
autogenerated code in this selected language for the Entities
described with JSON-schemas. The process of working with
metadata is shown on Figure 6. The language can be po-
tentially different from what is used for the core numerical
method. The Entities are then instantiated with the user pro-
vided input data and united in a Collection. This instance of a
Collection is stored in a storage solution provided by SOFT,
resulting in a unique UUID referring to the simulation case.

We assume that the main Simulator module has the following
structure:

1. Fetch data from storage
2. Initialize simulation
3. Time stepper

(a) Initialize time step
(b) Do time step
(c) Finalize time step

4. Finalize the simulation

{"name": "chemkinReaction",
"version": "0.1",
"namespace": "eu.nanosim.vasp",
"description": "Description of a

thermodynamical reaction with rate
constant: k(T) = A * T**b * exp(-Ea
/(R*T)) where A, b and Ea are
parameters, T the temperature and R
the molar gas constant (8.31451 J

/(mol K)).",
"dimensions": [
{
"name": "nreactants",
"description": "Number of reactants"
},
{
"name": "nplog",
"description": "Number of intervals

the pressure dependency of the
rate coefficients is described."

} ],
"properties": [
{
"name": "reactants",
"type": "string",
"dims": ["nreactants"],
"description": "Name of each reactant

species."
},
{
"name": "P_plog",
"type": "double",
"dims": ["nplog+1"],
"unit": "Pa",
"description": "Pressures defining

the borders of the nplog pressure
intervals for defining pressure
dependency of the rate constant."

} ]
}

Figure 4: An extract of chemkinReaction entity.
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This workflow is represented on Figure 5.

Each of the steps corresponds to a specific function, that can
be written in any supported programming language. The only
requirement is that its function pointer has to be registered in
the system by Case Creator.

During step 1 the Simulator reads in input data using SOFT
drivers, given the UUID from Case Creator, and initializes
the native programming language structures, using metadata
description autogenerated from JSON. During step 2 some
physical parameters could be set. During step 3 the main
computation is done. In principle, different programming
languages can be used for different functions in step 3, if
their argument structures follow the documented C API.

Each of the functions on steps 1-4 can in principle dump
some data to the storage, using SOFT drivers and metadata
description. However, we feel that it is natural to restrict
dumping to steps 3c (store some information available at a
working time step) and 4 (store the final result or the whole
simulation with all intermediate steps). A generated UUID

Figure 5: BPMN diagram illustrating the process of running a sim-
ulation with SimCoFlow

Figure 6: BPMN diagram illustating the process of updating prop-
erties/state data

will refer to the stored simulation results.

Given this UUID and metadata descriptions, different ap-
plications can access the data storage independent from the
simulation module, either in the process of the simulation or
when it is finished. A natural use case here is postprocessing
of data for visualization.

CONCLUSION

In this paper we presented a datacentric approach for design-
ing and developing scientific software that enables interoper-
ability, and illustrate this approach with examples based on
the SOFT framework and several projects that are employ-
ing it. By starting with the classification of the domain and
transferring this into formal definitions of entities and asso-
ciations/relations, a researcher creates a solution model that
is both maintainable and flexible.

Employing a framework like SOFT makes it uncomplicated
to share data between different areas of knowledge, by bridg-
ing the different domains with a semantic layer. This is done
by the exchange of formal definitions of entities. The frame-
work itself takes care of low-level data input and outputs in
reusable modules, letting the physicians focus on the physics
and software scientists focus on the data modelling within
the same project.
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ABSTRACT
In the present work we analyse applicability of the adaptive multiple
size-group (A-MuSiG) population balance method to modelling of
multiphase flows. The dispersed phase is split into M size-groups,
each one having its own mass- and momentum balance. An addi-
tional equation for the number density makes the method adaptive,
that is, the groups sizes are not prescribed a priory, but calculated.
A special attention is paid to the effect of the turbulent diffusion
on size distribution. The method is implemented in the multiphase
CFD code STAR-CCM+ of Siemens PLM Software.

Keywords: CFD, population balance, two-phase flows .

NOMENCLATURE

Greek Symbols
α Volume fraction.
ρ Mass density,

[kg/m3].
τ Reynolds stress,

[Pa].

Latin Symbols
DT Coefficient of turbu-

lent diffusion, [m2/s].
L Particle size, [m].
M Number of size

groups.

mi j Group-to-group
mass flux, [kg/m3s].

n Number density,
[m−3].

u Velocity, [m/s].
P Pressure, [kg/ms2].
S Number density

source, [m−3s−1].
v Volume of a parti-

cle, [m3].

Sub/superscripts
p Particle.

INTRODUCTION

Population balance equations (PBE) are the general mathe-
matical framework describing different physical, chemical,
biological, and technological processes (Ramkrishna, 2000).
They deal with bubbles, droplets, bacteria, molecules, etc.
Hereafter we call them “particles”. Main object of a popula-
tion balance equation is number density n, e.g., the number
of particles having size, density, velocity and temperature in
the intervals [L,L+dL], [ρ,ρ+dρ], [uuu,uuu+duuu], [T,T +dT ],
respectively, is

n(L,ρ,uuu,T )×dL×dρ×dux×duy×duz×dT. (1)

In the most general form the PBE reads:

∂n
∂t

= B(n)−D(n), (2)

where B and D are “birth” and “death” rates due to transport,
coalescence, breakup, mass transfer, etc. If a particle is char-
acterised by a single parameter, e.g., size, Eq. (2) for n(L) is
called univariate PBE, otherwise it is multivariate PBE.
Eq. (1) provides a very detailed description of the system,
e.g., momentum is given by the integral∫

(ρuuun)dLdρduuudT. (3)

Therefore, by solving the PBE one gains more information
than from solution of a Navier-Stokes (NS) equation. It is
clear, that being a “theory of everything”, the PBE in form
of Eq. (2) is prohibitively time-consuming and has very lit-
tle practical value; it is why more restricted, more tractable
formulations are sought.
As an example imagine an isothermal bubbly flow. Inertia
of the bubbles is low and one can assume with high confi-
dence that the gas-liquid slip velocity depends on the local
flow conditions and the bubble size only; the multivariate
number density (1) can be represented as

n(L,uuu)≈ n(L)δ(uuu−UUU(L)) , (4)

where UUU(L) = 〈uuu |L 〉 is the conditional mean velocity.
Method of classes (Kumar and Ramkrishna, 1996; Bhole
et al., 2008), also known as multisize-group (MuSiG)
method (Lo, 1996) splits the dispersed (gas) phase into M
size-groups, that is

n(L,uuu)≈
M

∑
i=1

n(Li)δ(uuu−UUU(Li)) . (5)

From the modelling point of view each group is a separate
phase in every aspect but the name; the groups move with
their own velocities and exchange mass, momentum and en-
ergy with other groups and with the continuous phase (Lo,
1996). Note that the method of classes in form (5) oc-
cupies an intermediate position between the univariate and
full multivariate PBEs, to be precise, it is a multivariate
method with a first-order univariate conditional moment clo-
sure (Klimenko and Bilger, 1999).
Recently, an adaptive discretisation has been proposed for
the method of classes (Vikhansky, 2013; Vikhansky and
Splawski, 2015), that is, the size-groups are not prescribed
a priory, but follow the evolution of the size distribution. The
first (simplified) version of the new adaptive multiple size-
group method (A-MuSiG) has been implemented in a devel-
opment version of the STAR-CCM+ simulation software of
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Siemens PLM Software. The final version, described in the
present paper, deals with the full set of the transport equa-
tions including turbulent dispersion and correct treatment of
spurious dissipation.

MULTIFLUID MODEL

Reynolds-averaged (RA) mass conservation equation for the
ith group reads:

∂ρpαi

∂t
+∇∇∇ · (ρpαi 〈uuui〉i) = mi j−m ji, (6)

where ρp is density of the dispersed phase, αi is RA volume
fraction of the ith group and mi j, m ji are (averaged) mass
fluxes from the jth group to the ith group and from the ith

group to the jth group, respectively; 〈uuui〉i is phase-averaged
velocity of the group (Fox, 2014):

〈uuuk〉l =
〈αluuuk〉

αl
, (7)

where αl , uuuk are instantaneous values of volume fraction and
velocity; angular brackets mean Reynolds averaging.
Reynolds-averaged momentum conservation equation for the
ith group reads:

∂ρpαi 〈uuui〉i
∂t

+∇∇∇ · (ρpαi 〈uuui〉i 〈uuui〉i) =−αi∇∇∇P

−∇∇∇ · τττi + 〈FFF i〉+mi j
〈
uuu j
〉

j−m ji 〈uuui〉i , (8)

where τττi is Reynolds stress and FFF i is interaction force be-
tween the continuous phase and the ith group. The Reynolds
stress τττi is modelled by a RANS model, which can be found
elsewhere (Pope, 2000).
In order to calculate the phase interaction forces the size of
the particles in the ith group has to be specified. Prescribing
a constant size for the group one obtains the MuSiG method
(Lo, 1996). If the particles size distribution varies signifi-
cantly across the system, the fixed discretisation in the size
space is not efficient from the numerical point of view. In
order to track the size distribution adaptively, Eqs. (6), (8)
have to be augmented by an equation for the number density
of the ith group:

∂ni

∂t
+∇∇∇ · 〈niuuui〉= 〈Si〉 , (9)

where Si is the source term due to the breakage and coales-
cence of the particles, the RA number density flux is given
below by Eq. (14). Knowing the number density one calcu-
lates the equivalent diameter of a particle as

di =
3

√
6αi

πni
. (10)

In order to close the model described by Eqs. (6), (8), (9) one
has to specify mi j and 〈Si〉; it is done by a population bal-
ance algorithm. Note that the population balance algorithm
is local, that is, below we ignore the spatial variations of the
parameters of interest and concentrate on a single cell of a
finite volume method. Details of the A-MuSiG method are
given in (Vikhansky, 2013; Vikhansky and Splawski, 2015).
In a nutshell the method works as shown in Fig. 1; size of the
circle on the diagram corresponds to the volume fraction of
the size-group.

I Initially, all size-groups have the same volume fraction.

Figure 1: Schematic representation of the A-MuSiG method.

II When two size-groups undergo coalescence, a new par-
ticle is created, while the volume fraction and number
densities of the parent size-groups reduces.

III Volume fraction and number density of the newly cre-
ated particle is redistributed among two nearest size-
groups using a version of the DQMoM method (Marchi-
sio and Fox, 2005). At that step we locally conserve the
first three moments of the distribution, namely, number
density, mean volume (i.e., volume fraction), and mean
square of the particles volume.

IV One can see that coalescence leads to depletion of the
size-groups with small diameters and accumulation of
the mass of the entire ensemble in the size-groups with
higher diameters. In order to restore the equal distribu-
tion of the volume fractions, we redistribute the number
density and volume fraction between each pair of neigh-
bour groups. In each pair-wise redistribution event the
first three moments of size distribution are conserved lo-
cally.

V By the end, each size-group has the same volume frac-
tion, the size-groups have new diameters.

NUMBER DENSITY TRANSPORT

Note that it follows from Eq. (7) 〈niuuui〉 6= ni 〈uuui〉i; in order to
model the RA number density flux one can represent ni as

ni =
αi

vi
. (11)

Then

〈niuuui〉=
〈

αiuuui
1
vi

〉
= αi 〈uuui〉i

1
vi
+

〈
αiuuui

(
1
vi

)′〉
, (12)

where the phase-averaged volume of a single particle is

vi =
αi

ni
. (13)
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Figure 2: Schematic view of the diffusive flux.

Eq. (12) can be modelled using the gradient hypothesis:

〈niuuui〉= ni 〈uuui〉i−αiDT ∇∇∇
1
vi

= ni (〈uuui〉i +DT ∇∇∇ lnvi) , (14)

where DT is coefficient of turbulent diffusion. There is no
particular physical justification for (14) except that we use
the same hypothesis for other scalars transported by turbu-
lent flow field, e.g., kinetic energy of turbulence, tempera-
ture, etc. Note that if the group’s volume vi is constant, the
diffusive flux in Eq. (14) vanishes.
The turbulence disperse the particles not just in the physi-
cal space, but also in the phase space. In order to illustrate
this effect let as consider transport of the particles without
breakup and coagulation. Since αi = vini multiplication of
the number density transport equation by vi and subtraction
from mass conservation after some algebra yields the equa-
tion for transport of the group’s volume:

∂vi

∂t
+uuui ·∇∇∇vi = 0. (15)

It can be multiplied by vi to result in

∂v2
i

∂t
+uuui ·∇∇∇v2

i = 0. (16)

Eqs. (15)-(16) are averaged using the gradient closure:

∂〈vi〉
∂t

+ 〈uuui〉 ·∇∇∇〈vi〉+
〈

uuui ·∇∇∇v
′
i

〉
=

∂〈vi〉
∂t

+ 〈uuui〉 ·∇∇∇〈vi〉−∇∇∇ · (DT ∇∇∇〈vi〉) = 0, (17)

∂
〈
v2

i
〉

∂t
+ 〈uuui〉 ·∇∇∇

〈
v2

i
〉
+
〈

uuui ·∇∇∇(v2
i )
′
〉

=
∂
〈
v2

i
〉

∂t
+ 〈uuui〉 ·∇∇∇

〈
v2

i
〉
−∇∇∇ ·

(
DT ∇∇∇

〈
v2

i
〉)

= 0. (18)

In order to obtain equation for the second central moment of
the group’s volume σ2

vi
=
〈

v2
i −〈vi〉2

〉
Eq. (17) is multiplied

by 〈vi〉 and subtracted from Eq. (18); after some algebra one
obtains:

∂σ2
vi

∂t
+ 〈uuui〉 ·∇∇∇σ

2
vi
−∇∇∇ ·

(
DT ∇∇∇σ

2
vi

)
= 2DT |∇∇∇〈vi〉|2 . (19)

Ignoring of the RHS in Eq. (19) leads to the spurious dis-
sipation (underestimation of the standard deviation of the
size distribution) obtained in (Marchisio and Fox, 2005; Fox,
2003).

Figure 3: Water flow field.

Since the spurious dissipation is a result of the turbulent dif-
fusion, proper discretisation of the diffusive flux might solve
the problem (Vikas et al., 2013). The root cause of the spu-
rious dissipation can be illustrated by Fig. 2; the particles
belonging to the same size-group at different neighbour cells
have different diameters. It is not enough to calculate the to-
tal number density flux; one has to know the number ṅ+ of
the particles of size v0 moving from left to right, and number
ṅ− of the particles of size v1 moving from right to left. Here-
after we use two conditions. Firstly, the difference between
ṅ+ and ṅ− is equal to the diffusive flux across the cell face:

ṅ+− ṅ− = n f DT ννν ·∇∇∇ lnv, (20)

where ννν is normal to the cell face and n f is number density
at the face. Secondly, the total mass flux by diffusion is zero,
that is

v0ṅ+ = v1ṅ−. (21)

Solution of Eqs. (20)-(21) yields:

ṅ+ = n f
v1

v1− v0
DT ννν ·∇∇∇ lnv,

ṅ− = n f
v0

v1− v0
DT ννν ·∇∇∇ lnv. (22)

Once the fluxes ṅ+, ṅ− are calculated, corresponding num-
bers of particles with size v0, v1 are added to the right (left)
cell according to the algorithm described in Fig. 1, (Vikhan-
sky, 2013).

RESULTS AND DISCUSSION

Performance of the A-MuSiG method can be illustrated on
a liquid-liquid pipe flow downstream of a restriction (Percy
and Sleicher, 1983; Galinat et al., 2005). The continuum
phase is water, the dispersed phase is n-heptane. There is
a recirculation zone behind the obstacle as shown in Fig. 3;
the shear at the edge of the jet produces high dissipation rate,
which causes intensive breakup of the droplets.
The adaptive nature of the method is demonstrated in Fig. 4;
we perform the calculations with 5 size-groups and plot
group diameters at the axis of the pipe. Initially, size of the
biggest group increases because of coalescence, as the flow
passes the orifice (at x = 0) a strong breakup happens. Fig. 4
can be interpreted in the following way: since there are 5
groups, one can say that approximately 10% of the droplets
volume is below the first group diameter, 30% is below the
second group diameter, etc., 90% is below the fifth group
diameter. Since the A-MuSiG method is adaptive, only 5
size-groups suffice for quite detailed description of the size
distribution.
For an M-independent characterisation of the droplets size
distribution we use different definitions of mean diameters:

dpq =
p−q

√
∑nid

p
i

∑nid
q
i
, (23)
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Figure 4: Group diameters at the pipe axis.

Figure 5: Mean diameters at the pipe axis with (dashed lines) and
without (solid lines) spurious dissipation.

where the most important for applications are d43 (volume-
mean diameter), d32 (Sauter mean diameter), d30 (volume-
based diameter), and d10 (arithmetic mean diameter); d43 ≥
d32 ≥ d30 ≥ d10. For a mono-disperse system all diameters
are equal; a high difference between, e.g., d43 and d10 implies
a high standard deviation of the size distribution.
In order to examine the effect of the often-neglected spurious
dissipation we plot all four mean diameters mentioned above
in Fig. 5. As one could expect, the biggest error is just behind
the obstacle where the size distribution undergoes the fastest
change, and therefore the RHS in Eq. (19) is biggest. Calcu-
lations without a proper treatment of the spurious dissipation
term significantly narrower size distribution than that using
Eq. (22).
The M-dependence of the results is illustrated in Fig. 6.
Apart from the fact that smaller M implies a narrower pre-
dicted distribution, one can see that M = 3, 5, 9 give quite
close prediction of d43, d32, d30, while calculation of d10
is less precise. It follows from the current formulation of
the A-MuSiG method; since each size-group represents the
same portion of volume fraction, more small particles are
lumped together in the same (smallest) size-group. Even
M = 3 resolves the distribution quite well up to x≤ 0.2, that
is, breakup is less sensitive to the number of size-groups. For
many applications the Sauter mean diameter d32 is the single
most important particles size characteristics; our numerical
experiments suggest that reliable engineering estimates can

Figure 6: Mean diameters at the axis of the pipe calculated with 3
groups (dash-dotted), 5 groups (dotted), 9 groups (solid).

be done with a small (M = 3−5) number of the size-groups.

CONCLUSIONS

The paper presents an adaptive method for combined mod-
elling of multiphase flows and breakup/coalescence pro-
cesses; few size groups suffice for reliable prediction of mean
characteristics of the polydisperse ensemble. The method
solves for mass, momentum balance of each size-group, what
extends it beyond a simple univariate population balance
method. The effect of turbulent diffusion on size distribution
is analysed and a special treatment is proposed to neutralize
the spurious dissipation.
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ABSTRACT
With kinetic gas theory as a starting point, equations of change for
total mass, species mass, momentum and inner energy are devel-
oped for the dispersed gaseous phase and implemented to describe
the Fischer-Tropsch synthesis carried out at industrial scale. The
resultant model describes bubble velocity, composition and temper-
ature in the gaseous phase as function of axial position and bubble
size. The bubble size is found from the population balance equation
(PBE) using a continuous mass density function which is calcu-
lated explicitly and used as basis for the gas-liquid transfer fluxes
of species mass, momentum and heat. In the Fischer-Tropsch syn-
thesis reactants are transported from inside gas bubbles through the
gas-liquid interface into the liquid phase and subsequently into the
catalyst pores to form hydrocarbon products at the active sites on
the catalyst surface. Higher catalyst loading requires a higher mass
transfer from the gas bubbles to the liquid phase and may cause the
overall reaction to become mass transfer limited. In order to opti-
mize reactor design, knowledge of the bubble size may thus be of
importance. The liquid and solid phases are modelled using con-
ventional continuum mechamics equations of change. The results
of the simulations show that the weight percent of reactant varies
by 20 percentage points from the smallest to the largest bubble size
and thus a significant level of detail is added to the model when in-
cluding bubble size in the mass fraction variable. For temperature
the particle size dependency is negligible at the same conditions.
It is noted that firm conclusions on the mass and heat transfer lim-
itations can only be drawn when reliable estimates of the transfer
coefficients are available.

Keywords: population balance methods, chemical reactors,
slurry bubble column, multiphase mass transfer, Fischer-Tropsch
synthesis, bubble size .

NOMENCLATURE

Greek Symbols
α Volume fraction, [−].
γ Size dependent mass transfer term, [1/s].
γs Size dependent mass transfer term for species s, [1/s].
Γ Mass transfer term, [kg/m3 s].
ζ Bubble diameter, [m].
λ Effective turbulent conductivity in spatial space,

[W/m K].
µ Dynamic viscosity, [kg/ms].
ξ Bubble diameter, [m].

Ξ Microscopical velocity in property space, [m/s].
ρ Mass density, [kg/m3].
ρcat Catalyst density in reactor, [kg/m3].
ψ Generic quantity.
ω Weight fraction, [−].

Latin Symbols
A Bubble surface area, [m2].
aL Gas-liquid interfacial area per unit dispersion mixture,

[m2/m3].
b Breakage frequency, [1/s].
c Coalescence frequency, [1/s].
ccc Microscopical velocity in physical space, [m/s].
CD Drag coefficient, [−].
cp Specific heat capacity, [J/kg K].
ds Sauter mean diameter, [m].
D Diameter of column, [m].
Deff Eff. axial dispersion coefficient, [m2/s].
f Number density function, [#/m3 m].
fd Mass density function, [kg/m3 m].
fdrag Size dependent drag force per mass, [N/kg].
FFF Force, [N].
g Standard acceleration of gravity, [m/s2].
h Heat transfer coefficient, [W/m2 K].
h Specific enthalpy, [J/kg].
hb Daughter size redistribution function, [1/m].
J Source term, [kg/m3 s].
kL Liquid side mass transfer coefficient, [m/s].
K Equilibrium constant describing the relationship y∗i /x∗i

at given conditions, [−].
m Mass, [kg].
p Microscopical density function, [#/(m3 m m/s K kg)].
P Microscopical normalized density function, [#/(m/s K)].
p Pressure, [Pa].
PPP Pressure tensor, [kg/m s2].
pppξ Space-property pressure vector, [kg/m s2].
qqq Kinetic energy flux vector, [W/m2].
qqqξ Space-property kinetic energy flux vector, [W/m2].
rrr Physical coordinates, [m].
rCO Reaction rate in terms of CO conversion, [kmol s/kgcat].
R Reaction term, [kg/m3 s].
S Source term not due to collisions,
t Time, [s].
T Temperature, [K].
v Velocity, [m/s].
V Bubble volume, [m3].
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vξ Growth velocity, [m/s].
z Dispersion height, [m].

Sub/superscripts
B−D Birth and death terms.
coll Collisions.
d (mass) density function.
eff Effective.
G Gas.
G−L Gas-liquid.
in (Reactor) inlet.
L Liquid.
m Mass.
max Maximum.
min Minimum.
p Particle.
r Physical space.
s Superficial (superscript).
s Chemical species (subscript).
S Solid.
S−L Solid-liquid.
SL Slurry.
z z (axial) direction.
ξ Property space.

INTRODUCTION

Background

In the modelling of multiphase chemical reactors the interfa-
cial transfer fluxes play an important role. Chemical species
are transported between the phases to form products, interfa-
cial forces influence the relative velocities of the phases and
heat is transfered from one phase to another. Mathematical
models for reactive dispersed flows (as opposed to stratified)
are developed on basis of continuum mechanics and kinetic
theory of gases (Jakobsen, 2008). With emphasis on mod-
elling the interfacial transfer fluxes, the latter framework is
of interest as it provides a density function describing the
number of entities at a location in physical space and prop-
erty space. Solving for the density function explicitly, the
transfer of chemical species, momentum and heat can thus
be calculated as the product of the transfer coefficient, the
density function and a property dependent driving force. In
particular, choosing size (diameter) as the property space /
inner coordinate the influence of the bubble size distribution
on mass, momentum and heat transfer can be studied.

Development of a reactive multifluid-PBE model

A multifluid-PBE model, where PBE denotes the popula-
tion balance equation, was developed by Dorao (2006), Zhu
(2009), Patruno et al. (2009), Sporleder (2011), Nayak et al.
(2011) and Solsvik and Jakobsen (2014) to describe isother-
mal non-reactive flow with size dependent velocity. Based on
the works by Andresen (1990) and Simonin (1996) a model
for reactive, non-isothermal solid particles in gas was de-
veloped by Lathouwers and Bellan (2000) to describe the
gasification of biomass. Chao (2012) extended their model
to allow for two types of particles in a gas and applied it
to sorption enhanced steam methane reforming. With the ki-
netic theory of gases in common, this work extends the above
models to describe reactive, non-isothermal gas bubbles in a
liquid phase with size dependent velocity, weight fractions
and temperature. An explicit and continous mass density
function describes the mass of bubbles at a point in physi-
cal space z (axial direction) and property space ξ (diameter).

Application of the multifluid-PBE to the Fischer-
Tropsch synthesis

The multifluid-PBE model is applied to the Fischer-Tropsch
synthesis of liquid hydrocarbons from biomass carbon
sources, termed Biomass-to-Liquid (BtL). Torrefication and
gasification of wood residue such as branches and tops gives
synthesis gas which is fed to a reactor where it is converted
to hydrocarbons over a catalyst.
A potential reactor for this process is the slurry bubble col-
umn (Figure 1) where the reactants are fed as gas through
a slurry composed of solid catalyst submerged in a liquid
phase. In order to form products, carbon monoxide and hy-
drogen are transported from the gas bubbles to the liquid
phase and into the catalyst pores where they form hydro-
carbons of various lengths in a very exothermal reaction.
With high gas flow rates and the requirement of efficient
mass transfer and heat removal the Fischer-Tropsch process
requires accurate description of size dependent interfacial
transfer fluxes and field variables such as weight fraction, ve-
locity and temperature.

reactants

liquid

gas

z = L

z = 0

gaseous products

catalyst

liquid products 

and solid catalyst

make-up liquid 

and solid catalyst cooling

sparger

Figure 1: Slurry bubble column reactor for the Fischer-Tropsch
synthesis. Solid catalyst is submerged in the liquid phase.
Gas bubbles with reactant are injected through a sparger.
Cooling rods along the axial direction facilitate removal
of reaction heat from the liquid phase.

Mass transfer

Efficient mass transfer of reactants from gas phase to liquid
phase along with fast reaction kinetics are important for the
overall reactor efficiency for the Fischer-Tropsch synthesis
in a slurry bubble column. In this work, the kinetic model
by Yates and Satterfield (1991) is applied to study the con-
version of reactants and a standard Anderson-Schultz-Flory
distribution is applied to estimate the chain length of the hy-
drocarbon products.
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A schematic view of the mass transfer resistances in the
Fischer-Tropsch synthesis in a slurry bubble column is
shown in Figure 2. It is known that among all the mass
transfer resistances from gas bubble to inside the catalyst
pellet the liquid side mass transfer is the limiting (Kohler,
1986). Values for the liquid side mass transfer coefficient for
Fischer-Tropsch fluids vary by an order of magnitude (Vandu
et al., 2004). In this work the model by Calderbank and Moo-
Young (1961) for small bubbles is applied. While the authors
denoted small bubbles as those with diameter less than 2.5
mm, they remarked that most industrial reactors exhibit con-
ditions where the small bubble correlation was better than
their large bubble correlation.

1 2 3 4 5+6

bulk liquid

gas

gas film

liquid film

phase boundary

catalyst particle surface

Figure 2: Possible mass transfer limitations (Kohler, 1986),
whereas step (2) is the most important.

Momentum transfer

The main momentum transfer is the drag force between the
gas bubbles and the liquid phase. The gas bubbles are fed
at a velocity of 0.5 m/s while the liquid phase initial veloc-
ity is 0.02 m/s, thus the drag force is significant. Bubble
size dependent velocity is known from the literature to give a
valuable additional information compared to all bubbles hav-
ing the same average velocity (e.g. Frank et al. (2005)). As
shown before for the Fischer-Tropsch synthesis in a slurry
bubble column (Vik et al., 2015) the velocity varies signifi-
cantly with bubble size - mainly as a result of the drag force
dependency on bubble size.

Heat transfer

The interfacial gas-liquid heat flux is modelled using the heat
transfer coefficient by Calderbank and Moo-Young (1961).
The reaction heat is removed from the liquid using axial cool-
ing rods. In this work we have assumed only the liquid phase
to be in contact with the axial cooling rods (See Figure 1)
and thus only the gas-liquid interfacial heat transfer is rele-
vant for the bubble size dependent gas temperature.

THEORY

The Boltzmann equation

An analogy to the kinetic theory of granular flow is ap-
plied to describe reactive bubbles in an interstitial liquid.
The starting point is a microscopical density function p =
p(rrr,ξ,ccc,Ξ,ωs,p,Tp,mp, t) which describes the number of
bubbles located at point rrr with size ξ, physical velocity ccc,
property velocity (growth) Ξ, weight fraction of species s
ωs,p, temperature Tp, mass mp at time t. Compared to the
model of Lathouwers and Bellan (2000)/ Chao (2012) the
coordinate set is extended to include the size in form of the

diameter ξ and velocity in diameter; growth Ξ. A Boltzmann-
like equation for p is formulated as

∂p
∂t

+ ccc · ∂p
∂rrr

+FFF · ∂p
∂ccc

+Ξ
∂p
∂ξ

+Fξ

∂p
∂Ξ

+ Ṫp
∂p
∂Tp

+∑
s

˙ωs,p
∂p

∂ωs,p
+ ṁp

∂p
∂mp

=

(
∂p
∂t

)
collision

+S
(1)

The two terms on the right hand side denote the changes in p
due to collision events and other (not collision) events. Equa-
tion 1 is multiplied with a microscopical quantity ψp and the
mass mp and then integrated. Lathouwers and Bellan (2000)
multiplied with the particle mass and integrated over the en-
tire space except physical location and time. Nayak et al.
(2011) assumed constant particle mass and integrated over
the entire space except physical location, size and time. We
here multiply with particle mass and integrate over the entire
space except physical location, size and time. This gives a
mass averaged momentum equation:

∂

∂t
( fd〈ψp〉)+

∂

∂rrr
· ( fd〈ψpccc〉)+ ∂

∂ξ
( fd〈Ξψp〉) =

fd

[
〈

∂ψp

∂t
〉+ 〈ccc ·

∂ψp

∂rrr
〉+ 〈FFFrrr ·

∂ψp

∂ccc
〉+ 〈Ξ

∂ψp

∂ξ
〉
]

+ fd

[
〈Fξ

∂ψp

∂Ξ
〉+ 〈Ṫp

∂ψp

∂Tp
〉+∑

s
〈 ˙ωs,p

∂ψp

∂ωs,p
〉
]

+ fd

[
〈ṁp

(
∂ψp

∂mp
+

1
mp

)
〉
]
+ 〈Jψp〉

(2)

Equations of change for the dispersed fluid are found by in-
troducing appropriate quantities for ψp. We shall introduce
coordinates for ψp thus using an Eulerian framework.

Definitions

We define an average of the macroscopical number density:

f (rrr,ξ, t)=
∫ +∞

−∞

p(rrr,ξ,ccc,Ξ,ωs,p,Tp,mp, t)dcccdΞdωs,pdTpdmp

(3)
and mass density:

fd(rrr,ξ, t) =
∫ +∞

−∞

mp p(rrr,ξ,ccc,Ξ,ωs,p,Tp,mp, t)dΩ (4)

where dΩ = dcccdΞdωs,pdTpdmp for brevity. Fluid properties
are found from moments of ψp, defined as:

〈ψp〉=
∫ +∞

−∞

ψpmpP(rrr,ξ,ccc,Ξ,ωs,p,Tp,mp, t)dΩ (5)

where P(rrr,ξ,ccc,Ξ,ωs,p,Tp,mp, t) is a normalized microscop-
ical density function, defined as:

P(rrr,ξ,ccc,Ξ,ωs,p,Tp,mp, t) =
p(rrr,ξ,ccc,Ξ,ωs,p,Tp,mp, t)

fd(rrr,ξ, t)
(6)

This yields and alternative formulation of the moment:

〈ψp〉=
∫ +∞

−∞

ψpmp
p(rrr,ξ,ccc,Ξ,ωs,p,Tp,mp, t)

fd(rrr,ξ, t)
dΩ

=
1

fd(rrr,ξ, t)

∫ +∞

−∞

ψpmp pdΩ

(7)

Average, or macroscopical bubble mass is found by:

m(rrr,ξ, t) = 〈mp〉=
1

fd(rrr,ξ, t)

∫ +∞

−∞

mpmp pdΩ (8)
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and we adopt the relation:

fd(rrr,ξ, t) = f (rrr,ξ, t)m(rrr,ξ, t) (9)

from Lathouwers and Bellan (2000). Macroscopical or av-
erage dispersed fluid properties such as velocity, growth ve-
locity, weight fraction of species s, temperature and enthalpy
are then given as:

vvvrrr(rrr,ξ, t) =
1

fd(rrr,ξ, t)

∫ +∞

−∞

cccmp pdΩ (10)

vξ(rrr,ξ, t) =
1

fd(rrr,ξ, t)

∫ +∞

−∞

Ξmp pdΩ (11)

ωs(rrr,ξ, t) =
1

fd(rrr,ξ, t)

∫ +∞

−∞

ωs,pmp pdΩ (12)

T (rrr,ξ, t) =
1

fd(rrr,ξ, t)

∫ +∞

−∞

Tpmp pdΩ (13)

h(rrr,ξ, t) =
1

fd(rrr,ξ, t)

∫ +∞

−∞

hpmp pdΩ (14)

Peculiar velocity, growth velocity, weight fraction, tempera-
ture and enthalpy are defined as the difference between the
microscopical and macroscopical velocity and the average of
the fluctuation is zero. The pressure tensor and heat flux are
defined by:

PPP(rrr,ξ, t) =
∫ +∞

−∞

mpCCCCCCpdΩ = fd〈CCCCCC〉 (15)

qqq(rrr,ξ, t) =
∫ +∞

−∞

mpCCCh′pdΩ = fd〈CCCh′〉 (16)

We define a space-property pressure vector and a space-
property kinetic energy flux as:

pppξ =
∫ +∞

−∞

mpv′
ξ
CCCpdΩ = fd〈v′ξCCC〉 (17)

qξ =
∫ +∞

−∞

mpv′
ξ
h′pdΩ = fd〈v′ξh′〉 (18)

From Equation 2 the equations of change for total mass,
species mass, momentum and enthalpy (temperature) are
found by inserting for 1, ωs,p, ccc and hp for ψp, respectively,
and applying definitions 10-18.

MODEL DESCRIPTION

Assumptions

With the kinetic theory of gases originally developed for di-
lute monoatomic gases in vacuum, the application has moved
far from the original intentions of the theory, as shown in Fig-
ure 3.
The particles in this work are bubbles with a significant mass
and occupying a significant volume that may vary. The inter-
stitial fluid is a liquid exerting a drag force on the particles
and the bubbles are injected into the reactor with an initial
velocity, thus not moving freely. The equations are cross-
sectionally averaged to reduce the number of spatial dimen-
sions to one. Furthermore, the implemented model is steady-
state.

Equations of change

The article presents a novel model particularly designed
to described interfacial mass transfer limited chemical pro-
cesses in a slurry bubble column. The developed equations of
change are 3D and transient, but in order to simulate a practi-
cal process such as the Fischer-Tropsch synthesis, a reduced
1D steady state model is applied. The developed equations
of change are shown below. The population balance equa-
tion formulated in terms of a mass density function fd(z,ξ)
is given as:

∂( fd(z,ξ)vz(z,ξ))
∂z

+
∂( fd(z,ξ)vξ(z,ξ))

∂ξ
= fd(z,ξ)γ(z,ξ)+Jm(z,ξ)

(19)
with initial conditions:

fd |z=zmin = fd,in

fd |ξ=ξmin = 0
(20)

In addition, the growth flux vξ fd is set to zero at the ξ bound-
aries so that no bubbles enter or leave the domain through
growth. The growth velocity is defined as Morel (2015), ex-
tending it to a density as a function of z and ξ:

vξ(z,ξ) =−
ξ

3ρ(z,ξ)

[
∂ρ(z,ξ)

∂t
+ vvvrrr(z,ξ) ·∇rρ(z,ξ)

]
(21)

The continuity equation is subtracted from the equations of
change for species mass, momentum and enthalpy (temper-
ature). For the gas phase the dispersion, turbulent dissipa-
tion and conduction terms are omitted because the gas phase
experiences negligible backmixing. For species mass this
gives:

vG(z,ξ) fd(z,ξ)
∂ωG,s(z,ξ)

∂z
+ vξ(z,ξ) fd(z,ξ)

∂ωG,s(z,ξ)
∂ξ

= fd(z,ξ)γs(z,ξ)−ωs(z,ξ) fd(z,ξ)γ(z,ξ)
+ 〈Jωs,p〉−ωs(z,ξ)Jm(z,ξ)

(22)

mono-atomic gases

molecules

particles

single type multiple type reactive

bubbles

bubbles in interstitial fluid

Figure 3: Extension of the subjects to the kinetic theory of gases.
The upper left corner represents the origin of kinetic gas
theory - a monoatomic gas in a vacuum. Gas atoms of
different type, denser gases, particles, bubbles and finally
bubbles subject to chemical reactions and in an interstitial
fluid, which is considered in this work (inside red dashed
line).
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The initial conditions are given as:

ωG,s|z=zmin = ωG,s,in

ωG,s|ξ=ξmin = KsωL,s(z)
(23)

The initial condition at ξmin implies that the smallest bubbles
with diameter ξmin are assumed to be in equilibrium with the
liquid phase at all times. For momentum:

vG(z,ξ) fd(z,ξ)
∂vG(z,ξ)

∂z
+ vξ(z,ξ) fd(z,ξ)

∂vG(z,ξ)
∂ξ

= fd(z,ξ)Fz(z,ξ)+ 〈Jccc〉− vG(z,ξ)Jm(z,ξ)
(24)

with the initial conditions:

vG|z=zmin = vG,in

vG|ξ=ξmin = vL(z)
(25)

where the smallest bubbles are assumed to have the same
velocity as the liquid. For temperature:

cpvG(z,ξ) fd(z,ξ)
∂TG(z,ξ)

∂z
+ cpvξ(z,ξ) fd(z,ξ)

∂TG(z,ξ)
∂ξ

= fd(z,ξ)qz(z,ξ)+ 〈JTp〉−TG(z,ξ)Jm(z,ξ)
(26)

with initial conditions:

TG|z=zmin = TG,in

TG|ξ=ξmin = TSL(z)
(27)

as the smallest bubbles are assumed to have the same tem-
perature as the slurry.

Interfacial transfer terms

Interfacial mass, momentum and heat transfer terms are de-
fined in terms of the size dependent variables weight fraction,
velocity and temperature.

Mass transfer

fd(z,ξ)γs ≈
fd(z,ξ)A(ξ)kL,s(z)ρL

ρG(z,ξ)V (ξ)
(

1
Ks

ωG,s(z,ξ)−ωL,s(z))

(28)
where A(ξ) is the surface area of a bubble, kL,s(z,ξ) is the
liquid side mass transfer coefficient, ρL is the liquid density
(constant in this work), ωL,s(z) the weight fraction of com-
ponent s in the liquid phase and Ks an equilibrium constant
for component s. The mass transfer term γ is obtained by
summing over all s:

fd(z,ξ)γ = ∑
s

fd(z,ξ)γs (29)

It is noted that integration of Equation 28 and 29 yield the
ξ-averaged mass transfer terms for the liquid phase.

Momentum transfer

The force terms are given by Nayak et al. (2011):

Fz(z,ξ) =−
fd(z,ξ)

ρG(z,ξ)
∂p(z)

∂z
+ fd(z,ξ)gz + f G−L

drag (z,ξ) (30)

where

f G−L
drag =−3

4
ρL

CD

ξ

fd(z,ξ)
ρG(z,ξ)

|vG(z,ξ)−vL(z)|(vG(z,ξ)−vL(z))

(31)
Integrating Equation 31 over ξ gives the momentum ex-
change term for use in the liquid phase momentum equation.

Heat transfer

The heat transfer term for heat transfer by convection is sim-
ilar to the species mass transfer term in mathematical struc-
ture:

fd(z,ξ)qc(z,ξ) =
fd(z,ξ)A(ξ)hG−L(z,ξ)

ρG(z,ξ)V (ξ)
(TG(z,ξ)−TSL(z))

(32)
Integrating Equation 32 over ξ gives the heat exchange term
for use in the slurry temperature equation.

Source terms

The source terms due to coalescence and breakage in the pop-
ulation balance equation (Equation 19) are modelled as:

Jm(z,ξ) =−b(ξ) fd(z,ξ)

+ρG(z,ξ)V (ξ)
∫

ξmax

ξ

hb(ξ,ζ)b(ζ)
fd(rrr,ζ, t)

ρG(z,ζ)V (ζ)
dζ

− fd(z,ξ)
∫ (ξ3

max−ξ3)1/3

ξmin

c(ξ,ζ)
fd(rrr,ζ, t)

ρG(z,ζ)V (ζ)
dζ

+
ξ2

2
ρG(z,ξ)V (ξ)

∫ (ξ3−ξ3
min)

1/3

ξmin

...

c([ξ3−ζ3]1/3,ζ) fd(rrr, [ξ3−ζ3]1/3, t) fd(rrr,ζ, t)
[ξ3−ζ3]2/3ρG(z,ζ)V (ζ)ρG(z, [ξ3−ζ3]1/3)V ([ξ3−ζ3]1/3)

dζ

(33)

where the closure models by Coulaloglou and Tavlarides
(1977) for breakage frequency and daughter size redistribu-
tion are applied. A pre-factor of KB = 2× 10−3 was multi-
plied to the breakage terms to adjust the resultant breakage
frequency to reasonable numbers within the bubble size do-
main along the axial direction of the reactor. Coalescence
was not included in the simulations as bubble column flows
generally are breakage dominated Sporleder et al. (2011).
Breakage and coalescence terms for the species mass, mo-
mentum and energy equations are in general not known. As
continuity is subtracted from the species mass, momentum
and energy equations, two source terms appear in each equa-
tion. These are assumed to be equal (but with opposite sign)
through the assumption that the product of averages equal to
average of products and thus cancel. The result is that only
the continuity equation has source terms due to coalescence
and breakage.

Liquid and solid phase equations

The liquid and solid phase equations are the standard axial
dispersion model equations coupled with a momentum equa-
tion for each phase. The solid phase is assumed to have the
same temperature as the liquid phase. The liquid and solid
phases is collectively referred to as the slurry temperature.
No species mass equation is applied for the solid phase. The
liquid and solid equations along with Fischer-Tropsch spe-
cific reactor parameters are given in Vik et al. (2015).

SOLUTION METHOD AND IMPLEMENTATION

The equations of change for species mass, total mass, mo-
mentum and enthalpy (temperature) for the dispersed, liq-
uid and solid phases were implemented in MATLAB R© and
solved using the orthogonal collocation method. 22 points
were used in the axial direction and 35 points in the property
(diameter) direction. Convergence was taken as when the
global iteration error was less than 10−5. The mass loss/gain
in the model was calculated for each phase as the difference
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between phase specific mass flux entering and leaving the
model, divided by the phase specific mass flux entering the
reactor.

Operating conditions

The operating conditions are given in Table 1.

Table 1: Operating conditions.

Reactor inlet temperature T 220 ◦C
Reactor outlet pressure p0 3 MPa
Inlet superficial gas velocity vs,0

G 0.26 m/s
Inlet superficial liquid velocity vs,0

L 0.01 m/s
Dispersion (reactor) height H 50 m
Reactor diameter D 9 m
Mass of catalyst per mass of dispersion αs 0.05
Product distribution parameter αASF 0.9
H2/CO feed (mole based) ratio - 2
Liquid density (constant) ρL 687 kg/m3

Bubble size range ξ 0.1 -15 mm

RESULTS

Interfacial transfer fluxes

The interfacial fluxes for mass, momentum and energy for a
single bubble as defined in Equations 28/29, 31 and 32 are
shown in Figures 4, 5 and 6 for bubbles of size 0.1 to 15
mm. Available surface area for a single bubble as function of
diameter is shown in Figure 7. Mass and heat flux are directly
proportional to the available surface area and this is seen in
the left plot of Figures 4 and 6. All three fluxes are inversely
proportional to ξ. But as the driving force is squared in the
drag force (as opposed to linear in mass and heat flux) the
drag force has a different slope than do the mass and heat
flux.
The interfacial gas-liquid mass transfer flux occurs as the re-
action alters the liquid concentrations and thus gives a driv-
ing force between them. The interfacial mass transfer flux
reaches a peak as the reaction rate is at its maximum level in
the liquid phase.
The interfacial momentum flux is more of a constant mag-
nitude over the axial direction of the reactor. As the bub-
bles are injected with a high velocity of 0.5 m/s and the liq-
uid phase moves slowly with 0.02 m/s, the gas bubbles are
slowed down by the liquid phase along the reactor height.
The interfacial heat transfer flux occurs first with a positive
sign (observed from the gas side) as the bubbles are heated by
the heat of the reaction in the liquid phase. Then with a neg-
ative sign as the liquid is cooled by the installed cooling rods
(Figure 1) and successively cools the gas bubbles. The gas-
liquid heat flux shows a peak slightly higher in the dispersion
than does the mass flux, reflecting the peak of the heat of the
reaction. The smaller bubbles have their maximum heating
rate slightly lower in the reactor than do the larger bubbles,
showing quicker heat transfer due to their higher available
surface area for heat transfer.

Size dependent weight fractions

Figure 8 shows the weight fraction of CO as function of bub-
ble size and axial direction. The field value is lower than
the average for the smallest bubble sizes and higher for the
largest bubble sizes. The largest difference seen between the
field value and the average value at the smallest bubble size
is 12 wt% units higher for the average than the field. For the

largest bubble the field value is up to 8 wt% units lower than
the average. The difference is at its largest at the middle of
the reactor height (around 25 m). The maximum difference
in concentration between the smallest and largest bubble size
is 20 wt% units at the middle of the reactor height. CO is the
reactant and is thus transported out of the bubble. Smaller
bubbles have higher surface area per mass of gas and thus
allow for more mass transport. A lower concentration of re-
actant for the smaller bubbles and vice versa for the large
bubbles is thus an expected result.
The main difference between the size dependent model in
this work and the average model is the use of a size depen-
dent mass transfer term. A size dependent mass transfer term
takes the difference in surface area per bubble gas mass into
account and can predict the effect of bubble size on mass
transfer. As mentioned above, mass transfer coefficients for
the Fischer-Tropsch synthesis are claimed to vary by one or-
der of magnitude. Figure 9 shows the effect of increasing and
decreasing the value of the liquid side mass transfer coeffi-
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Figure 4: Mass flux of CO for a single bubble as function of bub-
ble size for bubble sizes 0.1 mm to 15 mm. Left: Mass
transfer flux for a single bubble integrated over the entire
height of the reactor. Right: Mass transfer flux as func-
tion of bubble size and axial direction for a single bubble.

5 10 15

ξ [mm]

-4.75

-4.7

-4.65

-4.6

-4.55

-4.5

-4.45

-4.4

-4.35

-4.3

F
d
ra

g
(ξ

)[
m

2
s

-2
]

×104

-104

-103

f d
ra

g
(z

,ξ
)[

m
s

-2
]

5 50

ξ [mm]

-102

z [m]

10

15 0

Figure 5: Drag force for a single bubble as function of bubble size
for bubble sizes 0.1 mm to 15 mm. Left: Drag force for
a single bubble integrated over the entire height of the
reactor. Right: Drag force as function of bubble size and
axial direction for a single bubble.
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2 4 6 8 10 12 14

ξ [mm]

10
2

10
3

10
4

10
5

A
(ξ

)/
V

(ξ
)

Figure 7: Surface area per volume for bubbles with diameter 0.1 to
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Figure 8: Weight fraction of CO (reactant) as function of bubble
size and axial direction. Large bubbles have more reac-
tant left in the bubble than the average. Small bubbles
have less reactant left than the average.

cient by one order of magnitude. The nomial conversion at
the outlet is 89%. Increasing the mass transfer coefficient by
an order of magnitude gives 93%. Decreasing it gives a con-
version of 48%. These numbers indicate that the mass trans-
fer coefficient plays a significant role in the Fischer-Tropsch
synthesis at the given operating conditions. The process is
mass transfer limited at the given catalyst concentration (Ta-
ble 1).
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Figure 9: Conversion of CO in wt% as function of axial direction
for increase and decrease in the liquid side mass transfer
coefficient from the nominal value calculated from the
small bubble correlation by Calderbank and Moo-Young
(1961). Small kL value is large mass transfer resistance,
high kL value is low mass transfer resistance. 45 wt%
catalyst per volume of slurry.

It is noted that the base case simulation (Table 1) has a high
catalyst loading of 45 wt% per volume of slurry. As a sensi-
tivity a set of simulations with a 20 wt% catalyst concentra-
tion is given in Figure 10.
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Figure 10: Conversion of CO in wt% as function of axial direction
for increase and decrease in the liquid side mass trans-
fer coefficient from the nominal value calculated by the
formula from Calderbank and Moo-Young (1961). 20
wt% catalyst per volume of slurry.

The conversion of CO decreases from 89% to 17% for the
nominal kL value. For the tenfold increase, the conversion
increases to 23%. For the low kL value the result is a de-
crease from to 15%. The difference in conversion between
the smallest and largest kL values is smaller for lower catalyst
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concentrations, as is expected. With a lower catalyst concen-
tration it is less likely for the mass transfer to be the limiting
resistance in the overall efficiency of the reactor. However,
there is a potential to increase reactor efficiency by increas-
ing mass transfer also at lower catalyst concentrations.
A detailed modelling of the mass transfer flux as function of
the bubble size requires a good model for kL, also its depen-
dency on bubble size. Calderbank and Moo-Young (1961)
claimed the bubble size of less importance and claimed kL
rather being a function of the liquid properties such as dif-
fusivity than being a function of bubble size. However,
the number of experimental studies of mass transfer at high
pressures and with high gas flow rates is low (Rollbusch
et al., 2015), in particular if also requiring measurements in
Fischer-Tropsch-like fluids.

Size dependent velocity

Figure 11 shows the bubble size dependent velocity com-
pared to the mass averaged velocity. For the smallest bub-
bles the difference is very large; the average is 0.4 to 0.6
m/s and the smallest bubble size in the field value has the
same velocity as the liquid (set as boundary condition) of
0.02 m/s. The large variation in velocity as a function of bub-
ble size is dictated by the drag coefficient for a single bubble
by Tomiyama (1998). The coefficient is corrected by a factor
p; CD = C′D(1−αG)

p to account for bubble interaction. In
this work we use the value of 2 Ishii and Zuber (1979). The
value of p is further discussed by Rampure et al. (2007). It
is noted that the value of p is uncertain and has influence on
the velocity.
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Figure 11: Velocity as function of bubble size ξ and axial direc-
tion z. The average value is shown as connected red
circles. The difference in the velocity for the smallest
and largest bubbles is 0.6 m/s.

Size dependent temperature

Figure 12 shows the temperature as a function of bubble size
and axial direction, with average values in red connected cir-
cles. The field deviates from the average value by less than
0.02K at all points. The maximal variation in the tempera-
ture profile along the axis is 10 K. The size dependency of
the temperature is so small that it may be considered negligi-
ble for this system. It is noted that the gas and liquid phases
are fed at the same temperature in this simulation. In case of
difference between gas and liquid inlet temperatures or with
lower values for the interfacial heat transfer coefficient the

bubble size dependency of the temperature may be impor-
tant.
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Figure 12: Temperature as function of bubble size ξ and axial di-
rection z. The average value is shown with connected
red circles. No variation in temperature as function of
bubble size is visible.

Effect of bubble size

A simulation was performed with a mean inlet bubble size of
15 mm instead of 10 mm. The results are shown in Figure 13.
With an interfacial area reduced to about 50% of the nominal
value, the conversion of CO decreases by 10 wt% points. The
gas velocity increases as bigger bubbles are less slowed down
by drag than smaller bubbles. The difference in outlet bubble
size is shown in the lower left plot in Figure 13 and shows a
difference of 8 mm for the peak bubble size. It is noted that
the total bubble (gas) mass in the reactor was 9 % less in the
sensitivity with a mean bubble size of 15 mm compared to
the base case of 10 mm. The total bubble volume was 6 %
less.
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CONCLUSION

A bubble size dependent model for weight fractions, veloc-
ity and temperature has been developed and applied to the
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Fischer-Tropsch synthesis in a slurry bubble column operat-
ing at industrial conditions.
The interfacial fluxes are inversely proportional to the bubble
diameter and thus decrease with increasing diameter. The
consequence is a higher mass, momentum (drag force) and
heat transfer rate for the smaller bubbles than for the larger.
Bubble size dependent velocity is known from the litera-
ture to give a valuable additional information compared to
all bubbles having the same average velocity. This is also
true here, as the drag force exerted on small bubbles is very
different than for large bubbles resulting in a velocity profile
highly dependent on bubble size. The difference in velocity
for the smallest and largest bubbles is 0.6 m/s at its maximum
which is significant as the average velocity is about 0.45 m/s.
Bubble size dependent weight fractions show a concentra-
tion difference between the smallest and largest bubble sizes
of maximum 0.2 at the conditions modelled here. With a
weight fraction of reactant ranging from 0.1 to 0.7 this is a
significant difference. Bubble size dependent weight frac-
tions give more accurate description of the mass transfer in
a reactor, given a proper kL value for the system, preferably
as a function of bubble size. This poses a challenge as kL as
a function of bubble size is difficult to measure at industrial
conditions such high pressure, high temperature and multi-
component viscous hydrocarbon fluids.
Bubble size dependent temperature does not add significant
information new in the process studied here. The temperature
as function of bubble size is relatively flat and the maximal
deviation for any bubble size from the average temperature
is 0.02 K. It is noted that the gas and liquid phases are fed
at the same temperature in this simulation. In case of differ-
ence between gas and liquid inlet temperatures or with lower
values for the interfacial heat transfer coefficient the bubble
size dependency of the temperature may be important.
Given that mass transfer influences the overall conversion in
the reactor, it is important to model this interfacial flux with
the necessary level of detail. A bubble size dependent trans-
fer flux combined with the information in the explicit density
function fd(z,ξ) provides a good starting point to increase
the level of detail in modelling mass transfer in mass transfer
limiting chemical and biochemical processes. It is noted that
firm conclusions on the mass and heat transfer limitations can
only be drawn when reliable estimates of the transfer coeffi-
cients are available.
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ABSTRACT 
Predicting the drop size distribution (DSD) is essential in 
particulate flows such as emulsions as it affects mass transfer 
and heat transfer. In the current work we developed a novel 
numerical method to account for droplet breakup. The droplet 
breakup relies on an in-house developed correlation which 
depends on the local shear rate and some fluid properties. 
Commonly, a population balance equation (PBE) is employed 
to describe the breakup and coalescence of the droplets; 
however, such an approach does commonly not distinguish 
between different slip velocities of the smaller and larger 
droplets. Therefore, we propose a hybrid modelling strategy, 
which combines an Eulerian-Eulerian two-fluid model (TFM) 
and a Lagrangian discrete particle model (DPM), which is 
referred to as the Hybrid TFM-DPM model. This method 
enables the efficient evaluation of the poly-disperse liquid-
liquid drag force form the local distribution of the different 
droplet diameters. The latter can be obtained by tracking 
statistically representative droplet trajectories for each droplet 
diameter class. Finally, we applied this novel approach to a 
liquid-liquid emulsion in a stirred tank presented. The results 
clearly show that the present method is able to predict the 
droplet size distribution for different rotational speeds of the 
stirrer. 
 

Keywords: Emulsion, Droplet breakup, Coalescence, 
Hybrid TFM-DPM 
 

NOMENCLATURE 
Notation 
We  Weber number, [-]. 
Re  Reynolds number, [-]. 
A    Dimensionless constant, [-]. 
a     Shear rate, [-]. 
 

32D Sauter mean diameter, [m]. 

90D  90% of the droplets are smaller than this value, [m]. 
poly

kF  Drag force acting on a parcel with kd ,[kg. m/s2]. 
g    Gravity acceleration, [m/s2]. 

h    Characteristic length, [m]. 
K     Interphase momentum exchange coefficient 
L  Impeller diameter of stirred tank (Characteristic 
length), [m]. 
u    Velocity field, [m/s]. 
u~    Average velocity, [m/s]. 
 
Greek Symbols 
  Mass density, [kg/m3]. 
  Dynamic viscosity, [kg/m.s]. 
    Interfacial tension, [kg/s2]. 
   Turbulence dissipation rate. [m2/s3]. 
   Collision frequency, [#/s]. 

   Coalescence efficiency, [-]. 
   Coalescence frequency, [#/s]. 
    Shear stress, [kg/m.s2]. 

dcol .  Collisional time scale. 

     Dispersed phase volume fraction. [-] 
 

Sub/superscripts 
c    Continuous phase. 
d    Dispersed phase. 
k    Index of parcel. 
p   Parcel. 

INTRODUCTION 
Emulsions are widely used in the several industries such 
as food, pharmaceutical, cosmetic, chemical and 
petroleum. Drop size distribution (DSD) plays the key 
role as it controls mass transfer and heat transfer of the 
liquid-liquid system inside the reactor (Leng and 
Calabrese, 2004). Wide range of studies are done both 
numerically and experimentally to cover the DSD issues 
in the stirred tank reactor. There are several experimental 
studies focus on the single drop breakup experiment in 
order to define the breakup kernel for the Population 
balance equation (PBE) (Maaß et al., 2012; Solsvik et al., 
2014; Solsvik and Jakobsen, 2015) and some others 
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investigated DSD regardless of the events happening to 
each droplet (Boxall et al., 2010; Calabrese et al., 1986; 
Coulaloglou and Tavlarides, 1977, 1976; Narsimhan et 
al., 1980; Ohtake et al., 1987; Wang and Calabrese, 
1986). In addition, there are some additional studies, 
where computational fluid dynamic (CFD) in 
combination with PBE modelling is performed to predict 
the PSD of liquid-liquid emulsions (Agterof et al., 2003; 
Roudsari et al., 2012). 
 
PBE is commonly used to take account for the break up 
and coalescence of the droplets, although it is 
computationally not affordable to consider the different 
slip velocities of the different droplet sizes. Furthermore, 
the PBE requires kernels for breakup and coalescence, 
which are difficult to obtain due to finding the parameters 
such as the breakage frequency (Ramkrishna, 2000).  
In the current work, a hybrid approach is proposed, which 
combines the Eulerian-Eulerian two fluid model (TFM) 
and the Lagrangian discrete particle model (DPM) 
(Schneiderbauer et al., 2016a, 2016b). Here, the breakup 
of the droplets can be evaluated based on individual 
representative droplets. Moreover, hybrid TFM-DPM 
strategy has the advantage to acquire the Sauter mean 
diameter from DPM side (Lagrangian) and deliver it to 
TFM in order to calculate the accurate interphase 
momentum exchange term (Schneiderbauer et al., 2015). 
However, this hybrid approach requires the local 
equilibrium droplet size distribution. In the literature 
there are correlations, which evaluate the global Sauter 
mean diameter in a stirred tank reactors. The early stage 
correlation was developed based on the Kolmogorov 
length scale (Kolmogorov, 1941) by the work of Shinnar 
and Church (Shinnar and Church, 1960) and Chen and 
Middleman (Chen and Middleman, 1967) which reads, 
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There are similar works available, which give different 
correlations for the global Sauter mean diameter 
(Calabrese et al., 1986; Coulaloglou and Tavlarides, 
1976; Wang and Calabrese, 1986). However, there is no 
available local correlation for Sauter mean diameter 
based on the local fluid dynamic parameters (such as 
turbulence dissipation rate, ε) as it is difficult to obtain. 
Therefore, we investigated the droplet breakup in a 
Taylor-couette flow, in which the measurement of fluid 
dynamic parameters such as shear rate is well defined 
(Farzad et al., 2016). The resulting correlation depends 
on the shear rate and the fluid physical properties like 
density, viscosity and interfacial tension which is written 
as below (Farzad et al., 2016), 
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Note that, the power of h becomes zero due to 
combination of the h, Weber number and Reynolds 

number. Therefore, the normalized Sauter mean diameter 
is independent of the characteristic length (h). 
Finally, while the modelling of breakup can be efficiently 
realized on a droplet level, the coalescence of the droplets 
would require resolving the collisions between individual 
droplets. In the following, we present novel models for 
breakup and coalescence. On the one hand, the breakup 
model is connected to equation (2) and on the other hand, 
the coalescence model represents a different 
discretization strategy of the population balance 
equations. 

DROPLET BREAKUP MODEL 
The present breakup model depends on the local Sauter 
mean diameter (equation 2), which can be obtained by 
using the local shear rate and the system’s physical 
properties. Furthermore, our in-house experimental data 
(Farzad et al., 2016) reveals that the standard deviation 
scales linearly with the Sauter mean diameter, i.e. 

3233.0 D , and that the DSD follows a log-normal 
distribution; this observation is also consistent with 
literature (Boxall et al., 2010). Therefore, the full local 
equilibrium DSD can be determined by using the Sauter 
mean diameter form the correlation (equation 2) and 

3233.0 D . Thus, if a droplet is much larger than the 
the mean droplet size given from the DSD it might be 
prone to breakup. In this work, we employ the 90D  for 
this threshold, which can be computed in each 
computational cell from the corresponding local DSD 
(Figure 1). If a droplet is larger 90D  we sample a random 
number following the log-normal distribution. Only if 
this random number is larger than 90D  as well, the 
droplet will break into two daughter droplets, where the 
diameter of the first daughter droplet is given by a second 
random number following the log-normal distribution. 
Note that, based on our assumption the local droplets 
(parcels) which are smaller than 90D  remain stable as 
they are inside the local size distribution. Therefore, the 
local size distribution is constant and global size 
distribution changes till it reaches a steady state. 
Consequently, the diameter of the second daughter 
droplet can be easily computed from the volumes of the 
mother droplet and the first daughter droplet. This model 
was implemented as a user-defined function (UDF) to be 
used in the ANSYS FLUENT. The numerical 
implementation scheme will be discussed later. Note that 
breakup is not resolved for each droplet as it 
computationally costly and in most of the cases 
impossible; therefore, DPM uses parcels instead of 
particles which represent a group of particles with the 
identical diameter to reduce the computational costs. 
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Figure 1: Schematic view of Lagrangian parcel which enters a 
specific computational cell with an upper breakup limit. If the 
parcel is larger than the limit then it breaks; otherwise, it 
remains unchanged. 

DROPLET COALESCENCE MODEL 
Modelling coalescence is more demanding compared to 
the breakup. Coalescence can be thought as the 
combination of collision frequency ),( dd   and 
coalescence efficiency ),( dd  . Thus, a general form 
of the coalescence frequency reads (Coulaloglou and 
Tavlarides, 1977; Leng and Calabrese, 2004), 
  

),(),(),( dddddd    (3) 
  

Computing the collision frequency directly from droplet 
interactions is computationally very demanding and 
would decline the benefits of the hybrid approach. 
Therefore, we follow Coulaloglou and Tavlarides 
(Coulaloglou and Tavlarides, 1977), who defined the 
collision frequency and coalescence efficiency as below: 
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Coalescence may occur when at least two droplets collide 
with each other; however, as noted above computing 𝛤 
from the interactions of the Lagrangian parcels would 
considerably decrease the computational efficiency of the 
present model. Thus, a different strategy is required to 
compute the rate of coalescence for the actual Lagrangian 
parcel. This strategy is outlined in the following: First, 
similar to PBE modelling we introduce a specific number 
of diameter classes. For each of this diameter classes, we 
are able to compute the corresponding volume fraction 
from mapping the data coming from the Lagrangian 
parcels to the Eulerian grid used for the TFM solution. 
Second, based on these “imaginary coalescence partners” 
given from this binning, we are able to compute the 
individual rates of coalescence (equation (3)). Note that 
the representative diameter of each bin is given by its mid 
diameter. Therefore, if we have N parcels and M bins in 
a cell, there are M×N combinations (e.g. 𝑁 ≈ 2 × 106  
𝑀 = 13). Third, the amount of volume created due to 
coalescence is locally stored regarding to its new 
diameter class in the appropriate diameter bins. Note that 
all the coalescence which can produce droplets larger 
than local 90D were neglected in order to reduce the 
computational cost as they are prone to breakup again in 
the next time step. 

After storing the volume of the created droplets, they 
should be off loaded correctly into the available parcels 
with appropriate diameter. The volume remains stored 
until an appropriate parcel enters the computational cell; 
this procedure is known as “Bus stop model” 
(Schellander et al., 2012). Bus stop model helps to reduce 
the computational cost since always injecting the 
coalescence volume as a new parcel increases the 
computation time. However, there might be no suitable 
parcel available (regarding to its diameter class) in the 
surrounding; then, a new parcel should be injected in the 
next time step (flow time). 
 

Two-fluid Model (TFM) 
Resolving the motion of all droplets are computationally 
costly; therefore, it is more realistic to consider the 
averaged equation of motion and treat them as an 
Eulerian phase (Crowe et al., 2011). Continuity and 
momentum equations for the dispersed phase read 
(Ranade, 2001), 
 
 
 
Continuity equation 
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dF  which denotes the interphase momentum exchange 
between the dispersed phase and the continues phase 
reads, 
 

)( dccdd uuKF 
  (8) 

  
In reality most of the dispersed multiphase flows such as 
droplets and particles are poly-disperse; therefore, Sauter 
mean diameter is required to calculate the interphase 
momentum exchange properly (Schneiderbauer et al., 
2015).  
Continuity and momentum equations for the continuous 
phase in a similar manner. This Eulerian-Eulerian 
approach is also known as TFM. 

Discrete phase model (DPM) 
This model provides the movement of a single or a cluster 
of particles (parcel) and tracks them in the flow field. 
Tracking the parcel trajectories gives the Lagrangian 
information. The momentum equation for the parcel 
trajectory is, 
 

gFu
t

poly
kkp 



 )( ,  (7) 

  
Hybrid model 
Combining Lagrangian and Eulerian models yields the 
hybrid model. The TFM model predicts the flow field by 
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solving the Navier-Stokes equation and the DPM model 
passes the extra information (e.g. Sauter mean diameter) 
to the TFM part  in order to improve the accuracy of the 
Eulerian part (Schneiderbauer et al., 2015). Furthermore, 
sensitivity analysis on several numerical settings reveals 
that the hybrid model is reliable (Schneiderbauer et al., 
2016b).  
This model is able to calculate the local Sauter mean 
diameter which changes the poly-disperse drag force 
(Figure 2). The modified Lagrangian trajectory can be 
written as below (Schneiderbauer et al., 2016a) , 
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Figure 2: Single Lagrangian parcel trajectory (left side), the 
continuous droplets travels with local average velocity 
(middle), hybrid model in which consider the impact of the 
other existing droplets on the Lagrangian trajectory (right 
side)  

RESULTS AND DISCUSSION  
The numerical work by Roudsari et al. (Roudsari et al., 
2012) and the experimental data by Boxall et al. (Boxall 
et al., 2010) were used to validate the proposed models. 
These works are similar; however, the first one (Roudsari 
et al., 2012) explains the CFD simulation of the water-in-
oil emulsion in stirred tank by applying PBE and 
validating their results by the second paper (Boxall et al., 
2010) which contains the experimental data. The so 
called Conroe oil was used as the continuous phase and 
distilled water as the dispersed phase (Boxall et al., 
2010). The Conroe oil density, viscosity and interfacial 
tensions are 842 kg/m3, 3.1 cP and 20 mN/m, 
respectively. The same geometry was used as Roudsari et 
al. (Roudsari et al., 2012). However, they used multiple 
reference frame (MRF) to simulate the impeller’s 
rotation and ran the simulation in steady state but in the 
current work, dynamic simulation in combination with 
sliding mesh (SM) was carried out. Hexahedral mesh 
(Figure 3) of stirred tank reactor (Rushton turbine 6 
blades and 4 baffles) was generated by using ANSYS 
ICEM (260,000 cells). 
 

 
Figure 3: Stirred tank reactor mesh 

 
As noted above, the Sauter mean diameter correlation, 
the breakup and the coalescence models were 
implemented as a UDF. The simulation of liquid-liquid 
system in stirred tank reactor including the hybrid TFM-
DPM in combination with k-ε turbulence model was 

carried out by ANSYS FLUENT16.2. The time step size 

was 0.01s. 
 

Breakup  
The correlation of Sauter mean diameter (equation 2) was 
determined based on the dilute oil-water system 
(dispersed phase volume fraction was 1%) (Farzad et al., 
2016); however, the volume fraction of dispersed phase 
in the experimental work of Boxall et al. (Boxall et al., 
2010) is 15% and it can increase the Sauter mean 
diameter of the droplets due to coalescence (Coulaloglou 
and Tavlarides, 1976). Therefore, a linear correction 
factor was defined in the UDF based on the local volume 
fraction of the secondary phase in order to modify the 
correlation (equation 2) (Coulaloglou and Tavlarides, 
1976) . 
 

32
'
32 )1( DnD  , (8) 

  
where n is set to 6.5. Simulation was ran for two 
rotational speeds, 300 RPM and 600 RPM. The initial 
droplets with diameter of 0.6 mm and 0.3 mm were 
injected at t=0 for the 300 RPM (Figure 4) and the 600 
RPM (Figure 5) cases, respectively.  
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Figure 4: Cumulative drop size distribution at 300 RPM -Water 
in Conroe oil - Curves show the DSD (simulated) at t=0, 3 and 
6 second- shaped scattered experimental data are taken from 
Boxall et al. (Boxall et al., 2010)- Nabla shaped points are CFD 
simulation results taken from Roudsari et al. (Roudsari et al., 
2012) 

 

 
Figure 5: Cumulative drop size distribution at 600 RPM -Water 
in Conroe oil - Curves show the DSD (simulated) at t=0, 3 and 
6 second-Diamond shaped scattered experimental data are 
taken from Boxall et al. (Boxall et al., 2010)- Nabla shaped 
points are CFD simulation results taken from Roudsari et al. 
(Roudsari et al., 2012) 
 
As it can be seen from figure 4 and 5, the final status of 
the simulated results are in a good agreement with the 
experimental data (Boxall et al., 2010). Comparing the 
figures at t=3s (real flow time) reveals that the simulation 
at 600 RPM reached faster to its final state is compared 
to the 300 RPM. Therefore, mixing process is happening 
faster at 600 RPM in comparison with 300 RPM. 
However, studying the mixing time is not in the scope of 
this work. In addition, simulated DSD at 600 RPM 
follows the experimental data (Boxall et al., 2010) more 
accurately than compared to the simulated data provided 
by Roudsari et al. (Roudsari et al., 2012). Furthermore, 
using Lagrangian tracer trajectories provides the 
possibility to distribute the final simulated results into a 
large number of bins (400) in order to get smooth DSD. 
Roudsari et al. (Roudsari et al., 2012) used 7 bins as a 
part of PBE model available on the ANSYS FLUENT; 
therefore, their results are not as smooth as the results in 
the current work. 

Coalescence  
In order to validate the coalescence model, we study a 
process dominated by droplet coalescence. For example, 
when reducing the rotational speed was reduced from 600 
RPM to 300 RPM breakup becomes negligible compared 
to coalescence. Nevertheless, both the breakup and the 
coalescence models were involved in this part of the 
simulation. The constant values of collision frequency, 

5
1 29.1  ec  and coalescence efficiency, 

12
2 32.7 ec   were selected from (Maaß et al., 2007). 

However, the constant for the collision frequency was 
increased to 11 c , in order to speed up the simulation 
to obtain the preliminary results. Figure 6 illustrates 
initial results of the coalescence model, where the curve 
at t=0 is the DSD at 600 RPM and after 0.5s (real flow 
time) DSD is almost close the experimental data at 300 
RPM (Boxall et al., 2010). 

 
Figure 6: Cumulative drop size distribution evolves by time 
from  600 RPM to 300 RPM due to coalescence -Water in Crone 
oil - Curves show the DSD (simulated) at t=0, 0.1 and 0.5 
second-Diamond shaped and square shaped scattered 
experimental data are taken from Boxall et al. (Boxall et al., 
2010) 

 

CONCLUSION 
In this work, we presented novel breakup and 
coalescence models for liquid-liquid emulsions in 
combination with and Euerlian-Lagrangian Hybrid 
model. The main advantage compared to state of the art 
PBE modelling approaches is the Lagrangian nature of 
our approach, which allows the simple evaluation of, for 
example, residence time distribution. 
The breakup model is based on an in-house correlation 
for Sauter mean diameter (Farzad et al., 2016), while the 
coalescence model is based on literature correlations. 
These models were combined with a hybrid TFM-DPM 
strategy, which allows the efficient analysis of poly-
disperse systems. Final results for breakup show that the 
breakup model works fairly well for the validation case 
(Boxall et al., 2010; Roudsari et al., 2012). The initial 
results for the coalescence model are in a good agreement 
with the experiment (Boxall et al., 2010). However, these 
models, especially the model for coalescence require 
further investigation and more validation cases. 
Especially, larger systems will be subject to future 
investigations. 
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ABSTRACT

Boiling flows are very complex systems, usually confined in ver-
tical pipes, where the liquid water moving upwards and the steam
gas bubbles generated at the walls. The fluid dynamics of such sys-
tems is determined by the interplay of many different phenomena,
including bubble nucleation, growth, condensation, coalescence,
and breakage. For this reason, the development of a fully predic-
tive computational fluid dynamics (CFD) model is very challeng-
ing, therefore we focus here only on some of the phenomena men-
tioned above (i.e. coalescence and breakage) by using population
balance models (PBM). In this work, a coupled CFD-PBM model
based on the two-fluid model and the quadrature method of mo-
ments (QMOM) was implemented in the open-source CFD code
openFOAM. Simulation predictions obtained with this methodol-
ogy are compared against the so-called TOPFLOW experiments for
the first time, where simpler air-water cold systems that mimic the
complexity of real boiling flows were investigated. Comparison be-
tween the available experimental data and the results show that great
care must be paid on some modeling details, such as the inlet bub-
ble size distribution (BSD) at the sparger and the coalescence and
breakage rates modeling.

Keywords: Computational Fluid Dynamics, Population Balance
Model, gas-liquid flows, top-flow experiments, boiling flow, coales-
cence, breakage, lift force. .

NOMENCLATURE

Greek Symbols
α Volume fraction, [−].
β Daughter distribution function, [1/m].
γ̇ Shear strain rate, [1/s2].
δ Dirac delta function, [−].
ε Turbulent dissipation rate, [m2/s3].
κ Turbulent kinetic energy, [m2/s2].
λ Collision efficiency, [−].
µ Dynamic viscosity, [kg/ms].
ρ Mass density, [kg/m3].
σ Surface tension, [kg/s2].
σκ κ− ε model constant, [−].
σε κ− ε model constant, [−].
σT D Turbulent dispersion force parameter, [−].
τττ Stress tensor, [kg/ms2].

Latin Symbols
a Coalescence kernel, [m3/s].

bk Generic order moment of the daugther distribution
function, [mk].

C Model constant or coefficient, [−].
Cµ κ− ε model constant, [−].
Cε,1 κ− ε model constant, [−].
Cε,2 κ− ε model constant, [−].
d Diameter, [m].
Eo Eötvös number, [−].
F Interfacial force per unit volume, [N/m3].
G Turbulence production rate, [m2/s3].
g Breakage frequency, [1/s].
g Gravity, [m/s2].
h Collision frequency, [m3/s].
I Identity matrix, [−].
L Quadrature node (bubble size), [m].
Mk k-th order moment, [mk−3].
n Number density function, [1/m4].
p Pressure, [Pa].
Re Reynolds number, [−].
S Strain rate tensor, [1/s].
Sk Generic order moment transport equation source term,

[mk−3/s].
t Time, [s].
U Velocity, [m/s].
w Quadrature weight, [1/m3].
We Weber number, [−].

Sub/superscripts
α Index α.
b Bubbly gas phase.
buoy Buoyancy.
D Drag.
eddy Eddy.
e f f Effective.
i Index i.
j Index j.
k Index k.
l Liquid phase.
L Lift or bubble size.
shear Macroscopic shear.
t Turbulent.
T Terminal.
T D Turbulent dispersion.
t f Turbulent fluctuations.
V M Virtual Mass.
wake Wake.
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Abbreviations
BSD Bubble Size Distribution.
CFD Computational Fluid Dynamics.
CFL Courant-Friedrichs-Lewy.
MOC Methods of Classes.
NDF Number Density Function.
PBE Population Balance Equation.
PBM Population Balance Model.
QBMM Quadrature-Based Moment Method.
QMOM Quadrature Method Of Moments.

INTRODUCTION

Boiling flows are omnipresent in the chemical, process and
nuclear industries. Generally, the flow is confined in verti-
cal pipes, with liquid water moving upwards and steam gas
bubbles formed (via nucleation) at the wall and undergo-
ing subsequent coalescence, breakage, growth and conden-
sation. The movement of the steam gas bubbles is dictated
by the interfacial forces, notably drag, lift and turbulent dis-
persion. In this particular flow configuration, the lift force
plays a crucial role, as it is the main force pushing the bub-
bles away from the wall and into the core of the flow. The
simulation of such flows is a challenge because of the vari-
ety and complexity of the phenomena involved, particularly
the nucleation of gas bubbles at the wall and the interplay
between interfacial forces, coalescence and breakage. In or-
der to simplify the problem focusing only on fluid dynamics,
very often steam bubble’s nucleation, growth and condensa-
tion are not considered and the process investigated consists
mainly on the injection of air bubbles at the wall, into a flow
of cold water, mimicking the actual boiling flow (Schaffrath
et al., 2001; Prasser et al., 2005; Lucas et al., 2007). Com-
putational fluid dynamics (CFD) coupled with population
balance models (PBM) is commonly used to simulate such
flows, by means of the Eulerian-Eulerian two-fluid model
for the description of the air-water flow and the method of
classes (MOC) for the solution of the PBM for the gas bub-
bles. However, this method is quite expensive and alterna-
tives have been recently explored. In this work we want to
replace the MOC with quadrature-based moments methods
(QBMM) for the solution of the PBM. Among the different
possible choices, QMOM is considered and different cou-
plings with the CFD model are studied. In particular, the
effect of the inlet bubble diameter on the final results is in-
vestigated. Moreover, different correlations for the interfa-
cial forces (i.e. drag, lift, virtual mass and turbulent disper-
sion force), as well as different kernels for coalescence and
breakage are here reviewed and analyzed, with the aim to
be investigated in future communications. Simulations are
performed with the open-source CFD code openFOAM by
using the solver compressibleTwoPhaseEulerFoam,
implementing the two-fluid model. The solver has been ex-
tensively modified to include QMOM, as illustrated in our
previous work (Buffo et al., 2016b). Simulation predictions
are validated against the so-called TOPFLOW experiments
(Prasser et al., 2005; Lucas et al., 2010), by comparing the
bubble size distribution (BSD), the radial profiles of gas and
liquid velocities, as well as gas volume fraction, at different
heights of the test rig and under different operating condi-
tions.

MODEL DESCRIPTION

As previously mentioned, the Eulerian-Eulerian two-fluid
model is here adopted to predict the behavior of the boiling

flow. The governing equations are briefly presented in the
following (Buffo and Marchisio, 2014):

∂ρkαk

∂t
+∇ · (ρkαkUk) = 0, (1)

∂ρkαkUk

∂t
+∇ · (ρkαkUkUk) =

−∇ · (αkτττk)−αk∇p+αkρkg+Fk, (2)

where the subscript k is equal to l for the continuous liquid
phase and b for the bubbly gaseous phase, and where αk is
the volume fraction, ρk is the density and Uk is the Reynolds-
averaged velocity for phase k. For instance, the stress tensor
of the liquid phase τττl is modeled considering a Newtonian
fluid and the Boussinesq approach:

τττl = µeff,l

(
(∇Ul)+(∇Ul)

T − 2
3

I(∇ ·Ul)

)
(3)

where µeff,l is the effective viscosity of the liquid phase:
µeff,l = µl + µt,l , and where in turn µl is the molecular vis-
cosity of the liquid and µt,l = ρlCµ

κ2

ε
, κ is the turbulent ki-

netic energy of the liquid phase and ε is the energy dissipa-
tion rate of the liquid phase. These two quantities are here
calculated by using the multiphase extension of the κ− ε

model (Kataoka and Serizawa, 1989), since it represents a
good compromise between accuracy and computational time:

∂αlκ

∂t
+∇ · (αlκUl)−∇ ·

(
αl

µt,l

ρlσκ

∇κ

)
= αl(G− ε), (4)

∂αlε

∂t
+∇ · (αlεUl)−∇ ·

(
αl

µt,l

ρlσε

∇ε

)
=

αl

(
Cε,1

ε

κ
G−Cε,2

ε2

κ

)
. (5)

The model constants are those of the standard κ− ε model:
Cµ = 0.09, σκ = 1.0, σε = 1.3, Cε,1 = 1.44, and Cε,2 = 1.92.
The term G is the turbulence production rate defined as: G =
2 µt,l

ρl
(S : ∇Ul), where the strain rate tensor is in turn defined

as S = 1
2

(
∇Ul +(∇Ul)

T
)

.
It is important to remark that the term Fk in Eq. (2) is cru-
cial for a proper description of the fluid dynamics, since it is
responsible for the momentum coupling between the phases
by considering the different interfacial forces. Such term is
usually described as a summation of different contributions,
such as drag, lift, virtual mass, turbulent dispersion and wall
lubrication forces (Lucas et al., 2007; Buffo and Marchisio,
2014; Sugrue et al., 2017). Although for standard equipment
configurations as stirred tanks and bubble columns most of
them can be neglected apart from the drag force (Buffo et al.,
2016a), in small diameter vertical pipes typical of boiling
flows, where also the liquid phase raises through the column,
and the gas is injected or formed laterally and then migrating
towards the center of the column, all the forces may play a
role (Lucas et al., 2007; Lucas and Tomiyama, 2011). There-
fore the term Fb can be written as:

Fb =−Fl = FD +FL +FV M +FT D. (6)

The drag force per unit volume FD can be expressed as:

FD =−3
4

αbρlCD

db
|Ub−Ul |(Ub−Ul), (7)
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where db is the bubble diameter and CD is the drag coeffi-
cient, which is here evaluated using the Tomiyama drag law
(for slightly contaminated liquid) (Tomiyama et al., 1998):

CD =max
(

min
(

24
Reb

(
1+0.15Re0.687

b

)
,

72
Reb

)
,

8
3

Eo
Eo+4

)
(8)

where the bubble Reynolds number Reb and the Eötvös num-
ber Eo can be written as:

Reb =
ρl |Ub−Uldb

µl
, (9)

Eo =
g(ρl−ρb)d2

b
σ

(10)

where σ is the surface tension and g is the gravity acceler-
ation. The lift force per unit volume FL can be written as
(Lucas et al., 2007):

FL =−CLαbρl(Ub−Ul)× (∇×Ul), (11)

where CL is the lift coefficient. As can be observed in Eq. (6),
in this work we do not model the wall lubrication as a sep-
arate force. We used the model of Shaver and Podowski
(2015), where the wall lubrication phenomena is described
by adjusting the lift coefficient according to the distance from
the wall:

0 if y
db

< 1
2

CL,0

(
3
(

2 y
db
−1
)2
−2
(

2 y
db
−1
)3
)

if 1
2 ≤

y
db
≤ 1

CL,0 if 1 < y
db

(12)
The virtual mass force force can be expressed as (Lucas et al.,
2007):

FV M =−αbρlCV M

(
DUb

Dt
− DUl

Dt

)
, (13)

where CV M is the virtual mass coefficient and D
Dt is the sub-

stantial derivative. The turbulent dispersion force per unit
volume FT D can be written as (Burns et al., 2004):

FT D =−3
4

CDαbµl,t

dbσT D
|Ub−Ul |

(
1
αl

+
1

αb

)
∇αb, (14)

where σT D is a constant equal to unity.
This short overview about the different interfacial forces is
here reported for the sake of completeness. It is worth re-
marking here that, in this work, we focused on the popula-
tion balance modeling (PBM). As far as the interfacial forces
are concerned, we started including into the model gravity,
buoyancy and drag, leaving the analysis of the effect of the
different interfacial forces for future communications.
It is worth also remarking that in this investigation bubble
nucleation and condensation are neglected, even though both
are essential features of the boiling flows. In fact, the test
cases simulated is a air-water system, where air bubbles are
injected laterally to mimics the fluid dynamics of boiling
flows. Bubble nucleation and condensation do not occur in
this case and therefore they are neglected.
It is also useful to mention that the bubble diameter db ap-
pearing in Eq. (7) refers to the idealized monodisperse bub-
ble distribution introduced with the two-fluid model. When a
polydisperse bubble distribution is considered as in this case,
db refers to the so-called mean Sauter diameter (d32) which
is the ratio between the moment of order three and the mo-
ment of order two with respect to the bubble size. We will
see in the following how to calculate this last term through
the PBM.

Population balance modeling

The PBM is based on the solution of the Population Balance
Equation (PBE). For a thorough discussion on this equation,
the reader may refer to the specialized literature (Ramkr-
ishna, 2000; Marchisio and Fox, 2013). Among many meth-
ods to solve such complex integro-differential equation, the
method here used is the Quadrature Method of Moments
(QMOM) (Marchisio and Fox, 2013), which is based on the
idea to approximate the bubble size distribution (BSD), n(L),
as a summation of Dirac delta functions :

n(L)≈
N

∑
α=1

wαδ(L−Lα), (15)

where wα and Lα are the N weights and nodes of the quadra-
ture approximation of order N and L is the bubble size. The
nodes and weights can be calculated from the first 2N mo-
ments of the BSD, with the generic order moment Mk being
defined as:

Mk =

∞∫
0

n(L)LkdL≈
N

∑
α=1

wαLk
α, (16)

where k ∈ 0, . . . ,2N − 1 is the moment order. The way in
which the weights and nodes of quadrature can be calcu-
lated from the moments is by means of the so-called mo-
ment inversion algorithms, such as for example the Product-
Difference and Wheeler algorithms (Marchisio and Fox,
2013). The evolution of the generic order moment in space
and time can be evaluated through the solution of the follow-
ing transport equation:

∂Mk

∂t
+∇ · (UbMk) = Sk, (17)

which is derived from the PBE by applying the moment
transform to such equation. In this way, the closure problem
is solved, since the source term of Eq. (17) can be written as
a function of the quadrature weights and nodes:

Sk ≈
1
2

N

∑
α=1

N

∑
β=1

wαwβaα,β

[(
L3

α +L3
β

)k/3
−Lk

α−Lk
β

]

+
N

∑
α=1

wαgα

(
b

k
α−Lk

α

)
, (18)

where aα,β = a(Lα,Lβ) is the coalescence kernel, gα = g(Lα)
is the breakage kernel and:

b
k
α =

∞∫
0

Lk
β(L|Lα)dL. (19)

is the generic order moment of the daughter distribution
function β(L|Lα). The value of the diameter db to be used
in the expressions of the previous section can be calculated
from the moments of the BSD. For instance the mean Sauter
diameter is defined as follows:

db = d32 =
M3

M2
. (20)

These models are essential for the proper solution of the
PBM, since they represent the link between the mathemati-
cal method and the investigated physical phenomena. In this
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work, we expressed the coalescence kernel in the following
way:

a(L′,L) = h(L′,L)λ(L′,L), (21)

where h(L′,L) is the collision frequency and λ(L′,L) is the
coalescence efficiency. The first term can be estimated by
considering all the physical mechanisms that bring two bub-
bles close to each other and collide, while the second term re-
lates the contact time during the collision and the time needed
for the liquid film drainage between the colliding bubbles.
The collision frequency is expressed as follows (Liao and
Lucas, 2010; Liao et al., 2015):

h(L′,L) = ht f +hshear +heddy +hbuoy +hwake, (22)

where the first term accounts for the collisions induced by
the turbulent fluctuations, the second for those by the macro-
scopic shear, the third for those due to bubbles trapped into
large eddies, the forth due to different terminal velocities
given by the act of body forces (such as buoyancy) and the
last term due to the small bubbles entrainment into the wake
of large bubbles. It is important to remark that with Eq. (22)
it is assumed that there are no interactions between these dif-
ferent mechanisms, in such a way that the frequencies can be
summed up to give the overall coalescence frequency. This
approximation is totally arbitrary from a physical point of
view, although it is very complex to quantify the interactions
between the different coalescence mechanisms.
For ht f we used the well known model of Coulaloglou and
Tavlarides (1977):

h(L′,L)t f =Ct f
π

4
(L′+L)2(L′2/3 +L2/3)1/2

ε
1/3. (23)

where Ct f is a model constant, equal to 0.88 from the theory
but can be adjusted to fit different systems. For hshear the
model reported in the work of Liao et al. (2015) is used:

h(L′,L)shear =Cshear
1
8
(L′+L)3

γ̇c, (24)

where Cshear is parameter of the model and γ̇c is the shear
strain rate of the continuous phase flow. A similar expression
has also the term heddy (Liao et al., 2015):

h(L′,L)eddy =Ceddy
1
8
(L′+L)3

γ̇eddy, (25)

where Ceddy is parameter of the model and the eddy shear
strain rate γ̇eddy can be written as follows:

γ̇eddy =

√
ρlε

µl
. (26)

The coalescence frequency due to body forces interactions,
h(L′,L)buoy, can be estimated by considering the terminal
velocities of the interacting bubbles as follows (Liao et al.,
2015):

h(L′,L)buoy =Cbuoy
π

4
(L′+L)2|UT,L′ −UT,L|, (27)

where Cbuoy is a constant parameter and UT,L is the terminal
velocity of the bubble with size L and can be assessed by
means of well known correlations. The last term of Eq. (22)
accounting for the bubble wake-entrainment is here calcu-
lated by using the model of Wang et al. (2005):

h(L′,L)wake =Cwake
π

4
[
L′2UT,L′C

1/3
D,L′ΘL′ +L2UT,LC1/3

D,LΘL
]
,

(28)

where Cwake is a model constant, CD,L is the drag coefficient
for the bubble with size L, while ΘL is a function with the
following expression (Wang et al., 2005):

Θ =


(L′− 1

2 Lcrit)
6

(L′− 1
2 Lcrit)6 +( 1

2 Lcrit)6
se L′ ≥ 1

2 Lcrit ;

0 otherwise.
(29)

The critical diameter Lcrit can be assumed equal to 10 mm in
air-water systems, or can be estimated through the following
equation:

Lcrit = 4.0
√

σ

g(ρc−ρd)
. (30)

In this work, we restricted our analysis only on coalescence
caused by turbulent fluctuations. Other coalescing mecha-
nisms will be taken into account in future works.
The last missing portion of physics to estimate the coales-
cence kernel written in Eq. (21) is the coalescence efficiency
λ(L′,L). With this simplified approach, a unique coalescence
efficiency multiplies the overall coalescence frequency, al-
though in principle each coalescence mechanism has its own
efficiency. In the work of Liao et al. (2015), indeed the over-
all coalescence efficiency is calculated in such a way to con-
sider all the coalescing mechanisms of Eq. (22), but it is
assumed that the less efficient collision is the limiting effi-
ciency, which might be a too strong approximation of the
physical phenomena. For this reason, in this work we started
by considering only the efficiency due to turbulent fluctua-
tions λt f , and then all the other mechanisms will be progres-
sively taken into account in the future. Different models were
here considered, as the standard model of Coulaloglou and
Tavlarides (1977), which is based on ratio between drainage
and contact time:

h f t(L′,L) = exp

{
−Ct f

µlρlε

σ2

(
L′L

L′+L

)4
}

(31)

with the dimensioned parameter Ct f (m−2) being fitted with
experimental data. In this work, the standard value of 6 ·109

m−2 is used. Another possible approach is the one given by
Chesters (1991), which depends on bubbles Weber number,
namely on the ratio between kinetic energy of the collision
and the resisting surface energy to coalescence:

h f t(L′,L) = exp
{
−CWe

√
Wei, j

}
(32)

where Wei, j is the Weber number defined as follows:

Wei, j =
ρlε

2/3

σ

LiL j

Li +L j
(L2/3

i +L2/3
j ). (33)

Regarding the breakage kernel, the model of Laakkonen et al.
(2007) based on the homogeneous isotropic turbulence the-
ory and considering the size of the mother bubble compati-
ble with the eddy length scale of the inertial subrange is here
adopted:

g(L) =C1ε
1/3erfc

(√
C2

σ

ρlε
2/3L5/3 +C3

µl√
ρlρbε1/3L4/3

)
(34)

where C1 = 6.0, C2 = 0.04 and C3 = 0.01 as in our previ-
ous works on gas-liquid systems (Buffo and Marchisio, 2014;
Buffo et al., 2016a). Although this is not the only breakage
mechanism occurring in a real system, it is indeed the most
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important and therefore the first to be considered here as a
first approximation (Laakkonen et al., 2006, 2007). Indeed,
this aspect will be further investigated in future communica-
tions.
As far as the daughter distribution function is concerned, the
following β−distribution function is used (Laakkonen et al.,
2006):

β(L,L′) = 180
(

L2

L′3

)(
L3

L′3

)2(
1− L3

L′3

)2

(35)

where L is the size of the daughter bubble, created by the
breakage of the mother bubble of size L′. This distribution is
a bell-shaped distribution, where the symmetric breakage is
the most probable event, due to the “activated” state in which
the mother bubble is equilibrated by surface tension into two
equally-sized fragments just before breaking. This choice
was supported by comparison with experiments in previous
works (Laakkonen et al., 2006, 2007; Buffo et al., 2016a).
However other opposite approaches are debated in the lit-
erature, such as U-shaped and M-shaped distributions. The
reader may refer to Liao and Lucas (2009) for further discus-
sion.

TEST CASE AND NUMERICAL DETAILS

As previously mentioned, the experimental setup here inves-
tigated for validation purposes is the TOPFLOW rig built
at Helmholtz-Zentrum Dresden-Rossendorf (HZDR) (Schaf-
frath et al., 2001; Prasser et al., 2005; Lucas et al., 2010).
This system consist of a vertical pipe of 195.3 mm diameter
and 8000 mm tall, where liquid water raises from the bot-
tom to the top of the column and air is injected laterally from
holes placed at fixed distance along the circumference and at
different heights of the column. The measurement apparatus
is instead located at a fixed height of the vertical pipe, and it
is composed by a mesh-wire sensor able to locally measure
some of the most important property of the gas-liquid flow,
such as the radial profiles of void fraction, gas velocity and
bubble size distribution. Over the years a significant num-
ber of operating conditions were investigated by varying both
liquid and gas flow rates, as exemplified in Table 1, where a
small subset of the experiments carried out is reported.

Table 1: Some of the operating conditions investigated. Each num-
ber corresponds to a particular operating condition.

Superf. gas vel. (m/s)
0.0025 0.004 0.0062 0.0096 0.0235

Su
pe

rf
.l

iq
.

ve
l.

(m
/s

) 2.554 010 021 032 043 065
1.611 009 020 031 042 064
1.017 008 019 030 041 063
0.405 006 017 028 039 061
0.102 003 014 025 036 058

Our own implementation of QMOM into
the OpenFOAM (version 2.2.x) solver
compressibleTwoPhaseEulerFoam was used to
perform the three-dimensional transient numerical simula-
tions. This implementation includes the transport equation
for the moments of the BSD, and the Wheeler inversion
algorithm to calculate the quadrature approximation from the
transported moments (Buffo et al., 2016b) and the calcula-
tion of the different submodels for the interfacial forces and
the coalescence and breakage rates. In this work, only the
first six moments of the BSD were calculated (M0, M1, M2,

M3, M4, M5), corresponding to a quadrature approximation
with three nodes: N = 3. Particular attention was paid to
the problem of moment boundedness and realizability by
means of a proper implementation of the moment transport
equations (Buffo et al., 2016b). As far as the inlet boundary
conditions for the BSD is concerned, we adopted the same
condition as our previous works (Buffo et al., 2013, 2016a,b,
2017): a lognormal bubble size distribution with a standard
deviation equal to 15% of the mean value, as suggested by
Laakkonen et al. (2006) for holed sparger, and a mean value
estimated through correlations or experimental evidences.
Different modeling aspects were taken into account in this
work. First, a sensitivity analysis has been performed on the
value of the inlet mean bubble diameter in order to assess the
influence of this parameter on the predictions obtained with
the PBM. The obtained results were also compared to the
ones given by using the relationship of Changjun et al. (2013)
to estimate the mean inlet bubble diameter, which takes into
account the effect of the hole orientation in the physical space
on the inlet mean bubble size. This procedure of Changjun
et al. (2013) is based on the solution of ordinary differential
equations for the position of the center of mass of the formed
bubble and it is based on the balance of forces acting on the
bubble before detaching from the sparger, namely buoyancy,
gravity, drag, lift and virtual mass. Further details on its im-
plementation can be found in the original work (Changjun
et al., 2013). Among all the operating conditions available,
we picked the 008 and 042 points from Table 1, with the
first operating condition corresponding to a gas superficial
velocity of 0.0025 m s−1 and a liquid superficial velocity of
1.017 m s−1 and the second 0.096 m s−1 and 1.611 m s−1

respectively. It is worth mentioning that in all the performed
simulations only the gravity, buoyancy and drag forces were
considered as a first approximation. An in-depth analysis on
the importance of different interfacial forces, especially to
simulate operating conditions with higher gas superficial ve-
locities is left to future communications.

RESULTS

Let us start the discussion of the results with the sensitivity
analysis on the inlet bubble size. This aspect is particularly
important when a CFD-PBM approach is used, since differ-
ent boundary conditions may lead to different solutions and
there is always a certain degree of uncertainties about the
estimations of the inlet bubble size through experiments or
correlations. Fig. 1 shows the comparison between experi-
mental data and numerical predictions for the axial profiles
of the surface-averaged mean Sauter diameter for different
values of the mean inlet bubble diameter. As it is possible
to observe from the figure, all the simulations with the dif-
ferent inlet bubble diameter values shows a different initial
part of the axial profile (i.e., close to the bubble injection
section), while all reach approximately the same asymptotic
value at the highest section of the vertical profile. This result
is of great importance, since it proves that the steady-state
reached by the system is not sensitive to this modeling pa-
rameter. Moreover, the profile obtained with the inlet value
calculated with the correlation of Changjun et al. (2013) (i.e.,
4.15 mm) is very close to the experimental points close to in-
let section, while differs far from the inlet.
This mismatch can be caused by the approximations per-
formed in the evaluation of the coalescence rates: at the mo-
ment in the model only the turbulent fluctuations are consid-
ered and most likely in the higher sections of the vertical pipe
other mechanisms may become important, such as the body
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forces (buoyancy) or macroscopic shear rate mechanisms.
It is also interesting have a look at the radial profiles of vol-
ume fraction and axial gas velocity at different heights of the
column. Figs. 2 and 3 report these two properties of the gas-
liquid systems for the operating condition 008 (gas superfi-
cial velocity of 0.0025 m s−1 and liquid superficial velocity
of 1.017 m s−1), while Figs. 4 and 5 for the operating condi-
tion 042 (gas superficial velocity of 0.096 m s−1 and liquid
superficial velocity of 1.611 m s−1).
At it can be seen from the figures, the agreement with the
experimental data is decent for both the analyzed properties
and for both the operating conditions.
The largest deviation from the experimental data is observed
for the closest and farthest sections from the inlet for both op-
erating conditions for the local volume fraction profiles. It is
worth reminding here that model at the moment does not con-
sider any other additional interfacial forces apart from grav-
ity, buoyancy and drag, as a first approximation. Therefore,
the deviation observable is most likely due to this aspect:
in fact, it is clear that close to the gas inlet the bubbles are
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Figure 1: Axial profiles of the surface-averaged mean Sauter diam-
eter for different values of the mean inlet bubble diame-
ter. Operating condition 008. White circles: experimen-
tal data. Red triangles: simulation results
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Figure 2: Void fraction radial profiles at different heights of the
vertical pipe. Operating condition 008. White circles:
experimental data. Red line: numerical results.
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Figure 3: Axial velocity radial profiles at different heights of the
vertical pipe. Operating condition 008. White circles:
experimental data. Red line: numerical results.
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Figure 4: Void fraction radial profiles at different heights of the
vertical pipe. Operating condition 042. White circles:
experimental data. Red line: numerical results.
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small and the lift force tends to push them towards the wall,
while for the highest values of the vertical pipe (where the
bubbles are bigger due to coalescence) the turbulence disper-
sion force becomes important and moves the bubbles from
the walls to the core of the vertical pipe.
From the comparison between the experimental data and the
numerical predictions in terms of the axial gas velocity pro-
files reported in Figs. 3 and 5 it is instead possible to note
that the agreement is good in the region close to the wall,
where most of the bubbles can be found. When the normal-
ized radial distance is lower than 0.9, the values of axial gas
velocity do not have any physical meaning, since only few
bubbles can be experimentally detected.

CONCLUSION

In this work, a CFD-PBM methodology was applied to the
simulation of an air-water system that mimics the condi-
tions of a boiling flow, notably the TOPFLOW experiments.
Simulations were performed with the open-source CFD code
OpenFOAM (version 2.2.x) by using a modified version of
the solver compressibleTwoPhaseEulerFoam which
contains our own implementation of QMOM.
A sensitivity analysis on the boundary conditions for the
PBM shows that the steady-state solution is not influenced
by the inlet bubble diameter; moreover, the value of such
parameter given by the model of Changjun et al. (2013) is
able to reproduce well the behavior of the BSD in the re-
gions close to the inlet sections. The comparison between
experiments and predictions in terms of the void fraction and
axial gas velocity profiles for two operating conditions avail-
able shows a good agreement, however an in-depth analysis
on the effect of the different interfacial forces and the differ-
ent coalescence mechanisms is need for the development of
a general modeling tool that can be used for a larger number
of operating conditions experimentally investigated.
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ABSTRACT
The accurate description of droplet dynamics in turbulent liquid-
liquid dispersions is of great importance in many industrial appli-
cations, especially when the economy of the process is determined
by the involved mass transfer and chemical reaction rates. In this
respect, the proper estimation of the spatial and time evolution of
the droplet polydispersity can offer a useful tool to the modeler to
design and scale-up relevant processes. In the latest years, com-
putational fluid dynamics (CFD) and population balance modeling
(PBM) have been coupled into a single computational tool, paving
the way to full-predictive macro-scale models that incorporate sub-
models for describing the rate of the relevant phenomena occur-
ring at droplet-scale, such as coalescence, breakage, momentum
and mass exchange with the continuous phase. In this work our re-
cent advances on this topic are presented, with a particular attention
to two distinct elements: 1) the choice of appropriate coalescence
and breakage closures, pointing out the need to account for high-
order turbulent phenomena, such as turbulent intermittency through
the use of the so-called multifractal formalism; 2) the possibility to
carry out simplified spatially homogeneous simulations when there
is a clear separation of scales between coalescence/breakage and
mixing. CFD simulations were carried out with our own implemen-
tation of the Quadrature Method of Moments (QMOM), combined
with the two-fluid model, present in a solver of the open-source
code OpenFOAM.

Keywords: Population Balance Methods, droplet dynamics, Mul-
tiphase heat and mass transfer, stirred tanks .

INTRODUCTION

Turbulent polydisperse liquid-liquid systems, where droplets
are immersed in a continuous liquid phase, are very common
in several industrial applications, such as: cosmetic, pharma-
ceutical, oil and gas, polymer and food industries. Such dis-
persions are often generated in stirred tanks, where the power
input is given to enhance mass, momentum and energy trans-
fer rates between the phases in the desired processes (e.g.,
polymerization, extraction, separation and emulsification).
The most important properties of the system to characterize
is the droplet size distribution (DSD), as the dispersion sta-
bility, rheological properties and mass transfer rate strongly
depend on it. The disperse droplets undergo coalescence and
breakage causing changes in the DSD, which are known to
depend on the geometry of the tank, the operating conditions

and locally within the tank (Alopaeus et al., 2009). In fact,
droplets break-up mostly occurs in the region close to the
impeller, shifting the DSD towards smaller diameters, while
coalescence likely takes place in the stagnant zones far from
the impeller, skewing the DSD towards larger diameters.
In this context, the use of a computational tool capable of pre-
dicting the complex interaction between the phases can help
the design and scale-up of liquid-liquid stirred tanks. The
evolution of the DSD in space and time is often related with
the flow field, and computational fluid dynamics (CFD) is
nowadays commonly use to obtain such information. More-
over, CFD is often coupled with population balance mod-
els (PBM) to predict the evolution of the DSD and other
properties of the dispersion. In the latter works, CFD-PBM
models are used to simultaneously consider the flow inho-
mogeneities and the DSD evolution. However, there are still
two main challenges related to this approach that still need
to be addressed: the improvement of the computational effi-
ciency of these calculations, through problem simplification,
and the accuracy of the sub-models accounting for breakage
and coalescence.
Regarding the first aspect, simplified approaches where the
PBM is decoupled from the fluid dynamics description are
often used, by prescribing for an entire vessel single volume-
averaged values of the relevant properties, used to model
the phenomena involved (e.g., coalescence, breakage and
mass transfer). These “lumped” models usually stem on the
volume-average turbulent dissipation rate, calculated from
the stirring power input per unit mass, or estimated through
correlations (Attarakih et al., 2008, 2015; Bhole et al., 2008).
Although the solution methods in these cases is very fast
from the computational point of view, these simplified ap-
proaches can be used only under certain conditions. In fact,
simulation results obtained with detailed models, accounting
for the detailed hydrodynamics under turbulent conditions,
may significantly differ from the ones obtained with simpli-
fied models, where fluid dynamics homogeneity (and thus
homogeneous distribution of all the properties of interest) is
imposed (Marchisio et al., 2003, 2006; Vanni and Sommer-
feld, 1996).
As far as the second aspect is concerned, the modelling of
droplet coalescence and breakage is the subject of many stud-
ies. One of the pioneering works on this topic, and still
nowadays very popular for its simplicity, is the application
of the Kolmogorov turbulence theory by Coulaloglou and
Tavlarides (1977). They used the statistical theory of tur-
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bulence to derive the coalescence and breakage kernels; the
same methodology was also applied by many others (Luo
and Svendsen, 1996; Alopaeus et al., 2002; Laakkonen et al.,
2007) to derive new and improved kernels. In this con-
text, the developed kernels were also tested using multi-
block (compartment) models, not only for liquid-liquid dis-
persions but also for gas-liquid (bubbly) systems. However,
some important factors influencing the droplet coalescence
and breakage rates, such as the disperse phase viscosity and
turbulence intermittency, are neglected in the CT kernels.
Based on the multifractal theory of turbulence, Baldyga and
Podgórska (1998) and Podgorska and Baldyga (2001) de-
rived new breakage and coalescence kernels, the so-called
“multifractal ” (MF) kernels, which include the effect of both
disperse phase viscosity and turbulence intermittency.
In this work, we investigated both aspects. First, we for-
mulated a consistent framework to derive and solve the gov-
erning equations for zero-dimensional (0D) “lumped” mod-
els (where the volume-averaged turbulent dissipation rate
is used), 0D “homogeneous” models (where the volume-
distribution of the turbulent dissipation rate is considered in-
stead) and three-dimensional (3D) spatially inhomogeneous
models (where CFD-PBM model is used). The comparison
between these three different approaches is here performed
through the investigation of the very same system, in order
to point out the conditions (if any) where the 3D inhomoge-
neous model does not give any additional insight in the char-
acterization of the system, offering the modeler the possibil-
ity to use simple 0D models and save computational time and
resources. Then, we focused on the CFD-PBM model, by
implementing and validating the MF coalescence and break-
age kernels through comparison with experimental data. Our
implementation of QMOM was employed to solve a PBM in
the CFD code OpenFOAM-2.2.x to simulate turbulent liquid-
liquid dispersions. The kernels developed by Coulaloglou
and Tavlarides (1977) and by Baldyga and Podgórska (1998)
and Podgorska and Baldyga (2001) were both employed and
compared with the experimental data available.

MODEL DESCRIPTION

Three dimensional (3D) CFD-PBM model

The two-fluid model (TFM) is the CFD framework where
PBM is implemented. In this model, both continuous and
disperse phases are described by means of the definition of
their volume fraction and other average field variables (such
as momenta and enthalpies). The governing equations are
here not reported for the sake of brevity, however the reader
may refer to our previous works for a detailed discussion
(Buffo and Marchisio, 2014; Buffo et al., 2016a).
An important element of the CFD-PBM is the modeling of
the momentum exchange between the phases, as this term
takes into account the coupling between the DSD evolution
and the fluid dynamics behavior of the system. In the present
work, the only forces considered are gravity, buoyancy and
drag. This simplification is possible for turbulent liquid-
liquid stirred tanks, since the flow field is mainly determined
by the motion of the stirrer. The drag force per unit volume
can be estimated by means of the following equation:

Fdrag = αdαc

(
3
4

CD
ρd

d32
|Ur|
)

Ur, (1)

where Ur = Uc−Ud, Uc and Ud are respectively the aver-
age velocity of the continuous and disperse phases, d32 is the
mean Sauter diameter of the droplets calculated through the

PBM, αd is the volume fraction of the disperse phase and
αc is that of the continuous phase and CD is the drag co-
efficient, calculated here through the Schiller and Naumann
(1935) correlation.
The turbulence is here described through a RANS model,
namely a multiphase extension of the k−ε model is adopted:
only two equations written in terms of the turbulent kinetic
energy k and turbulent dissipation rate ε of the continuous
phase are solved. Although a certain turbulent anisotropy
can be observed in stirred tank reactors operating at high
Reynolds numbers, the RANS model based on homogeneous
isotropic turbulence theory, represents the only feasible op-
tion for the simulation of large scale liquid-liquid systems,
since it is a good compromise between computational costs
and accuracy.
The CFD-PBM involves also the solution of the so-called
Population Balance Equation (PBE). As previously men-
tioned, the method used to solve the equation is the Quadra-
ture Method of Moments (QMOM). The general idea be-
hind QMOM is to approximate the unknown DSD, n(ξ), by
a summation of Dirac delta functions (Marchisio and Fox,
2013):

n(ξ)≈
N

∑
α=1

wαδ(ξ−ξα), (2)

where wα and ξα are the N weights and nodes of the quadra-
ture approximation of order N and of course ξ is the droplet
size. As well known the N nodes and weights are calculated
in QMOM from the first 2N moments of the DSD:

Mk =

∞∫
0

n(ξ)ξkdξ≈
N

∑
α=1

wαξ
k
α, (3)

with k ∈ 0, . . . ,2N−1, by using the so-called moment inver-
sion algorithms, such as for example the Product-Difference
and Wheeler algorithms (Marchisio and Fox, 2013). The mo-
ments of the DSD are, in turn, calculated by solving the fol-
lowing transport equations:

∂Mk

∂t
+∇ · (UdMk) = Sk, (4)

again with k∈ 0, . . . ,2N−1, derived by applying the moment
transform to the PBE. By using the quadrature approxima-
tion, the source term of Eq. (4) can be written as:

Sk ≈
1
2

N

∑
α=1

N

∑
β=1

wαwβaα,β

[(
ξ

3
α +ξ

3
β

)k/3
−ξ

k
α−ξ

k
β

]

+
N

∑
α=1

wαgα

(
b

k
α−ξ

k
α

)
, (5)

where aα,β = a(ξα,ξβ) is the coalescence kernel, gα = g(ξα)
is the breakage kernel and:

b
k
α =

∞∫
0

ξ
k
β(ξ|ξα)dξ. (6)

is the generic order moment of the daughter distribution
function β(ξ|ξα). For further details on the corresponding
mathematical theory, the reader is referred to the work of
Marchisio and Fox (2013).
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Zero dimensional (0D) models

As previously mentioned, the DSD and all the other rele-
vant properties in a stirred tank depend of the spatial coor-
dinates and time. However, under certain limited operating
conditions, the system can be considered as homogeneous
and the evolution of the system can be described in terms of
a volume-averaged DSD:

n̄(t;ξ) =
1
V

∫
V

n(t,x;ξ)dx, (7)

where the volume averaging procedure is performed over the
entire vessel with volume V . The volume-averaged PBE can
be derived by applying the same averaging procedure and
the mathematical details are here omitted for the sake of
brevity (for a thorough discussion the reader may refer to
Buffo et al., 2016b). Here it is important to point out that the
the source term of the PBE depends not only on the DSD,
but also on the turbulent dissipation rate, which presents a
strong spatial inhomogeneity in stirred vessel. Therefore we
can leave out the spatial dependency of the turbulent dissipa-
tion rate, ε = ε(x), resulting in the following expression for
the volume-averaged source term of the PBE:

∂n̄(t,ξ)
∂t

=
1
V

∫
V

S(t,x,ξ)dx =

+∞∫
0

S(t,ε,ξ) f (ε)dε = S̄(t,ξ),

(8)
where f (ε) is the turbulent dissipation rate distribution in the
stirred tank so that: f (ε)dε, represents the volume fraction
of fluid in the tank which experiences a turbulent dissipation
rate between ε and ε+dε. Then, by definition:

+∞∫
0

f (ε)dε = 1,
+∞∫
0

f (ε)εdε = ε̄, (9)

where ε̄ is the volume-average turbulent dissipation rate in
the tank. In fact, even if very intense mixing smooths out all
the gradients of the DSD, allowing for the approximation of
the DSD with its corresponding volume-averaged n̄(t,ξ), the
source term may still depend on the spatial coordinate be-
cause of the turbulent dissipation rate, ε = ε(x), through the
term representing the turbulent dissipation rate distribution in
the stirred tank f (ε). This modeling approach is referred as
0D “homogeneous” model and it can be used to replace the
3D CFD-PBM model when the DSD is spatially uniform.
Due to the non-linear dependency on the turbulent dissipa-
tion rate of the coalescence and breakage kernels, as we
will see in the following paragraph, the 0D “homogeneous”
model differs from the 0D “lumped” model, where the ker-
nels are simply evaluated with the volume-averaged value of
the turbulent dissipation rate, ε̄. In this latter case, the averag-
ing procedure leads to the following volume-averaged PBE:

∂n̄(t,ξ)
∂t

=
1
V

∫
V

S(t,x,ξ)dx = S̄(t, ε̄,ξ). (10)

For a detailed derivation of the governing equations, the
reader may refer to Buffo et al. (2016b) for further details.

Coalescence and breakage kernels

Two different sets of kernels are used in this study to de-
scribe droplet breakage and coalescence: the Coulaloglou
and Tavlarides (1977) (CT) kernels and the Baldyga and
Podgórska (1998); Podgorska and Baldyga (2001) or mul-
tifractal (MF) kernels.

CT kernels

Coulaloglou and Tavlarides (1977) proposed a breakage fre-
quency model that takes into account the oscillations of the
droplet surface caused by turbulent eddies. The breakage
kernel reads as follows:

gCT(ξ) = G1
ε1/3

ξ2/3 exp
(
−G2

σ

ρcε2/3ξ5/3

)
, (11)

where ε is the turbulent energy dissipation rate, ξ is the
droplet diameter, ρc is the density of the continuous phase
and σ is the interfacial tension. G1 and G2 are dimension-
less constants, typically derived by fitting with experiments
and of limited validity. In this work, G1 = 0.00481 and
G2 = 0.08, as suggested in the literature (Liao and Lucas,
2009) and as done in our previous work (Gao et al., 2016).
Coalescence is instead determined by turbulent-induced col-
lisions, that can be quantified through the homogeneous tur-
bulence theory. Then a coalescence efficiency should be con-
sidered as not all the collisions will result in coalescence:
this term is usually calculated as the exponential of the ratio
of two characteristic time scales (i.e. film drainage and in-
teraction time scales), resulting in the following coalescence
kernel:

aCT(ξ,ξ
′) = D1ε

1/3 (
ξ+ξ

′)2
(

ξ
2/3 +ξ

′2/3
)1/2

exp

(
−D2

µcρcε

σ2

(
ξξ′

ξ+ξ′

)4
)
, (12)

where ξ and ξ′ are the diameters of the colliding droplets and
µc is the viscosity of the continuous phase. D1 is a dimen-
sionless constant of order of magnitude of unity (Liao and
Lucas, 2009) and generally taken equal to 0.88. D2 is an-
other constant and generally fitted with experimental data. In
this work, the value of 9×1015 m−2 was used.

MF kernels

As pointed out by Baldyga and Podgórska (1998), turbu-
lence intermittency, namely the generation of transient and
short-lived velocity gradients that result in an intermittent
time evolution of the turbulent quantities, may have a great
influence on the breakage rate and a non-negligible one on
coalescence. Intermittency is usually described through the
so-called multi-fractal theory of turbulence, resulting in the
following breakage kernel:

gMF(ξ) =Cg

√
ln
(

L
ξ

)
ε1/3

ξ2/3

αx∫
αmin

(
ξ

L

) α+2−3 f (α)
3

dα, (13)

where Cg = 0.0035 is derived from the theory. The integral

turbulent length scale is calculated as follows: L = (2k/3)3/2

ε
,

αmin = 0.12, whereas the upper bound of multi-fractal ex-
ponent α for vigorous eddies, αx, is given by the following
expression:

αx =
2.5ln

(
Lε0.4ρ0.6

c
Cxσ0.6

)
ln(L/ξ)

−1.5, (14)

where Cx = 0.23. Equation (14) is valid only for low viscos-
ity of the disperse phase. The expression for αx that takes
into account viscous effects can be found in Baldyga and
Podgórska (1998).
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The multi-fractal spectrum has a universal form derived from
the experimental data of Meneveau and Sreenivasan (1991):

f (α) = a+bα+cα
2 +dα

3 +eα
4 + f α

5 +gα
6 +hα

7 + iα8,
(15)

with a = −3.51,b = 18.721,c = −55.918,d = 120.9,e =
−162.54, f = 131.51,g = −62.572,h = 16.1, i = −1.7264
for α≥ 0.12.
Also the MF coalescence kernel is expressed as a product
of the coalescence frequency and the coalescence efficiency,
this latter expressed as an exponential of drainage time to
interaction time ratio resulting in the following relationship
(Podgorska and Baldyga, 2001):

aMF(ξ,ξ
′) =

√
8π

3
ε

1/3
(

ξ+ξ′

2

)7/3(
ξ+ξ′

2L

)0.027

× exp
(
−A1

td
ti

)
, (16)

where ξ and ξ′ are the diameters of the colliding droplets
and A1 is a dimensionless coefficient of the order of magni-
tude unity. In this model, the droplet interfaces are assumed
partially mobile, in such a way that the film drainage is con-
trolled by the motion of film surface, in turn controlled by
shear stresses exerted on the film by fluid in the drop. There-
fore, the drainage time is given as:

td =
µdãR3/2

eq

4σR1/2
L

(
1
hc

(
ξ∗

L

)0.016

− 1
h0

(
ξ∗

L

)−0.01
)
, (17)

whereas the interaction time as:

ti =
1
2

(
8(ρd/ρc + γ)ρcR3

S
3σ(1+ζ3)

)1/2

. (18)

In these two latter equations, γ is the coefficient of virtual
mass and L is the integral turbulent length scale. ξ∗ = ξ+ξ′

2 ,
ζ = Rs

RL
, RL = max(ξ,ξ′)/2 and RS = min(ξ,ξ′)/2, Req is the

equivalent radius expressed as: Req =
ξξ′

ξ+ξ′ , µd is the viscosity
of the dispersed phase, ã is the film radius derived under the
assumption that the whole kinetic energy is transformed into
excess surface energy (Podgorska, 2005):

ã =

(
8
3
(ρd/ρc + γ)ρcε2/3ξ∗2/3RS

σ(1+ζ3)

)1/4

(RSRL)
1/2. (19)

The critical film thickness, hc, is given by the following ex-
pression (Chesters, 1991):

hc =

(
AReq

8πσ

)1/3

, (20)

where A is the Hamaker constant of the order of magnitude
of: A ≈ 10−20 J, for pure liquid-liquid systems. The initial
film thickness, h0, can be expressed as follows (Podgorska,
2005):

h0 =
ε1/6ξ∗1/6µ1/2

d R3/4
eq ã1/2

2σ1/2R1/4
L

. (21)

It is important to remark that A1 is the model constant that
can be fine tuned and, with the fact that appears inside an ex-
ponential, model predictions are very sensitive to its value.
In fact this constant, although of the order of magnitude of
unity from the theory, includes all the modeling uncertainties
which might be not of universal character, e.g. the uncer-
tainty related to the Hamaker constant for different liquid-
liquid systems.

Daughter size distribution function

The daughter size distribution function β(ξ|ξ′) is required to
describe the droplet breakage event. A detailed discussion
on the different daughter distribution functions can be found
in the work of Liao and Lucas (2009). In this work, we as-
sumed a binary breakage which is a reasonable assumption
for coalescing systems here investigated. In fact, more than
two daughter droplets can be detected only when very large
droplets break-up (Podgorska, 2006). Therefore, the distri-
bution proposed by Laakkonen et al. (2006) is here used:

β
(
ξ|ξ′
)
= 180

(
ξ2

ξ′3

)(
ξ3

ξ′3

)2(
1− ξ3

ξ′3

)2

, (22)

where ξ and ξ′ are the daughter and mother droplets.

Test cases and numerical details

Different simulations were performed in order to investigate
the two aspects mentioned earlier. First, a realistic stirred
tank reactor with water as the continuous phase and octanol
as the disperse phase was considered, for investigating the
differences in the results between the 0D “lumped” model,
the 0D “homogeneous” model and the 3D CFD-PBM model.
Different operating conditions were taken into account, com-
bining different stirring rates of: N = 300, 500 and 600 RPM,
and different global concentrations of the disperse phase, cor-
responding to φd : 0.1 %, 1 % and 10 %.
Then two different sets of coalescence and breakage kernels,
namely CT and MF, were used to simulate droplet breakage
and coalescence in stirred tanks. Also in this case, differ-
ent systems and operating conditions were investigated. Test
cases correspond to the experimental data from Podgorska
(2006, 2007). The time evolution of the volume-averaged
mean Sauter diameter of the droplets is available for three
different geometries (indicated as T1, T2 and T3), working
under different stirring rates and viscosities of the disperse
phase. In fact, different silicone oils with viscosity rang-
ing from approximately 1 mPa s to 500 mPa s, and approx-
imately the same interfacial tension were considered. The
specific fluid properties, global disperse phase volume frac-
tion, φd, and stirring rate, N, are reported in Table 1. The ge-
ometrical details of the stirred tanks equipped with Rushton
turbines for the different geometries investigated are reported
in Fig. 1, 2 and 3 .

Table 1: Fluid properties and operating conditions investigated in
this work: µc is the viscosity of the continuity phase
(mPas), µd is the viscosity of the dispersed phase (mPas),
ρc is the density of continuity phase (kg m−3), ρd is the
density of dispersed phase (kg m−3), σ is the surface ten-
sion between the two phases (N m−1), φd is the global
disperse phase volume fraction (-) and N is the impeller
rotational speed (rpm).

Geom. µc µd ρc ρd σ φd N
T1 1.00 0.72 998 1022 0.0250 0.0020 300
T2 1.00 0.72 998 1022 0.0250 0.0020 392
T3 0.89 10.00 997 946 0.0458 0.0038 240
T3 0.89 10.00 997 946 0.0458 0.0038 350
T3 0.89 100.0 997 985 0.0464 0.0038 300
T3 0.89 100.0 997 985 0.0464 0.0038 350
T3 0.89 500.0 997 973 0.0505 0.0038 300
T3 0.89 500.0 997 973 0.0505 0.0038 350

The 0D simulations (“lumped” and “homogeneous” models)
of the first part of the work were carried out by means of a
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short program written in Matlab. The set of ODEs was in-
tegrated by using the standard solver ode15s. The initial
droplet population is assumed to follow a log-normal distri-
bution with a mean estimated by correlation and standard de-
viation proportional to that mean.
The 3D simulations were instead performed using our own
implementation of QMOM in OpenFOAM (version 2.2.x),
that makes use of a modified version of the standard
solver compressibleTwoPhaseEulerFoam including
the transport equation for the moments of the DSD, and
the Wheeler inversion algorithm to calculate the quadrature
approximation from the transported moments (Buffo et al.,

Figure 1: Geometry of the stirred tank T1. The units are in mm.

Figure 2: Geometry of the stirred tank T2. The units are in mm.

2016a). In this work, only the first six moments of the DSD
were calculated (M0, M1, M2, M3, M4, M5), corresponding to
a quadrature approximation with three nodes: N = 3. Partic-
ular attention was paid to the problem of moment bounded-
ness and realizability by means of a proper implementation
of the moment transport equations (Buffo et al., 2016a). The
rotation of the turbine was modelled using the multiple refer-
ence frame approach (MRF), which gives reasonable results
and is significantly cheaper than the sliding mesh approach.

RESULTS

Let us start the discussion of the results with the comparison
of the approximate 0D models with the inhomogeneous 3D
models. In Fig. 4 the turbulent dissipation rate distribution in
the tank, f (ε), is shown for the three different stirring rates
investigated as estimated from the 3D CFD-PBM model. As
can be seen from the figure, at higher stirring rates very high
values of ε (up to 135 m2 s−3) are observed in the region
close to the stirrer blade, while in the bulk zone, which rep-
resents the major part of the tank volume, much smaller val-
ues are observed. At lower impeller rotational speed instead
the distribution of ε shows that the turbulence is in general
mild, with the values of turbulent dissipation rates concen-
trated on the left of the plot. It is therefore clear that the
volume-averaged kernels for breakage and coalescence, as
calculated with the 0D “homogeneous” model, may be sig-
nificantly different from the kernels evaluated at the volume-
average turbulent dissipation rate ε̄, as calculated with the
0D “lumped” model, and this difference will be much more
significant with the increase of the rotational speed of the im-
peller.
It is important to remark that the 0D “homogeneous” model,
together with the 3D CFD-PBM model, considers the turbu-
lent dissipation rate distribution in the tank: while, the 3D
model has a general validity (as long as all the sub-models
for turbulence, drag forces, coalescence and breakage are ac-
curate), the 0D “homogeneous” model is valid only in the
case of uniform distribution of the disperse phase through-
out the vessel, in such a way that the gradients of all other
properties apart from ε can be assumed null. The 0D lumped
model, instead, makes use only of the volume-averaged tur-
bulent dissipation rate ε, always neglecting the effect of the

Figure 3: Geometry of the stirred tank T3. The units are in mm.
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distribution of turbulent dissipation rate in the tank.
The values of the mean Sauter diameter (d32) at the steady
state calculated with the three different methods are reported
in Table 2 for two different operating conditions, while Ta-
ble 3 shows the errors at the steady-state for the mean Sauter
diameter as calculated with the 0D “homogeneous” model
and the 0D “lumped” model, by using as a reference the pre-
dictions of the 3D model for all the different operating condi-
tions investigated. Closer observation of Table 3 shows that
0D “homogeneous” model is able to give predictions that
are very close to those given by the 3D CFD-PBM model.
It is important to consider the fact that within the range of
initial and operating conditions investigated, it was found
that breakage always prevailed over coalescence, with the
droplet size rapidly decreasing with time, until steady-state

Figure 4: Distribution of the turbulent dissipation rate in the vessel
for different operating conditions.

Table 2: Values of the mean Sauter diameter at the steady state for
two different operating conditions for all the approaches
considered. The units are mm

Approach 300 rpm φd = 0.1% 600 rpm φd = 10%
0D “lumped” 0.239 0.085

0D “homogeneous” 0.046 0.038
3D CFD-PBM 0.047 0.058

Table 3: Difference between mean Sauter diameter calculated with
3D CFD-PBM model and 0D “homogeneous” (normal
font) and 0D “lumped” simulations (bold font). Numbers
are in percentage.

RPM
φd, % 300 500 600

0.1 1.7 249.6 5.3 236.3 8.0 227.5
1.0 10.6 164.7 12.7 163.0 15.0 159.3

10.0 20.5 85.1 30.0 65.0 33.6 60.0

was reached. By using the 0D “lumped” model, in some
cases of low stirring rate and high disperse phase volume
fraction, coalescence prevailed over breakage, since the ini-
tial mean droplet diameter is of 1 mm. Moreover, the 0D
“lumped” model underestimates the breakage rate in all the
investigated cases, independently from the operating condi-
tions, suggesting that this model should not be used even as a
simple test case to study in detail the kinetics of coalescence
and breakage (or in other words coalescence and breakage
kernels) for such systems.
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Figure 5: Time evolution of the volume-averaged mean Sauter di-
ameter for T2, N = 392 rpm (blue lines) and for T1,
N = 300 rpm (red lines). Viscosity of the disperse phase
equal to 0.72 mPa s

It can be seen also that the 0D “lumped” model produces
a very large error, whereas the error associated with the 0D
“homogeneous” model is acceptable for some operating con-
ditions. Moreover, it is possible to observe that the error in-
creases both with the stirring rate and the global hold-up of
the disperse phase. In particular for φd = 0.1 %, the agree-
ment with the reference solution is considerably good. As φd
increases to 1.0 % the agreement for the mean Sauter diame-
ter gets worse. A further increase of the disperse phase hold-
up to φd = 10.0 % significantly compromise the agreement
between the predictions of the 3D CFD-PBM and 0D “ho-
mogeneous” models, regardless of the stirring rate. However,
this behavior was expected: the 0D “homogeneous” model is
in fact applicable only in dilute cases, when the DSD can be
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considered uniform throughout the vessel. The error associ-
ated with the 0D “lumped” model, instead, is always signif-
icant for all the operating conditions investigated, showing

Figure 6: Time evolution of the volume-averaged mean Sauter di-
ameter for T3, N = 240 rpm (light green lines) and for
T3, N = 350 rpm (dark green lines). Viscosity of the dis-
perse phase equal to 10 mPa s.

Figure 7: Time evolution of the volume-averaged mean Sauter di-
ameter for T3, N = 300 rpm (pink lines) and for T3,
N = 350 rpm (blue lines). Viscosity of the disperse phase
equal to 100 mPa s.

Figure 8: Time evolution of the volume-averaged mean Sauter di-
ameter for T3, N = 300 rpm (light blue lines) and for
T3, N = 350 rpm (purple lines). Viscosity of the disperse
phase equal to 500 mPa s.

that the effect of the distribution of turbulent dissipation rate
must be properly considered.
As far as the investigation on different sub-models for droplet
coalescence and breakage is concerned, it is useful to com-
pare the experimental data available and the numerical pre-
dictions in terms of the time evolution of the mean Sauter
diameter. As it can be observed different test cases are re-
ported, having different geometries, operating conditions and
viscosity of the dispersed phase. It is useful to remind here
that experimental data are in general affected by an uncer-
tainty of about 5 %. The sensitivity of model predictions
with respect to the key parameters was instead investigated
in the cited literature where the kernels were first proposed.
Figure 5 reports the comparison between predictions ob-
tained with the CT kernels (dashed lines) and the MF ker-
nels (continuous lines) for the two stirred tanks, T1 and T2,
reported in Figg 1 and 2. T1 is the geometric scale up of
T2 and the stirring rates are chosen in order to result with
the same power dissipation per unit volume. As seen the
CT kernels results in the very same predictions for the mean
Sauter diameter, whereas only using the MF kernels a signif-
icant difference between the two tanks is observed, in perfect
agreement with the experiments. This is due to the effect of
intermittency, that is more important in the large tank (T1).
The higher accuracy of the MF kernels is even more evident
when the viscosity of the disperse phase is increased up to
10 mPa s, 100 mPa s and 500 mPa s as evident from 6, 7 and
8. In fact, predictions obtained with the MF kernels are close
to experiments, whereas those obtained with the CT kernels
are not able to reproduce the experimental trend. This is due
to the fact that the CT kernels does not take into account the
viscous forces that prevent the droplet to break, while the MF
kernels properly include this important piece of physics into
the model. Moreover, it is worth remarking that the MF ker-
nels are capable of predicting with good accuracy also the
dynamics of the investigated systems, which is another sig-
nificant improvement with respect to the more common CT
kernels.

CONCLUSIONS

In this work two different aspects related to the simulation
of liquid-liquid systems were considered. First, the predic-
tions of a 3D CFD-PBM model, our own implementation of
QMOM in OpenFOAM, were compared with those of two
simpler (computationally cheaper and often used in the in-
dustrial practice) 0D models, derived from the 3D model
with a simple volume-average procedure applied on the en-
tire vessel. The results show that the model which assumes
that the turbulence dissipation rate in the tank is uniform and
equal to the volume-average value, namely the 0D “lumped”
model, is not suitable in all the operating conditions here
studied. This is due to the fact that the rates of coalescence
and breakage are not homogeneous in the tank, regardless
the spatial distribution of the droplet population. Whereas,
the 0D “homogeneous” model, which is able to take into ac-
count the effect of the spatial distribution of the turbulent
dissipation rate in the tank, can be used under certain oper-
ating conditions in replacement of the 3D model, when the
spatial gradients of the DSD are negligible. This means that
the knowledge of the spatial distribution of the turbulent dis-
sipation rate in the tank is crucial for a proper calculation of
the breakage and coalescence rates.
Moreover in this work, two different breakage kernels (the
CT and the MF kernels) were considered in our simulations.
Different test cases were simulated in three geometrically

315



A. Buffo, D. Li, W. Podgórska, M. Vanni, D. L. Marchisio

different tanks working under different operating conditions
and with different continuous and disperse phases. Eventu-
ally the mean Sauter diameters calculated from the CT kernel
and MF kernel were compared with experimental data. The
results show that, for dilute systems, the CT and MF ker-
nels both are capable of capturing the evolution of the mean
Sauter diameter, however the CT kernel under-predicts the
mean Sauter diameter, especially in the case of high disperse
phase viscosity, whereas the MF kernels results in satisfac-
tory agreement.
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ABSTRACT 
Dispersion of immiscible fluids in a Couette device, in which the 
inner cylinder rotates whereas the outer one is immobile, is 
modelled. Two different modelling approaches are employed. 
The 1st approach is based on solving a one-dimensional 
Advection-Diffusion-Population Balance equation. An influence 
of upper and bottom Couette device covers (the so-called end 
effect) is ignored in this case. The Prandtl mixing length model 
of turbulence, employed for modelling of a Couette flow field, 
allows obtaining an analytical expression for calculation of the 
energy dissipation rate distribution across Couette device gap. 
Fixed Pivot method is employed for numerical solution of the 
population balance equation.   
The 2nd approach is based on the CFD-population balance A-
MuSiG method, recently implemented into the STAR-CCM+ 
code of Siemens PLM Software. The Reynolds stress turbulence 
model along with the Daly & Harlow transport model are 
employed for modelling two-dimensional axisymmetric flow 
field in a Couette device.  
In the present work, modelling is limited to only droplet breakup; 
i.e., only non-coalescing droplets are considered. A modified 
droplet breakup model of Coulaloglou and Tavlarides (1977) is 
employed for all the computations.  
Computed droplet size distributions are compared with those 
obtained in a laboratory Couette device of a relatively small 
height that is a cause of the significant end effect. Dispersion of 
water droplets in silicone oil is studied. Coalescence is 
suppressed by a surfactant. The experimental droplet size 
distributions are reasonably well fitted by both the models 
employed.  
The most significant advantage of the 3-D computations over the 
1-D modelling is accounting for the end effect, that in its turn 
affects both velocity and energy dissipation rate distributions 
over the Couette device gap. Also, to better fit the experimental 
data, a weak coalescence was formally introduced into the 3-D 
computational code. 
 

Keywords: Breakup, Dispersion, Droplets, Modelling, 
Population Balance, Turbulence  

NOMENCLATURE 
 
Greek Symbols 
     Dispersed phase volume fraction 
     Droplet breakup density function  

in   Thickness of the viscous layer at the inner Couette  
         device wall, [m]  

o    Thicknesses of the viscous layers at the outer Couettte  
         device wall, [m] 
      Energy dissipation rate per unit mass, [W/kg] 
     Density, [kg/m3]. 
     Dynamic viscosity, [kg/m s] 

R      Reynolds stress, [Pa] 

win   Shear stress at the outer cylinder wall, [Pa] 

      Inner cylinder rotation speed, [Hz] 
       Droplet volume, [m3] 
 
Latin Symbols 
D      Turbulent diffusivity of a droplet, [m2/s] 
d       Droplet diameter, [Pa] 

bvf     Breakup volume fraction 

G      Droplet breakup rate, [1/s]  
H      Width of the Couette device gap, [m] 
 L        Couette device height, [m] 
 M      Maximum number of size fractions 
 �̇�     Mass transfer rate between size fractions,  
            [kg/m3/s] 
N      Number concentration of droplets per unit  

            volume, [1/m3] 
  P       Pressure, [Pa] 
 q        Number flux of droplets, [1/m2/s]  
 R       Radius of the outer cylinder of a Couette device,  
            [m]  
 mR      Radius of the gap centreline, [m] 

  inr      Radius of the inner cylinder of a Couette device,  
            [m] 
 Re      Couette device Reynolds number 
 u       Velocity of a droplet averaged over a size fraction,  
            [m/s] 
 *ou      Friction velocity at the outer cylinder wall, [m/s]  
 v         Radial velocity component of a droplet, [m/s]  
 We    Weber number 
 w       Droplet fluctuation velocity, [m/s] 
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Sub/superscripts. 
cr        critical 
d         droplet 
f          fluid 

i , j       size fraction number 
 

INTRODUCTION 
Emulsification (emulsion formation) is a process of 
dispersion of one immiscible fluid in another one, and also 
an important stage of many technologies. In some cases, 
emulsions are produced intentionally when high viscosity 
fluids are required for some purposes. For example, 
emulsions are widely used as different components in food 
industry, or in petroleum industry as displacing fluids for 
enhanced oil recovery as well as fracturing fluids for 
hydraulic fracturing. However, frequently, emulsion 
formation is a highly undesired phenomenon. An example 
is emulsion formation during oil production. Water almost 
always accompanies production of oil. A high viscosity 
water in oil emulsion, formed in a reservoir or a flowline, 
causes a significant increase in friction losses resulting in 
a production decrease. Moreover, natural surfactants, 
present in oil, may cause suppression of droplet 
coalescence and, as a result, formation of a stable emulsion 
that is characterized by a higher viscosity and smaller 
droplets. In this case, water-oil separation as well as some 
measurements, regularly conducted in a production tubing, 
are impaired. Injection of demulsifying chemicals is 
required to break a stable emulsion. To evaluate 
consequences of stable emulsion formation and make 
decision on necessity of demulsifier injection, a reliable 
model of the emulsification process is needed.  

Droplet dispersion can be considered as a sequence of 
multiple droplet breakup and coalescence events. On large 
scale, the dispersion process can be most efficiently 
modelled by a well-known Population Balance (PB) 
method. There are many droplet breakup and coalescence 
models available in open literature (Liao and Lucas, 2009, 
2010). However, superiority of certain models over others 
has never been proven.  

In the current work, we consider droplet dispersion in a 
Couette device that consists of two coaxial cylinders (see 
Fig.1); the inner cylinder rotates whereas the outer is 
immobile. A flow pattern in such a device is somewhat 
similar to that in a pipe flow (Eskin et al., 2017); therefore, 
in some cases low-cost Couette device experiments can 
successfully substitute costly flow loop tests for laboratory 
studies of the droplet dispersion process.  We will limit our 
analysis to Couette flows characterized by relatively high 
Reynolds numbers (Re>13000). In this case, scales of 
Taylor vorticities become comparable to scales of 
turbulent fluctuations and the boundary layer theory 
becomes applicable to a Couette flow (Lewis and Swinney, 
1999). The Reynolds number, in this case, is calculated on 
the basis of the circumferential velocity of the inner 
cylinder and the Couette device gap.  

Eskin et al. (2017) developed a one-dimensional model of 
droplet dispersion in a Couette device. Modelling was 
reduced to solution of an Advection-Diffusion-Population 
Balance equation. The model developed was assumed to 

be valid for a device, the height of which significantly 
exceeds the outer radius. The latter condition makes an 
effect of bottom and upper walls on a flow field to be 
negligibly small. An applied flow model (Eskin, 2014) was 
based on the boundary layer theory.  
The authors showed that the turbulence energy dissipation 
rate, which to a great extent determines the rate of droplet 
breakup and coalescence, is strongly non-uniform across 
the Couette device gap. The dissipation rate is highest at 
the inner wall and rapidly reduced to the gap centerline. 
The processes of droplet breakup and coalescence were 
modelled by a PB technique. As a breakup kernel, the 
authors employed the modified model of Coulaloglou and 
Tavlarides (1977), developed for an inertial regime of 
turbulence that takes place when sizes of breaking droplets 
significantly exceed the Kolmogoroff turbulence scale. 
The improved breakup model assumes the experimentally 
proven (Kuboi, 1972) three-dimensional Maxwellian 
distribution of turbulence eddy fluctuation velocity, 
whereas the original model is based on the unjustified 
assumption about the 2-D Maxwellian distribution.  
The breakup model parameters were identified from the 
experimental data obtained using a laboratory Couette 
device. The experimental apparatus was of a relatively 
small height: the ratio of the outer radius to the gap width 
was ~1.42. The tests of different durations (2 and 10 min) 
were conducted for an oil/water mixture, characterized by 
a small volume fraction of water (2%), in presence of a 
surfactant suppressing droplet coalescence. The droplet 
size distributions were determined by analysis of the 
microscopic images of stabilized emulsion samples using 
image recognition software ImageJ (NIH). The 
computations showed that droplets, being dispersed in the 
laboratory Couette device, reach rather small sizes and are 
uniformly dispersed over the Couette device radius. The 
computed cumulative droplet size distributions were 
relatively close to the measured ones. However, the 
experimental distributions were wider; i.e., the smallest 
droplets measured were smaller, whereas the largest were 
larger than those computed. The authors (Eskin et al., 
2017) suggested that this disagreement can be caused by 
the end effect associated with a small Couette device 
height, possible droplet coalescence as well partial 
occurrence of breakup in a viscous regime of turbulence, 
characterized by droplet sizes to be significantly smaller 
than the Kolmogoroff scale.  

Dispersion of droplets, able to coalesce (no surfactant 
case), was analysed only numerically. The coalescence 
kernel of Coulaloglou and Tavlarides (1977) was 
employed for this purpose. The computations (Eskin et al., 
2017) showed that in this case droplets are relatively large 
and, therefore, strongly stratified across the Couette device 
gap. An abrupt increase in droplet concentration at the 
outer wall indicates formation of a water layer. The 
conclusion was that a Couette device is hardly suitable for 
studies of turbulent flows of unstable emulsions in a 
turbulent flow. Therefore, in the present work, we will 
limit our studies only to modelling the dispersion process 
in absence of coalescence. We will compare the results, 
obtained by the engineering model based on the 
Advection-Diffusion Population Balance equation, with 
the data produced by the STAR-CCM+ CFD code of 
Siemens PLM Software in axisymmetric 3D formulation. 
The adaptive multiple size-groups (A-MuSiG) method, 
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recently implemented into the code, is employed for 
population balance modelling. The Reynolds stress 
turbulence model along with the Daly & Harlow transport 
model are used for computation of a Couette flow field.  

ENGINEERING MODELING APPROACH 
Let us formulate and discuss the key modeling 
assumptions. The critical assumption employed in the 
current work is that droplets do not coalesce; i.e., an 
emulsion is stable. Emulsion can be stabilized by an 

addition of chemicals (e.g., asphaltenes or other natural 
surfactants), molecules of which absorb on droplet 
surfaces making them rigid and as a result prevent 
coalescence. For the sake of simplicity, we assume that the 
emulsion stabilization process is short enough to be 
neglected. Eskin et al. (2017) showed also that a steady-
state droplet size distribution, obtained in a laboratory 
Couette device in absence of coalescence, was practically 
independent on an initial droplet size. Also, the dispersion 
computations conducted for initially monodispersed 
droplets, uniformly distributed over the Couette device 
gap, showed that the volume averaged droplet size very 
rapidly decreases during a short period of stirring. During 
this initial stirring stage, the droplet size reduction rate 
greatly decreases and then droplet size distribution slowly 
approaches the steady-state. Based on these results, we 
neglect complex effects, associated with initial location of 
fluids to be stirred, and occurring on the initial dispersion 
stage. We will also assume that droplets maintain a 
spherical shape.  
 
Advection – Diffusion – Population Balance 
approach 
Let us formulate the Advection-Diffusion-Population 
Balance equation for droplets, whose continuous size 
distribution is substituted with a discrete distribution 
represented by a finite number of size fractions. Note that 
in accordance with the analysis of Eskin et al. (2017) we 
neglect the droplet stratification due to gravity. Then, 
employment of one-dimensional governing equation is 
justified and it is written in polar coordinates as follows 
(Eskin et al., 2017): 
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i=1,…M                                                                                           

where iD  is the turbulent diffusivity of droplets of the i-

th size fraction, M is the number of size fractions, iN  is 
the number concentration of droplets of the i-th size 
fraction per unit volume, iv  is the radial velocity 
component of a droplet of the i-th size fraction, and 
 PBi tN   is the concentration change of the i-th size 
fraction droplets due to both breakup and coalescence 
(population balance term). All the terms of Eq. (1) are 
defined by local flow parameters, which can be determined 
using a simple engineering model of a Couette flow (e.g., 
Eskin 2010, 2014).  
The boundary conditions for this equation are zero droplet 
fluxes through the inner and outer walls respectively. The 
corresponding equations for the number droplet fluxes are 
written as follows: 
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where inr  and R  are radii of the inner and outer Couette 
device walls respectively.  

Distributions of the radial velocity components of droplets 
and the droplet diffusivities are calculated using the 
Couette flow model (Eskin et al., 2017). Because droplets 
are small and the density difference between dispersed and 
continuous phases is moderate, it is possible to assume that 
droplets closely follow fluid. Then, the following 
assumptions are valid: 1) the circumferential velocities of 
a droplet and a fluid are equal; 2) the turbulent diffusivity 
of a droplet is equal to the eddy diffusivity. The droplet 
radial velocity is calculated from the balance between the 
centrifugal and the radial forces acting on a droplet. To 
calculate the eddy diffusivity we used the correlation of 
Notter and Sleicher (1971) for the near-wall region, and 
the relations, based on the Prandtl mixing length model of 
turbulence for a core flow (Eskin et al., 2011).      

Let us now formulate the population balance term of Eq. 
(1). Neglecting coalescence we can formulate the 
corresponding equation for a continuous droplet size 
distribution as follows: 
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where  'G  is the breakup rate representing the breakup 
frequency of droplets of volume ' ;  tN ,  is the number 
concentration of droplets of volume  ;   ,'  is the 
droplet breakup density function, expressing the number of 
daughter droplets of size   formed at breakup of a droplet, 
whose volume is in the range ''  d .   

There are a significant number of different models of 
droplet breakup (Liao and Lucas, 2009). For all the 
computations in this work we will employ the modification 
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Figure 1: Couette device diagram 
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(Eskin et al., 2017) of the well-known breakup model of 
Coulaloglou and Tavlarides (1977). This model is based 
on the assumption that a droplet can be broken only by an 
eddy of a scale equal to droplet diameter, whereas 
distribution of the fluctuation velocity of such an eddy is 
Maxwellian. The breakup event occurs when the dynamic 
pressure associated with the eddy fluctuation velocity 
exceeds the droplet capillary pressure. The Maxwellian 
distribution assumption is confirmed by the experimental 
data of Kuboi et al. (1972), who showed that droplet 
fluctuation velocity distribution in a turbulent flow is 
nearly Maxwellian and the droplet mean-square velocity is 
determined as:   

                              3
22 2 ddw                         (5)                                                  

where d is the particle size, is the energy dissipation rate 
per unit mass. 
Those experimental results mean that mainly eddies of 
scales equal to diameters of droplets contribute into 
dynamics of droplet fluctuations; therefore, such eddies 
should be major contributors into droplet breakup.  Thus, 
the breakup model of Coulaloglou and Tavlarides (1977) 
has a reasonably strong physical background.  
However, Coulaloglou and Tavlarides (1977) wrongly 
assumed that the Maxwellian distribution is two-
dimensional. Eskin et al. (2017) corrected this flaw by 
deriving an equation for the breakup rate that accounts for 
the three-dimensional Maxwellian velocity distribution. 
Thus, the breakup rate in the present work will be 
calculated as follows (Eskin et al., 2017): 
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where erfc  is the complementary error function, K  is the 

model parameter, WeWecr5.1 ,  3
5

3
2

2 dWe f  

is the droplet Weber number, crWe  is the critical Weber 

number,   is the interfacial tension, f  is the continuous 
fluid density. 
The model parameters K  and crWe  need to be determined 
from experimental data.  
Let us now formulate assumptions enabling to determine a 
number and sizes of daughter droplets formed at breakup 
of a mother droplet. We will employ a regular assumption 
of binary breakup; i.e., a droplet is always fragmented 
forming two daughter droplets. There are a number of 
known breakup density functions   (Liao and Lucas, 
2009) determining probability of generation of daughter 
droplets of a certain volume ratio at a binary breakup 
event. Most frequently, -shaped functions are used for 
engineering computations. Such functions are 
characterized by maximum probability of formation of 
daughter droplets of equal sizes, whereas probability of 
generation of a droplet of infinitely small size is zero. 
According to calculations of Eskin et al. (2017), even large 
variations in shape of a function   do not cause 
significant changes in a steady-state droplet size 
distribution computed by the population balance equation. 
Therefore, following Eskin et al. (2017) in the present 
work we employed the droplet breakup density function 

proposed by Lee et al. (1987) that in terms of the breakup 
volume fraction bvf  is formulated as: 

                           bvbvbv fff  112 ,                   (7) 

where 'bvf  characterizes the ratio of the 
daughter/mother droplet volumes. 

In a turbulent flow the droplet breakup rate is mainly 
determined by the energy dissipation rate. Using the 
engineering flow model Eskin et al. (2017) calculated the 
energy dissipation rate as a specific power spent on friction 
between rotating fluid layers. In a core flow, the energy 
dissipation rate per unit mass is: 
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where *ou  is the friction velocity at the outer cylinder wall, 

in  and o  are the thicknesses of the viscous layers at the 
inner and the outer walls respectively,   is the von-
Karman constant, win  is the shear stress at the outer 
cylinder wall.  
The shear-stress distributions across the viscous layers are 
nearly constant and, therefore, assumed to be equal to the 
values calculated on the layer boundaries by Eqs. (8, 9). 

The population-balance term in Eq. (1) was computed 
using the Fixed Pivot method (Kumar and Ramakrishna, 
1996). In the computational code developed, the droplet 
volumes were discretised using a geometrical progression. 
The smallest droplet size was assumed to be 10% of the 
lowest value of the Kolmogoroff scale corresponding to 
the maximum energy dissipation rate that occurs at the 
inner wall. The radial coordinate along the gap was meshed 
as follows. The cells adjacent to both the walls were 
assumed to be equal to the thicknesses of the 
corresponding viscous layers woin  6.11 , where 

*uffw    is the wall layer thickness. A geometric 
progression was used to distribute mesh sizes from the wall 
to the gap centreline. An explicit finite difference method 
was employed for numerical solution of Eq. (1). 
Independence of numerical solution on the chosen 
discretization of droplet volumes and the gap width, as 
well on the time step was verified by a number of trial 
computations.  
 
EXPERIMENT 
The breakup model parameters were identified from the 
laboratory experiments, details of wich are given in Eskin 
et al. (2017). An available Couette device, regularly used 
as a laboratory mixer, was employed for this purpose. The 
inner and the outer cylinder radii of this device are 

35.14inr and 7.28R mm; i.e., 5.0Rrin . The 
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relatively small Couette device height, L = 20 mm, leads 
to a significant effect of the boundary layers at the top and 
the bottom covers on the flow field (the end effect).  

A water-in-oil emulsion, with the water volume fraction 

=0.02 was prepared using mineral oil with the dynamic 
viscosity µf=0.002 Pa s and the density f=757 kg/m3 at the 
temperature 25 °C. Non-ionic surfactant was used for 
stabilization of dispersed droplets. The surfactant addition 
led to a significant reduction of the interfacial tension 
(from =0.04 to 0.004 N/m) causing generation of fine 
droplets. First, the Couette device was filled with the oil, 
and after that water was added on the top. The experiments 
were conducted at the defined rotation speeds and mixing 
durations. After the Couette device was stopped, samples 
were withdrawn by a pipette from three different locations 
across the gap. Then, these samples were analysed by a 
transmitted light microscope and after that the image 
recognition software was used to determine the droplet 
size distributions. We would like to emphasize the 
surfactant caused generation of small droplets, which are 
uniformly distributed across the gap due to turbulent 
dispersion; therefore, the droplet size distributions 
measured at the different locations were almost identical.  

Based on the experimental data obtained for the two 
different rotation speeds, Ω=26.6 and 45 Hz, and the two 
different stirring durations, 2 and 10 min, we identified the 
breakup model parameters in Eq. (6) as follows: 𝐾 = 1 and 
𝑊𝑒𝑐𝑟 = 0.5. The identification accuracy was to some 

extent impaired due to the limited experimental data for 
different durations, the end effect, partial shift of the 
breakup regime from the inertial subrange of turbulence to 
the viscous subrange, and not entirely suppressed droplet 
coalescence. 
 
COMPUTATIONAL FLUID DYNAMICS – 
POPULATION BALANCE MODELLING  
The A-MuSiG method employed is adaptive; i.e., size 
discretization of a dispersed phase varies during 
computations as a result of breakup and coalescence. For 
each size fraction (size-group), its own mass and (if 
necessary) momentum balance equations can be 
formulated. The instantaneous mass balance equation for 
the i-th size fraction in a turbulent flow is: 

          ∂𝛼𝑖ρ𝑑

∂t
+ 𝛁 ∙ (𝛼𝑖ρ𝑑

𝒖𝒊) = ∑ (�̇�𝑖𝑗 − �̇�𝑗𝑖)𝒋     (10) 

where �̇�𝑖𝑗 is the mass transfer rate from the j-th to the i-th 
size fraction, 𝒖𝒊 is the average velocity of the i-th size 
fraction, 𝛼𝑖 is the Reynolds averaged (RA) volume 
concentration of the size fraction i, ρ

𝑑
 is the droplet 

density. 

The fraction-to-fraction mass transfer occurs due to 
breakup and coalescence, e.g., if a droplet is broken by 
turbulence, its mass and momentum are redistributed 
among smaller size fractions.  

The RA Navier-Stokes (RANS) equations for the i-th size 
fraction of the dispersed phase are: 

∂𝛼𝑖ρ𝑑𝒖𝒊

∂t
+ 𝛁 ∙ (𝛼𝑖ρ𝑑𝒖𝒊𝒖𝒊) = 

−𝛁P − 𝛁 ∙ 𝛕𝑹 + ∑ (�̇�𝑖𝑗𝒖𝒋 − �̇�𝑗𝑖𝒖𝒊)𝒋 ,              (11) 

where 𝛕𝑹 is the Reynolds stress.  

It was assumed that the flow field is axisymmetric. Our 
experience shows that not every RANS model is capable 
to reproduce the swirl flow field: both 𝑘 − 𝜀 and 𝑘 − 𝜔 
models underestimate the torque at the Couette device 
spindle approximately by a factor of two. In the present 
study, we use the Reynolds-stress, linear pressure-strain 
turbulence model with the Daly-Harlow tensor diffusivity. 
The model predictions are in a very good agreement with 
the experimental data (Lewis and Swinney, 1999). 

In the A-MuSiG method the number density equation is 
solved for each size fraction: 

   ∂𝑁𝑖

∂t
+ 𝛁 ∙ {𝑁𝑖 (𝒖𝒊 + iD 𝛁ln𝑖)} = 𝑆𝒊,          (12) 

where 𝑆𝒊 is source term due to breakup and coalescence. 
As one can see, the volume of a single droplet 𝑖 = 𝛼𝑖/𝑁𝑖 
is not prescribed a priory but varies in both time and space; 
it makes the method adaptive and our experience shows 
that from 3 to 7 size-fractions are sufficient for reliable 
engineering estimates. 

One can see that there is an extra transport (diffusive) term 
in Eq. (12) that appears as a result of Reynolds-averaging 
of the instantaneous equation for 𝑁𝑖. The derivation details 
are given in Vikhansky and Splawski (2015). 

As one can see, Eqs. (10)-(12) are presented in the standard 
form of multiphase fluid dynamics. A population balance 
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Figure 2: Computed and experimental droplet size    
                 distributions for the lower rotation speed 
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algorithm enters into these equations only through their 
source terms 𝑆𝒊, �̇�𝑖𝑗. In the present study, the source terms 
are calculated by the direct quadrature spanning tree 
method (Vikhansky, 2013). 

Computational examples 
Examples are given for the laboratory Couette device 
employed in the present work for dispersion of water in 
mineral oil in presence of an emulsifying surfactant. The 
volume water fraction was fixed, =0.02. Other details of 
the experiments are given in the section “Experiment’. 
Let us start with a brief illustration of one-dimensional 
model performance that was in detail analysed by Eskin et 
al. (2017).  
In Figs. 2, 3 we showed the experimental and computed 
cumulative droplet size distributions obtained in the 
Couette device at the spindle rotation speeds Ω=26.7 and 
45 Hz respectively. The data are presented for the 2 and 10 
min operation durations. Only droplet breakup was taken 
into account in the computations.  
One can see that an increase in the spindle rotation speed 
leads to a significant droplet size reduction. Also, it is 
worth to note that the size distributions obtained during 2 
and 10 min of operation are close to each other. Thus, the 
most intense dispersion occurs during a relatively short 
initial time period. The computed size distributions are 
noticeably narrower than the experimental ones. This 
disagreement is mainly caused by neglecting a 
coalescence, not fully supressed by the surfactant, a 
limited accuracy of the 1-D model and the end effect 
associated with the relatively small Couette device height 
(see the brief discussion in “Introduction). 

 
Figure 4: Distribution of the axial (x) and radial (y) velocity  
                 components over the radial Couette device gap cross- 
                 section. 
 
Computations of droplet dispersion by the CFD code 
allowed us to better understand underlying process 
physics. The circumferential flow velocities in the 
investigated Couette flow regimes reach several meters per 
second. However, because the Couette device employed 
has relatively small height, secondary flows caused mainly 
by the end effect can be of relatively high intensities. The 
calculated velocity field of the secondary flows at the 
rotation speed Ωz is shown in Fig.4. One can see 
the two nearly symmetric recirculation cells, characterized 
by velocities, which are relatively small but significant 

enough to strongly influence droplet transport across the 
Couette device gap. Thus, accounting for the secondary 
flows is one of important advantages of the 3-D 
simulations over the 1-D model calculations. 
Also, the end effect significantly reduces accuracy of 
computations of the shear stresses at the inner and the outer 
cylinders of the Couette device by the 1-D model. Stress 
distributions at both the cylinders are shown in Fig.5. The 
distributions are strongly non-uniform. Moreover, the 
mean stress at the inner cylinder wall is equal to 21.9 Pa, 
whereas at the outer cylinder - 3.38 Pa. For the given radii 
ratio of the cylinders, the 1-D model predicts the shear 
stress at the outer cylinder wall to be 5.48 Pa that  by factor 
1.6 exceeds the stress calculated by the 3-D code. This 
difference is caused by the end effect that is expected to 
decrease with an increase in the Couette device height.  
  

 
Figure 5: Shear stress ( Pa ) at the internal (solid line) and the 
                 external (dashed line) cylinder walls.  
 

Let us now discuss the droplet dispersion results. The 3-D 
code, employing the same breakup kernel, Eq. (6), 
provides droplet size distributions, which are similar to 
those obtained using the 1-D model (Figs. 2, 3). I.e., the 
computed size distributions are still significantly narrower 
than the experimental ones. A highly possible reason of 
this discrepancy is that droplet coalescence was not 
entirely supressed (Eskin et al., 2017) by surfactant. The 
discussion of this phenomenon is given in Eskin et al. 
(2017). Therefore, in further calculations by the 3-D code, 
besides breakup, we will also artificially introduce 
coalescence to more accurately fit the experimental data. 
For coalescence modelling, we formally employ the model 
of Coulaloglou and Tavlarides (1977). Whereas the droplet 
collision rate, used in the present work, is exactly equal to 
that in Coulaloglou and Tavlarides (1977), the equation for 
the coalescence efficiency of the droplets of sizes id   and 

id   is different from the original one and written as: 

           













 2

2

exp





ijff
ij

d
C ,             (13) 

where  jijiij ddddd  ,  C  is the empirical 

coefficient, f  is the continuous fluid dynamic viscosity. 
Note, in Coulaloglou and Tavlarides (1977) one can find 

4
ijd  (not 2

ijd ) under the exponent. The authors of the model 
made a trivial typo in the derivations. Unfortunately, the 
erroneous equation has been widely used by numerous 
authors (e.g., Liao and Lucas, 2010).  

322



 
Figure 6: Cumulative size distribution for the 26.6 (right) and 45 
                Hz (left) rotation speeds: the experimental data 
                (markers) and the CFD code (solid lines). 
 

In the 3-D computations we use the same value of crWe  as 

in the 1-D case ( 5.0crWe ). The coalescence related 
empirical coefficient, identified from the experimental 
droplet size distributions, is 6103 C . The calculated 
droplet size distributions for the 2-min duration 
experiments are shown in Fig.6. One can see a rather good 
agreement between the computed and the experimental 
curves. Note that the computations do not predict the left 
size distribution tales, caused by presence of small 
particles, because of the relatively small number of size 
fractions (9) employed for the 3-D computations.     

We would like to also emphasize that Eq. (13) was derived 
assuming mobile droplet interfaces. In this work, we use 
this equation for modelling coalescence in presence of a 
surfactant that greatly reduces interface mobility. Thus, 
employment of Eq. (13) here does not have a solid physical 
justification and serves only for fitting the experimental 
data; therefore, the empirical coefficient identified is not 
suitable for modelling dispersion of fluids different from 
those used in the present work.    

To illustrate the dispersion process mechanisms, in Fig.7 
we plotted the distributions of both the breakup and 
coalescence rates over the Couette device gap under steady 
-state conditions at the rotation speed Ω=26.7 Hz. Note 
that the breakup plot is shown using logarithmic scale, 
whereas the coalescence plot - linear scale. As one can see, 
the breakup zone is located in the vicinity of the inner wall, 
where the turbulent dissipation rate is highest. In contrast 
to breakup, the coalescence rate is highest in the centres of 
the recirculation zones. We would like to also emphasize 
that the maximum breakup rate is much higher than the 
maximum coalescence rate. However, the total 
coalescence zone is much larger than the breakup one; 
therefore the total number of coalescence events is 
matched by the total number of breakup events.  

To evaluate mixing quality in the considered Couette 
device, in Fig.8 we showed the steady-state distribution of 
the droplet Sauter diameter over the gap. Relatively small 
variations of this parameter over the gap, except the inner 
wall vicinity, show that the dispersed system is well-
mixed. This observation means that the turbulent diffusion 
of droplets significantly contributes into droplet 
dispersion.  

Thus, we performed a detailed studies of dispersion of 
chemically stabilized water droplets in a turbulent Couette 
flow using both the engineering 1-D model and the 3-D 
CFD code. Formal accounting for coalescence in 3-D 
modelling allowed to accurately fit the experimental data.  

 

Figure 7: Distributions of the steady-state breakup (upper) and 
                 the coalescence (bottom) rates over the Couette device 
                 gap, Ω=26.7 Hz. 
 
A number of the 3-D computations allowed us to reveal 
some peculiarities of the dispersion process. However, 
employment of the artificial approach to accounting for 
coalescence of partially stabilized droplets limits 
application of the identified model parameters to only the 
dispersion system that was studied in the current work.           

CONCLUSIONS 
Dispersion of chemically stabilized water droplets in a 
turbulent Couette flow has been studied by both the 1-D 
and 3-D models. The 1-D model is based on solution of the 
Advection-Diffusion Population Balance equation. Three-
dimensional modelling has been conducted using the CFD-
population balance A-MuSiG method recently 
implemented into the STAR-CCM+ code of Siemens PLM 
Software. The same droplet breakup model has been 
employed for both the models. The 3-D computations 
revealed relatively intense circulation motion caused by 
the Couette device cover walls. Nevertheless, the droplet 
size distributions predicted by both the models were close 
to each other. An analysis of the experimental data showed 
that droplet coalescence is not fully supressed by the 
surfactant; therefore, a coalescence was formally 
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introduced into the 3-D dispersion model to accurately fit 
the experimental data. The 3-D computations showed also 
that the dispersed phase is rather uniformly distributed 
over the Couette device gap that indicates a significant 
contribution of turbulent diffusion into the dispersion 
process.       

 

  
Figure 8: Distribution of the droplet Sauter diameter over the 
                Couette device gap, Ω=26.7 Hz. 
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ABSTRACT
In order to simulate the separation efficiency of gas scrubbers, we
have formulated and implemented a version of the Single-Particle
Method. The method is suitable for CFD simulations of gas-droplet
flows, and is based on using Lagrangian tracking of droplets. An
implementation of the method has been made in a commercial CFD
tool. The methodology and the CFD implementation have been val-
idated against analytical results in the literature.

Keywords: CFD; fluid mechanics; two-phase; multi-phase;
droplets; population balance .

NOMENCLATURE

Greek Symbols

β Under-relaxation factor for mass field, [-]
β(v|v′) Mass distribution, daughter droplets in breakup, [m−3]
Γ Breakup rate, [s−1]
δ Typical cell dimension, [m]
ε Turbulent dissipation rate, [W/kg]
λ Replacement rate constant for field particles, [1/s]
ξ Random number or process [−]
ρliq Liquid density, [kg/m3]
τ Residence time for droplet, [s]
ϕi Concentration of field particles, [kg/m3]
φ Particle field, [kg/m3.m3]
χ Coalescence rate, [s−1]

Latin Symbols

d Droplet diameter, [m]
F Cumulative size distribution, [-]
K Coalescence kernel, [m3/s]
k Turbulent kinetic energy, [m2/s2]
kb Parameter in Case 1 and 3, [s−1]
LE Turbulent correlation length, [m]
m(v) Size distribution on mass basis, [kg/m3.m3]
ṁ Mass flow rate of droplets, [kg/s]
M̃ Temporary field, [kg/cell]
M Mass of droplets in cell, [kg/cell]

N Number of field particles in cell, [-]
S Source term in population balance, [kg/m3.m3.s]
t Time, [s]
∆t Time step, [s]
TL Lagrangian time scale of turbulence, [s]
u Velocity in pop. balance, [m/s]
ufluid Velocity of continuous fluid, [m/s]
v Droplet volume (size), [m3]
Vcell Volume of Finite Volume cell, [m3]
x Position in space, [m]
yi Volume (size) of field particle ’i’, [m3]

INTRODUCTION

In many gas-liquid separation applications the separation ef-
ficiency is critically dependent on the particle size of the dis-
persed phase. Frequently, the use of an average particle size
is sufficient for fluid flow simulations. However, there are a
number of applications where one should consider the com-
plete particle size distribution. The motivation for the work
in this paper stems from high pressure gas-liquid separation
(scrubbers) where there is a small amount of low surface ten-
sion liquid in a gas flow. However, most of the methodology
is directly applicable to general multiphase flows as well as
population balances occurring in Chemical Engineering ap-
plications, such as crystallizers.

The most important phenomena in scrubber applications are
droplet coalescence, droplet breakup, droplet deposition on
walls and entrainment of droplets from walls. The methodol-
ogy in this paper is applicable to these, allowing a user to pre-
dict the performance of coalescence and breakup kernels and
compare the predictions to experimental data. Actual physi-
cal models and validation against high pressure data will be a
topic for a subsequent paper. Thus, in this paper we consider
a droplet population balance with coalescence and breakup
and show how it can be solved for arbitrary kernels.

There are a number of possible strategies for population bal-
ance simulations. One approach is to apply a quadrature
rule to the integrals occurring in the population balance and
track information in an Eulerian fashion. Among such meth-
ods are the Method of Classes (Ramkrishna, 2000); Galerkin
methods; the method of Least Squares (Jiang, 1998; Dorao
and Jakobsen, 2005); Orthogonal Collocation techniques and
moment methods (McGraw, 1997). See also Morud (2011),
Attarakih et al. (2004) and Attarakih et al. (2009).
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Another way is by treating the dispersed phase as Lagrangian
particles and track them throughout the flow field. The La-
grangian approach is particularly simple to implement for
breakup dominated flows, as long as breakup events involve
only the breaking particle and not the interaction between
particles. Also aggregation events can be handled by count-
ing and computing particle statistics in the numerical mesh
(Haviland and Lavin, 1962).

In this paper we present a Lagrangian method based on the
Single-Particle method of Vikhansky and Kraft (2005) to-
gether with the steady state Discrete-Particle-Method (DPM)
in ANSYS FLUENT v13.0.0.

The paper is organized as follows: First the concept for han-
dling coalescence by means of field particles is explained
in an Eulerian framework. Then the Lagrangian formula-
tion is described, explaining how to handle coalescence and
breakup in the steady state DPM model. The methodology
is validated against analytical solutions in the literature. Fi-
nally, we demonstrate our CFD implementation using a sim-
ple test example.

MODEL DEVELOPMENT

We use a simple Eulerian population balance as a point of
departure for the formulation of our Lagrangian model. In
this manner the relation between source terms in the two for-
mulations become apparent, allowing us to translate coales-
cence and breakup kernels from an Eulerian model into the
Lagrangian model.

For laminar flow and at steady state the two stated models are
equivalent, and can be directly compared. However, our La-
grangian formulation differs from the stated Eulerian model
in that it is essentially a steady state model. Moreover, La-
grangian particles have individual velocities allowing for tur-
bulent dispersion of equal particles. The stated Eulerian for-
mulation is simpler in this respect as particles of equal size
and position have the same velocity.

Eulerian formulation

The droplet size distribution on mass basis at a given point in
time and space, m(v), is illustrated in Figure 1. Here v [m3]
is the droplet size (volume). Thus, within an infinitesimal
size range between droplet size v [m3] and v+ dv [m3], the
mass of droplets is m(v)dv [kg/m3].

m(v) 

v 
v v+dv 

Figure 1: Droplet size distribution.

In an Eulerian framework the development of the droplet size
distribution can be described by a population balance equa-

tion

∂m(v,x, t)
∂t

+∇ · (u(v,x, t)m(v,x, t)) = S (v,x, t) (1)

where v, x and t are the droplet volume, position and
time; u(v,x, t) [m/s] is the velocity field of the droplets and
S (v,x, t) is the source term consisting of birth and death of
droplets due to coalescence and breakup. In the following we
will omit x and t for convenience as they are always present.

In particular, the birth by coalescence on mass basis is

SB
coal (v) =

∫ v

0

K (v− v′,v′)
ρliqv′

m
(
v′
)

m
(
v− v′

)
dv′ (2)

where K [m3/s] is the coalescence kernel and ρliq [kg/m3] is
the liquid density. The integral combines all pairs of droplet
sizes, v′ and v− v′, that sums to droplet size v. Following
Vikhansky and Kraft (2005) this can be written formally as

SB
coal (v) =

∫ v

0

K (v− v′,v′)
ρliqv′

φ
(
v′
)

m
(
v− v′

)
dv′ (3)

where φ(v) is equal to the mass distribution m(v) at a con-
verged solution. We follow Vikhansky and Kraft (2005) and
denote φ(v) as the field (or target) particles. The basic prin-
ciple is to keep an approximation to φ(v) within each Finite
Volume cell, whereas m(v) is represented by the Lagrangian
simulation particles. An updating scheme is then introduced,
which will make m(v) and φ(v) equal at steady state.

The corresponding death term by coalescence becomes

SD
coal (v) =−

∫
∞

0

K (v,v′)
ρliqv′

φ
(
v′
)

m(v)dv′ (4)

Finally, we have the birth and death terms by breakup

SB
break (v) =

∫
∞

v
Γ
(
v′
)

βm
(
v|v′
)

m
(
v′
)

dv′ (5)

SD
break (v) = −Γ(v)m(v) (6)

where Γ(v) [1/s] is the breakage frequency and βm (v|v′) is
the mass distribution of the daughter droplets resulting from
the breakage of a droplet of size v′.

Lagrangian formulation

The population balance, equation (1), can be written in a La-
grangian reference frame following a droplet:

dx
dt

= u (7)

du
dt

= f(v,u,ufluid, . . .) (8)

dv
dt

= G(v) (9)

dm
dt

= S (v)−m ·div(u) (10)

where ufluid is the velocity of the continuous fluid, f is the
force per droplet mass and G is the growth rate of a droplet
(normally zero in our models). As before, x and t are omit-
ted from the argument lists for convenience. Note that the
continuous fluid is still represented in an Eulerian reference
frame.
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The two first equations are Newton’s second law of motion
for a droplet. In our case, we use the Discrete Particle Model
(DPM) of FLUENT. Thus, we use the CFD code to track
particles for us.

The third equation describes the growth of a droplet, which
is normally zero in our models as we are considering breakup
and coalescence only1.

The last equation shows that the mass density distribution
along a droplet path varies due to (a) the source term, S, and
(b) whether droplets approach each other or move apart. The
equation is derived by applying the chain rule to m along a
droplet track, i.e.

dm
dt

=
∂m
∂t

+(u ·∇)m =
∂m
∂t

+∇ · (um)︸ ︷︷ ︸
S(v)

−m(∇ ·u) (11)

The source term for a Lagrangian material volume, Ω(v),
of droplets of size v is the same as for the Eulerian formu-
lation, namely S (v). To see this, consider a material volume
of droplets of size v, i.e. a material control volume with a
boundary that follows the droplet velocity field for this size,
u(v). There is no droplet flux of size-v droplets across its
boundary. The rate of change of the size distribution within
this volume can then be found by using the Reynolds trans-
port theorem followed by the Gauss theorem:

d
dt

[∫
Ω(v) mdV

]
=

∫
Ω(v)

∂m
∂t dV +

∫
∂Ω(v) mu ·dA

=
∫

Ω(v)
∂m
∂t dV +

∫
Ω(v) ∇ · (um)dV

=
∫

Ω(v)

[
∂m
∂t +∇ · (um)

]
dV

=
∫

Ω(v) S (v)dV
(12)

Thus, in this interpretation the source term is the same for
both the Eulerian and the Lagrangian frames.

Lagrangian simulation particles

In our method we use the concept of simulation particles,
which differs slightly from that of individual droplets. The
use of simulation particles is abundant in the literature.

One extreme would be to represent every droplet by a simu-
lation particle. We denote this as an analog simulation. This
is not commonly used due to the computational cost, as the
number of droplets in realistic cases is quite high. The other
extreme is to consider Lagrangian tracking as a form of dis-
cretization of a continuous transport equation. Thus, the sim-
ulation particles are considered to be virtual. In this sense we
can make simulation particles for any transport equation, say
the equation for turbulent kinetic energy or for the dissipation
rate.

In the present work, a simulation particle represents a group
of droplets of similar size and follows the laws of motion of a
representative droplet in the group. In the steady state model
the path of the simulation particle represents a mass flow rate

1 For the coalescence and breakage source terms, Equations (3), (4), (6),
the growth term G becomes zero. This can be seen by subtracting ρliqv
times the number density population balance from the mass density popula-
tion balance, and thus obtain an equation for the evolution of droplet mass,
d(ρliqv)/dt, in the Lagrangian frame. The breakup source term cancels.
Due to the symmetry of the coalescence kernel, K(x,y) = K(y,x), the coa-
lescence term also cancels. Thus, droplets appear and disappear but do not
grow or shrink by coalescence and breakup.

of droplets of similar size. Thus, we associate a mass flow
rate, ṁ [kg/s], and a droplet size, v [m3], with the simulation
particle.

Monte Carlo methods

We are usually only interested in the average behavior of a
large number of simulation particles, which means that tech-
niques from Monte Carlo particle methods can be used (see
Lux and Koblinger (1991)). Basically, we can choose how
many realizations of a stochastic process we use provided
that the number of realizations is large enough.

A basic Monte Carlo method is the one provided by the stan-
dard FLUENT DPM model with turbulent dispersion. We
select particles randomly at the inlet based on the inlet size
distribution and track them throughout the domain. Each of
these particle tracks is associated with a liquid mass flow, ṁ.

There are a few observations to be made that greatly simpli-
fies our Lagrangian scheme. This is discussed in the follow-
ing.

Statistical weights

The key observation is that the mass flow, ṁ, of a particle
track can be thought of as a statistical weight in the sense of
Lux and Koblinger (1991). That is, given that a track is only
one of a very large number of tracks, it results in only a small
perturbation of the solution and the expected impact on the
computed results becomes proportional to ṁ. Formally, and
as a theoretical device for the subsequent discussion only, let
us write this as

∆R = ṁ · r (z0,ξ) (13)

where ∆R is the change in the results (i.e. some value, say
the calculated separation efficiency), r is the impact on R per
unit mass flow, z0 is a state vector describing the initial state
of the particle and ξ is a stochastic process (a vector of ran-
dom numbers that decides what happens to the particle dur-
ing tracking).

Monte Carlo splitting

Assume that we choose to realize a given simulation particle
by two particle tracks instead of one. We split the mass flow,
ṁ, of the particle between the two realizations as ṁ = ṁ1 +
ṁ2 and simulate them independently. We then get an impact
which is the sum of the two.

∆R∗ = ṁ1 · r (z0,ξ1)+ ṁ2 · r (z0,ξ2) (14)

Note that the stochastic processes ξ1 and ξ2 are now different
as there are two different realizations. Also note that two
realizations use the same droplet size as the original particle;
only the associated mass flow rates differ.

The expected value of r is independent of any actual real-
ization ξ since it is the average of all possible realizations
starting at state z0.

E [r (z0,ξ)] = E [r (z0,ξ1)] = E [r (z0,ξ2)] (15)

Thus, the expected value stays the same as before:

E [∆R∗] = ṁ1 ·E [r (z0,ξ1)]+ ṁ2 ·E [r (z0,ξ2)]
= (ṁ1 + ṁ2) ·E [r (z0,ξ)]
= E [∆R]

(16)
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In summary, expected values do not change if we split a sim-
ulation particle into two and use different realizations for the
two.

Monte Carlo selection

Another modification is selection between two different par-
ticle tracks with mass flows ṁ1 and ṁ2. We consider two
different simulation particles with initial states, z1 and z2.
The impact of the two becomes

∆Rs = ṁ1 · r (z1,ξ1)+ ṁ2 · r (z2,ξ2) (17)

Now, consider realizing only one of the particles. With prob-
ability p1 = ṁ1

ṁ1+ṁ2
we simulate only particle 1. Otherwise,

we simulate particle 2. We use the total mass flow for the
selected particle. Thus with probability p1 we get

∆Rs1 = (ṁ1 + ṁ2) · r (z1,ξ1) (18)

otherwise, with probability p2 = 1− p1 we get

∆Rs2 = (ṁ1 + ṁ2) · r (z2,ξ2) (19)

The overall expected value of this operation becomes

E [∆Rs∗]
= p1E [∆Rs1]+ p2E [∆Rs2]
= p1E [(ṁ1 + ṁ2) · r (z1,ξ1)]+ p2E [(ṁ1 + ṁ2) · r (z2,ξ2)]
= p1 (ṁ1 + ṁ2)E [r (z1,ξ1)]+ p2 (ṁ1 + ṁ2)E [r (z2,ξ2)]
= ṁ1E [r (z1,ξ1)]+ ṁ2E [r (z2,ξ2)]
= E [ ∆Rs]

(20)

Thus, the expected value stays the same as if both parti-
cles were simulated. In summary, we are at liberty to pick
two simulation particles (with mass flows ṁ1 and ṁ2), se-
lect one of these with probabilities p1 = ṁ1/(ṁ1 + ṁ2) and
p2 = 1− p1 respectively and simulating only the selected par-
ticle using a mass flow ṁ = ṁ1 + ṁ2.

Application of splitting to coalescence events

Using Monte Carlo splitting, a simulation particle can be
split into several simulation particles at any point of the par-
ticle track as long as the total mass flow rate of droplets
stays the same. In particular, this means that the resulting
droplet from a binary coalescence event can be represented
by two simulation particles, with mass flows corresponding
to the droplets entering the coalescence event. This simpli-
fies book-keeping, since a binary coalescence can then be
modeled as an interaction between two particle tracks where
the simulation particles preserve their mass flows but change
diameters in the interaction. In the actual implementation of
the single-particle method, each of these simulation particles
interacts only with the field particles, simplifying the book-
keeping even further.

The model development proceeds in four stages, as illus-
trated in Figure 2.

(a) We start with the coalescence event. Two particles with
mass flows ṁ1 and ṁ2 collides, and a daughter particle
with mass flow ṁ1 + ṁ2 is produced. The droplet size
becomes v1 + v2

(b) We could use two realizations to simulate the daughter
particle. The realizations would have mass flows ṁ1 and
ṁ2. As explained in section this modification does not
change expected values of the Monte Carlo simulation.
That is, we obtain the same result on average as if we
use scheme (a). Note that both daughter realizations
have droplet size v1 + v2.

(c) This is the same as (b), but illustrates that we could
reuse the simulation particles entering the collision to
simulate the two realizations of the daughter particle.
Thus, the book-keeping becomes simpler as we con-
sider a coalescence as an interaction between two simu-
lation particles. The simulation particles change droplet
size to v1 + v2 during the interaction, whereas the mass
flow, ṁ, stays the same.

(d) Finally, we replace one of the simulation particles with
the mean field, φ, which is a statistical representation of
the particles. In the present scheme, we sample simula-
tion particles that pass through the Finite Volume cells
and pick collision events randomly from this sample.

ṁ1 ṁ2 

ṁ1+ṁ2 

(a) Unmodified
situation

ṁ1 ṁ2 

ṁ1 ṁ2 

(b) Splitting
daughter into two
realizations

ṁ1 ṁ2 

ṁ1 ṁ2 

(c) Same as (b),
but simplify book-
keeping

ṁ1 

ṁ1 

φ 

(d) Using field
particles

Figure 2: Development of coalescence scheme

Application of selection to breakup events

In the same manner, we can simplify breakup events. When
a droplet breaks into daughters we select one of the daugh-
ters by sampling a random droplet size, v, from the daughter
distribution, βm(v|v′). The mass flow of the simulation parti-
cle is thus kept during breakup events, whereas the diameter
becomes that of the selected daughter. Expected values are
preserved in this operation, meaning that the average behav-
ior of a large number of tracks is the same as if every daugh-
ter were tracked. As before, we re-use the simulation particle
entering the breakup event to simulate the selected daughter
particle.

The situation is illustrated in Figure 3.

(a) We start with a breakup event, illustrated by a binary
breakup into droplets of size v1 and v2.

(b) Using Monte Carlo selection we realize only one of the
daughters. We select a random droplet size by sampling
the daughter distribution, βm(v|v′), and using the total
mass flow ṁ. This method is a continuous extension of
the selection procedure explained in the section "Monte
Carlo selection" above; thus this modification does not
change expected values in the simulation.

The FLUENT DPM model

To simulate particle tracks following Newton’s second law
of motion we use the Discrete Particle Model (DPM) of
Ansys FLUENT. For turbulent flow, we use their standard
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v1,ṁ1 v2,ṁ2 

v',ṁ 

(a) Breakup of a
droplet

? 
v~βm(v|v'),ṁ 

v',ṁ 

(b) Select one daughter ran-
domly from β(v|v′).

Figure 3: Development of breakup scheme

k−ε model together with the Discrete Random Walk (DRW)
model. The DRW model simulates the interaction of a par-
ticle with a succession of discrete stylized turbulent eddies
(Ansys Inc., Nov. 2010). Fluid velocity fluctuations are
sampled from a Gaussian probability distribution assuming
isotropic turbulence and a turbulent kinetic energy k provided
by the k− ε model. The interaction lasts for a duration that
is the minimum of the Lagrangian time scale, TL = CLk/ε,
of the fluid and an eddy crossing time explained in the cited
reference.

Thus, we write our population balance model on top of the
existing DPM model in FLUENT by handling the population
balances at the end of each time step of the DPM model.
In this manner, our formulation inherits all the functionaly
of the DPM model. All we do is to add population balance
functionality to the existing model.

Lagrangian formulation for simulation particles

Thus, to simulate particle tracks we perform the following:

1. At the fluid inlet, pick simulation particles randomly
from the inlet size distribution. The inverse distribu-
tion method is suitable, i.e. generate droplet volumes
according to v = F−1 (ξ) where ξ is a uniform on [0,1]
random number and F (v) is the cumulative size distri-
bution, i.e. the fraction of the droplet mass below size
v.

2. Simulate particle tracks according to Newton’s second
law of motion, and handle coalescence, breakup and de-
position events at each time step. The actual tracking of
the particle is handled by FLUENT’s DPM model. All
we do is to handle breakup and coalescence.

The details of the particle tracking are given in the following
sections.

Tracking particles

At each time step, perform the following tasks:

1. Update the overall mass holdup of droplets in the cur-
rent FV-cell.

2. Update the field particles in the current cell.

3. Handle coalescence.

4. Handle breakup.

Each of these is described subsequently.

Updating the overall mass holdup of droplets

As each particle track represents a mass flow rate, ṁ, of
droplets, the mass holdup represented by one time step, ∆t,
of a simulation particle becomes ṁ∆t. Define a mass field of
droplets, M [kg/cell], and a temporary field M̃ [kg/cell].

Before each particle track: Set M̃ = 0.

At each particle time step during a track: Add the holdup
contribution ṁ∆t to the temporary field M̃ of the current Fi-
nite Volume cell. If the cell differs from the previous cell,
split the holdup contribution equally between the new and
the previous cell (Nothing is gained by interpolating individ-
ual tracks linearly as the expected value of the split ratio is
50-50, which means that an equal split is correct on average
for a large number of tracks).

At the end of a particle track: Update the mass field of
droplets as M := βM̃ + (1−β)M where β is an under-
relaxation factor. A typical value of β in our simulations is of
the order of β ≈ 0.01, which means that the mass field M is
an exponential average of roughly the previous 100 particle
tracks.

Updating the field particles of the current cell

Updating the field particles in a Finite Volume (FV) cell is
based on keeping statistics of the simulation particles that
have visited the cell so far. This can be done in several ways,
e.g. by means of histograms (Haviland and Lavin, 1962).
Here, we follow Vikhansky and Kraft (2005) and represent
the field particle ensemble in a FV cell by N particle groups
with sizes y = [y1,y2, ...yi, ...yN ]. A simple updating scheme
is to pick a random number n using a Poisson distribution
with parameter λ∆t where ∆t is the time step and λ is a con-
stant parameter. Replace n of the field particles in the current
cell by the simulation particle. Store the size and the velocity
of field particles.

Note that the number N of field particles in a FV cell is fixed.
Moreover, this number can be small if the FV cells are small
as long as the number of field particles per fluid volume is
sufficient.

We choose the number of field particles per cell, N, to have a
sufficient density of field particles. I.e. N/δ3 should be suf-
ficiently large, where δ [m] is a typical cell dimension. The
appropriate value of N should be selected from a sensitivity
test.

We choose the parameter λ in the field particle replacement
by setting the ratio λτ/N to a small value, say 0.01, where τ

is a typical residence time for a simulation particle in a cell.
The ratio represents the fraction of the field particles in a cell
that is replaced by a simulation particle on average.

Handling coalescence

In the current scheme, simulation particles collide with field
particles. There are N field particles in a FV cell with a total
mass M, i.e. the mass of each field particle in a cell is M/N.

The field particles can be thought of as a discrete particle
density distribution

φ(v) = ∑
i

ϕiδ(v− yi) = ∑
i

(
M

NVcell

)
δ(v− yi) (21)
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where ϕi =
M

NVcell
is the mass concentration of field particle i

in the cell, δ(v− yi) is a Dirac delta function at droplet vol-
umes yi and Vcell [m3] is the cell volume.

The death term for coalescence can then be written as:

SD
coal (v) = −

∫ K(v,v′)
ρliqv′ φ(v′)m(v)dv′

= −
∫ K(v,v′)

ρliqv′ [∑i ϕiδ(v′− yi)]m(v)dv′

= −m(v)∑i ϕi
K (v,yi)

ρliqyi︸ ︷︷ ︸
χi(v)

(22)

It follows that coalescence of a simulation particle against
field particles is a Poisson process and that the the rate of
coalescence events, χi (v) [1/s], for a simulation particle, v,
against a particular field particle, yi, is:

χi (v) =
(

M
NVcell

)
K (v,yi)

ρliqyi
(23)

The total coalescence rate against all field particles becomes:

χ(v) = ∑
i

χi (v) =
(

M
ρliqNVcell

)
∑

i

K (v,yi)

yi
(24)

This leads to the following scheme for coalescence events:

1. In a time step, ∆t, select the number of coalescence
events, n, randomly from a Poisson distribution with pa-
rameter χ(v)∆t .

2. Pick n values, y j, j=1,2..n, randomly with probabil-
ity Pi = χi (v)/χ(v) from the field particles (with re-
placement). Then update the simulation particle size as
v := v+∑

n
j=1 y j

Note that more than one coalescence event during a time step
should be a rare event. If not, the time step is too large and
should be decreased.

Handling breakup

There are a number of published breakup kernels in the lit-
erature (Liao and Lucas (2009)). Thus, select a breakup fre-
quency model, Γ(v). Select the number of breakages, nbreak
during a time step from a Poisson distribution with parameter
Γ(v)∆t. Again, the time step should be sufficiently small that
0 and 1 events during the time step dominate.

For each breakup event we use Monte Carlo selection,
and sample one daughter from the daughter distribution,
βm(v|v′), as explained in the section "Application of selec-
tion to breakup events" above. The cumulative daughter dis-
tribution is given by

F(v) =
∫ v

0
βm(v|v′)dv (25)

The distribution can then be sampled by the inverse distribu-
tion method as v/v′ = F−1(ξ) where ξ is a uniform on [0−1]
random number.

VALIDATION OF THE METHODOLOGY

The methodology has been validated against analytical re-
sults for breakup and coalescence in Continuous Stirred Tank

Reactors (CSTR). A CSTR is similar to a single Finite Vol-
ume cell in the CFD code, and the methodology can be di-
rectly applied. For the validation we have used simple Mat-
lab scripts.

Case 1. CSTR with pure breakup

First, we demonstrate that the Monte Carlo selection proce-
dure results in a correct daughter distribution. As a test case,
we use ’Case 1’ of Attarakih et al. (2004), for which there is
an analytical solution.

Consider a Continuous Stirred Tank Reactor (CSTR). As-
suming no spacial gradients, the population balance (1) can
be integrated over the CSTR volume. Assuming no coales-
cence the population balance becomes

∂m(v)
∂t

=
m f eed (v)−m(v)

τ
−Γ(v)m(v)

+
∫

∞

v
Γ
(
v′
)

βm
(
v|v′
)

m
(
v′
)

dv′ (26)

where m f eed is the feed distribution and τ is the CSTR resi-
dence time.

The test case is:

m f eed (v)
ρliq

=
1
v0

exp
(
− v

v0

)
(27)

Γ(v) = kb
v
v0

(28)

βm
(
v|v′
)

=
2v
v′2

(29)

where v0 [m3] and kb [1/s] are parameters.

Applying the described methodology, we arrive at the fol-
lowing algorithm. We select a fixed time step ∆t that is suffi-
ciently small compared to 1/Γ.

1. New simulation particle. Select the size, v, of the
simulation particle randomly from the feed distribution,
m f eed (here: the exponential distribution with parameter
v0).

2. Outlet flow. Particle can leave the CSTR during the
time step ∆t. This is a Poisson process. Thus, select a
random number, n, from the Poisson distribution with
parameter ∆t/τ. If n > 0 the particle left the tank. Pick
a new particle by restarting at step 1. Otherwise, n = 0
and we continue with the next step.

3. Particle breakage. Select the number of breakages dur-
ing the time step ∆t from a Poisson distribution with pa-
rameter Γ∆t. The time step should be so small that two
or more breakages during ∆t happens rarely2. Zero and
one events should dominate.

4. Splitting into daughters. By Monte Carlo splitting, se-
lect one daughter randomly from the βm-distribution. In
the present case we can select v=

√
ξv′ where ξ is a uni-

form on [0− 1] random number3. Continue from step
2.

2In the present example we could select the time between events from
an exponential distribution with parameter 1/Γ, resulting in a variable time
step ∆t. However, in the CFD application this becomes impractical.

3The cumulative distribution of βm is F (v) =
∫ v

0 βm (v|v′)dv = (v/v′)2.
The inverse distribution method yields v/v′ = F−1 (ξ), or v =

√
ξv′.
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The analytical solution of Attarakih et al. (2004) at steady
state can be written as

m(v)
ρliq

= Cv

(
1
a
+

2kbτ

a2 +
2(kbτ)3

a3

)
(30)

a = 1+ kbτ
v
v0

(31)

where C is a normalization constant.

Figure 4 shows a comparison between the cumulative mass
distribution in our approach4 and the analytical solution us-
ing N = 10 000 simulation particles, τ = 100 s, kb = 1 s−1,
∆t = 1 s and v0 = 1 mm3. As can be seen, the correspondence
is excellent.

0 0.2 0.4 0.6 0.8 1 1.2
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Particle size, v/v0

F
ra

ct
io

n 
of

 m
as

s 
be

lo
w

 s
iz

e 
v

 

 

Matlab Monte Carlo
Analytical

Figure 4: Case 1. Validation of daughter distribution from breakup.
N = 10 000 simulation particles, τ = 100 s, kb = 1 s−1,
∆t = 1 s and v0 = 1 mm3.

Case 2. CSTR with coalescence

We consider coalescence in a CSTR. Assuming no breakup
and a constant breakup kernel, K(v,v′) = K0, the population
balance becomes

∂m(v)
∂t

=
m f eed (v)−m(v)

τ

+
∫ v

0

K0

ρliqv′
m
(
v′
)

m
(
v− v′

)
dv′

−
∫

∞

0

K0

ρliqv′
m
(
v′
)

m(v)dv′ (32)

where m f eed is the feed distribution and τ is the CSTR resi-
dence time. The inlet mass distribution of the test case is

m f eed (v)
ρliqN0v0

=
v
v2

0
exp
(
− v

v0

)
(33)

where N0 and v0 are parameters.

An analytical solution to this problem is given in Nicmanis
and Hounslow (1998) as

m(v) = ρliqN0
v
v0

I0

(
−tv

v0(1+2t)

)
+ I1

(
−tv

v0(1+2t)

)
√

1+2t exp
[

(1+t)v
(1+2t)v0

] (34)

4As all simulation particles represent the same amount of mass in
our formulation, the plot is simply the accumulated mass fraction F =
[1/N,2/N, . . . ,N/N] against a sorted vector of the simulation particles leav-
ing the reactor, [v1,v2, . . . ,vN ].

where t = K0N0τ and I0, I1 are modified Bessel functions.
Nicmanis and Hounslow (1998) also explain how to avoid
overflow/underflow when evaluating this expression by using
the asymptotic expression

m(v) = ρliqv
exp( −v

2v0t )√
π(2t)2[ v

2v0t ]
3/2 (35)

which is used when

−tv
v0 (1+2t)

> 700 (36)

We apply the algorithm given in sections through using N =
50000 simulation particles, τ = 200 s, K0 = 1 mm3/s, N0 = 1
mm−3, v0 = 1 mm3, ∆t = 2 s, β = 0.01, N f ield = 100 field
particles, λ = 0.01N f ield/τ = 0.005.

The resulting cumulative mass distribution is shown in Fig-
ure 5. The match between our scheme and the analytical
result is excellent.
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Figure 5: Case 2. Validation of coalescence using N = 50 000 sim-
ulation particles, τ= 200 s, K0 = 1 mm3/s, N0 = 1 mm−3,
v0 = 1 mm3, ∆t = 2 s, β = 0.01, N f ield = 100 field parti-
cles, λ = 0.01N f ield/τ = 0.005.

VALIDATION OF THE FLUENT IMPLEMENTATION

In order to validate the FLUENT implementation, we have
simulated a simple plug flow reactor, as shown in Figure
6. Since this is a very simple problem it can be compared
against the Matlab scripts that was validated in Case 1 and 2.

We emphasize that our implementation inherits all the func-
tionality of the FLUENT DPM model. I.e. it works for un-
structured 3D meshes, with momentum coupling between the
particles and the continuous fluid, various boundary condi-
tions etc. See the FLUENT theory guide (Ansys Inc., Nov.
2010) for details about functionality.

Figure 6: Case 3. Simple FLUENT mesh for plug flow test
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Validation of breakup implementation

The plug flow parameters used to validate the breakup imple-
mentation in FLUENT are identical to Case 1 above except
for the plug flow aspect. The residence time in the reactor is
100 s as before.

As a comparison, we use the algorithm in section except that
we replace the residence time in step 2 with the fixed value
τ. We reuse the Matlab script that was used for the Case 1
validation.

Figure 7 shows a comparison between the outlet size distri-
bution by the FLUENT model and the corresponding Matlab
result. The correspondence is excellent.
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Figure 7: Case 3. Validation of daughter distribution from breakup
using FLUENT. N = 10 000 simulation particles, τ= 100
s, kb = 1 s−1 and v0 = 1 mm3.

Validation of coalescence implementation

The plug flow parameters used to validate the coalescence
implementation in FLUENT are identical to Case 2 above
except for the plug flow aspect. The residence time in the
reactor is 200 s as before. We use 10 field particles per cell;
parameters β = 0.001 and λ = 0.01 in FLUENT.

As a comparison we couple 20 CSTR’s in series. We reuse
the Matlab script for coalescence in a CSTR that was vali-
dated in Case 2.

Figure 8 shows a comparison between the outlet size distri-
bution by the FLUENT model and the corresponding Matlab
result. The correspondence is quite good. Note that there is
inevitably a discrepancy at the tails of the distribution. Since
we use 10000 particles, there are only 100 particles below
an accumulated mass fraction of 10−2, and only 10 particles
below 10−2.

DISCUSSION AND CONCLUSION

One of the nice properties of the scheme presented in this pa-
per is that there is global conservation of mass and momen-
tum. A simulation particle has the same mass flow along the
particle track even when there is breakup and coalescence.
Thus, droplet mass will never appear or disappear.

The present paper focus on the general methodology, and not
on actual kernels for coalescence and breakup. This is a sub-
ject of a subsequent paper. In turbulent flows one inevitably
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Figure 8: Case 4. Validation of FLUENT daughter distribution
from coalescence. N = 10 000 simulation particles,
τ = 200 s, K0 = 1 mm3/s, β = 0.001, N f ield = 10 field
particles per cell, λ = 0.01 and v0 = 1 mm3.

has to make closure models when modelling coalescence and
breakup. One of the purposes of our FLUENT model is
to enable us to compare the predictions of coalescence and
breakup kernels against experimental data.

In conclusion, the Monte Carlo, Single Particle method de-
veloped in this article can predict the solution of population
balance equations. It is applicable to population balances in
general, and in particular to droplet breakup and coalescence
in gas-liquid flow. It has been shown how methods devel-
oped for Neutron transport, such as Monte Carlo splitting
and selection, is directly applicable to population balances in
Chemical Engineering applications.

The method has been implemented on top of the existing
Discrete Particle Model (DPM) in FLUENT. Thus we have
added population balance functionality to the DPM model
without limiting the functionality of the DPM model.

The method has been validated against analytical solutions
for breakup and coalescence.

REFERENCES

Ansys Inc. (Nov. 2010). ANSYS FLUENT Theory Guide,
Release 13.0.

ATTARAKIH, M., BART, H. and FAQIR, N. (2004). “Nu-
merical solution of the spatially distributed population bal-
ance equation describing the hydrodynamics of interacting
liquid-liquid dispersions”. Chemical Engineering Science,
59, 2567–2592.

ATTARAKIH, M., DRUMM, C. and BART, H. (2009).
“Solution of the population balance equation using the sec-
tional quadrature method of moments (sqmom)”. Chemical
Engineering Science, 64, 742–752.

DORAO, C. and JAKOBSEN, H. (2005). “Application
of the least square method to population balance problems”.
Computers and Chemical Engineering, 30, 535–547.

HAVILAND, J. and LAVIN, M. (1962). “Application of
the monte carlo method to heat transfer in a rarified gas”.
Physics of Fluids, 11, 1399–1405.

JIANG, B. (1998). The Least-Square Finite Element
Method: Theory and Applications in Computational Fluid
Dynamics and Electromagnetics. Springer, Berlin.

332



Simulation of gas-liquid flows in separators. A Lagrangian approach/ CFD 2017

LUX, I. and KOBLINGER, L. (1991). Monte Carlo par-
ticle transport methods : Neutron and photon calculations.
Boca Raton : CRC Press, Cambridge.

MCGRAW, R. (1997). “Description of aerosol dynamics
by the quadrature method of moments”. Aerosol Science and
Technology, 27, 255–265.

MORUD, J. (2011). “Implementation of the sectional
quadrature method of moments in fluent”. 8th International
Conference on CFD in Oil and Gas, Metallurgical and Pro-
cess Industries SINTEF/NTNU, Trondheim Norway.

NICMANIS, M. and HOUNSLOW, M.J. (1998). “Finite-
element methods for steady-state population balance equa-
tions”. AIChE Journal, 44(10), 2258–2272. URL http:
//dx.doi.org/10.1002/aic.690441015.

RAMKRISHNA, D. (2000). Population balance-Theory
and Applications to Particulate Processes in Engineering.
Academic Press, San Diego.

VIKHANSKY, A. and KRAFT, M. (2005). “Single-
particle method for stochastic simulation of coagulation pro-
cesses”. Chemical Engineering Science, 60, 963–967.

333

http://dx.doi.org/10.1002/aic.690441015
http://dx.doi.org/10.1002/aic.690441015


334



 
 

CFD MODELLING TO PREDICT MASS TRANSFER IN PULSED SIEVE PLATE 
EXTRACTION COLUMNS 

 
Nirvik SEN1*, K.K. SINGH1,2, A.W. PATWARDHAN3, S. MUKHOPADHYAY1,2, K.T SHENOY2, S. MOHAN4 

1Homi Bhabha National Institute, Mumbai, INDIA 
2Chemical Engineering Division, Bhabha Atomic Research Centre, Mumbai, INDIA 

3Institute of Chemical Technology, Mumbai, INDIA 
4Chemical Engineering Group, Bhabha Atomic Research Centre, Mumbai, INDIA 

Corresponding author’s e-mail: nirvik@barc.gov.in 
 

 
 

ABSTRACT 

A 2D CFD-PBM based numerical model to predict 
interphase mass transfer in a Pulsed Sieve Plate 
Column (PSPC) is reported. The model is based on 
Euler-Euler interpenetrating continuum approach. Drag 
law due to Schiller and Naumann is used to model the 
interphase momentum exchange term. Spatial and 
temporal variations of drop population are obtained by 
coupling Population Balance (PB) equations with flow 
equations. Suitable drop coalescence and breakage 
kernels are used in the PB equations. Species transport 
equation is solved in both phases to predict interphase 
mass. The developed model is validated against 
reported mass transfer experimental data in a 2 inch 
PSPC. Absolute average error in prediction is less than 
5%. The validated model is used to understand the 
complex time periodic flow patterns inside the column. 

Keywords: CFD, population balance equations, two 
phase flow, species transport equations, mass transfer. 
snap-shot approach. 

NOMENCLATURE 

Greek Symbols 
β     Coalescence kernel 
𝜙 Phase fraction, [-]. 
𝜆      Collision efficiency, [-]. 
 
Latin Symbols 
A Pulse amplitude, [m]. 
a     Breakage kernel, 
Ba     Droplet birth due to aggregation, [1/m3-s]. 
Bb     Droplet birth due to breakage, [1/m3-s]. 
b     Daughter droplet distribution 
Da    Droplet death due to aggregation, [1/m3-s]. 
Db     Droplet death due to aggregation, [1/m3-s]. 
D    Effective diffusion coefficient, [m2/s]. 
f     Pulse frequency, [1/s]. 
h     Collision frequency [1/m3-s] 
Kd     Distribution coefficient, [-]. 
KLa Overall volumetric mass transfer coefficient, [1/s]. 
L Characteristic drop size, [m]. 
n     Droplet number density, [m/s]. 
U Velocity vector, [m/s]. 
Up   Pulsing velocity, [m/s] 
x     Concentration of solute in aqueous phase, [-]. 
y     Concentration of solute in organic phase, [-]. 
 

Subscripts 
p pth phase. 
q qth phase. 
j  jth species. 

 

INTRODUCTION 
Pulsed sieve plate columns (PSPCs) are extensively 
used for solvent extraction in hydrometallurgical 
processes for extraction of important metal values 
(Grodfrey and Slator, 1994; Ferreira et al., 2010; 
Gameiro et al., 2010).  
Typically pulsed column involves a cylindrical section 
comprising of plates with sieve holes. The construction 
is similar to that of a sieve plate. However, the 
percentage opening and hole size in the sieve plates are 
not sufficient to allow a counter-current flow (heavier 
aqueous phase moving downward while lighter organic 
phase moving upwards) solely due to gravity. Thus in a 
pulsed sieve plate the column contents are 
pneumatically pulsed from the bottom which forces the 
phases through the sieve plates ensuring counter-current 
flow in the column.  During the positive peak of the 
pulse the lighter phase is forced up through the sieve 
holes. In doing so the lighter phase breaks up into small 
drops which increase the specific interfacial area for 
mass transfer. Pulsing also increases the turbulence in 
the column which increases the mass transfer 
coefficients. Thus a PSPC becomes more efficient than 
a typical sieve plate column.  
PSPCs are characterised by high mass transfer 
efficiency and higher throughput. Another feature of 
PSPC is absence of any moving part which makes these 
columns highly reliable and maintenance-free. Even 
though there has been a large volume of work on 
PSPCs, most of it is experimental. There have been 
experimental studies on pressure drop and axial 
dispersion in two-phase flow (Miyauchi and Oya, 1965; 
Novotny et al., 1970; Rao et al., 1978; Srinikethan et al., 
1987). Experimental studies on mass transfer, dispersed 
phase hold up and drop size distribution have also been 
reported (Kumar and Hartland, 1988; Lorenz et al., 
1990; Srinivasulu et al., 1997; Kumar and Hartland, 
1999; Usman et al., 2009). Several experimental studies 
shed light on different regimes of operation and 
transitions from one regime to another (Sato et al., 
1963; Boyadzhiev and Spassov, 1982; Kumar and 
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Hartland, 1983). Experiments to understand flooding 
characteristics have also been reported (Kagan et al., 
1965, Tronton, 1957). The end results of most of the 
experimental studies on PSPCs are empirical 
correlations. Due to the large volume of experimental 
work that has been carried out, there exist many 
empirical correlations for PSPCs. Each of these 
correlations is valid for the range of the experimental 
data over which it has been regressed.  However, there 
is no correlation that has been shown to be universal 
enough to be valid over a wide range of operational and 
design parameters. The existence of so many 
correlations has in fact caused a “problem of plenty” 
making it difficult to choose the best correlations to be 
used for designing a PSPC for a given duty (Yadav and 
Patwardhan, 2008).  
As a result, design of industrial scale PSPCs still is 
based on the data generated using pilot-scale units and 
insights into the local hydrodynamics in the column are 
still rare. It becomes very difficult to experimentally 
investigate local hydrodynamics and drop dynamics in a 
column, especially large diameter columns. This makes 
use of CFD-based models very attractive. Such models 
can provide valuable insights into the functioning of the 
columns, help reduce experimentation and design of 
industrial-scale columns.    
CFD and CFD coupled with population balance 
modleing (PBM) have been used to model dispersed 
liquid-liquid two-phase flow in different types of 
equipments (Wang and Mao, 2005; Gimbun et al., 2009; 
Kerdouss et al., 2008). Recently, several studies on CFD 
modelling of air pulsed columns have also been 
reported. But majority of these studies are on pulsed disc 
and doughnut columns (Retieb el al., 2007; Nabli et al., 
1997; Saini and Bose, 2014). A CFD-PBM based 
approach to model pulsed disc and doughnut column 
was reported by Amokrane and coworker (Amokrane et 
al., 2014). Only drop breakage was considered in PBM. 
Single-phase CFD model was validated using 
experimental PIV data. The PBM was validated 
separately using the experimental data generated in a 
stirred tank. There after coupled CFD-PBM was used to 
predict the hydrodynamics in the column. However, the 
results of the CFD-PBM based model were not 
validated. In a recent study by the same group 
(Amokrane et al., 2016) a CFD-PBM approach 
considering both drop breakage and coalescence was 
reported. Drop size distribution in a 1 inch column was 
measured and used for optimization of the breakage and 
coalescence kernels.  Only limited validation of the 
CFD-PBM approach was reported. Though there are 
several single-phase CFD studies on PSPCs (Kolhe et 
al., 2011; Xiaojin and Guangsheng, 2011; Sen et al., 
2015) two-phase CFD studies on PSPCs are scarce. 
Yadav and Patwardhan, 2009 reported two-phase CFD 
modeling of a PSPC to study the effects of pulsing on 
column hydrodynamics, operating regimes and 
dispersed phase hold-up. However, the plates used in 
their work had downcomer (separate path/passage 
provided for the heavier phase to move down the 
column – similar to those provided in sieve/bubble cap 
plates in distillation columns for the downward 
movement of the heavier liquid phase). Plates typically 
used in PSPCs do not have downcomers. The 

hydrodyanmics in a column having plates with 
downcomers may be significantly different from those  
without downcomer. Din et al., 2010 reported a 2D two-
phase CFD model of PSPC but the sieve plate section 
was modelled as a porous medium which is a significant 
simplification of the actual geometry. Recently we 
reported a 2D two-phase CFD mdoel to predict 
hydrodynamics and dispersed phase holdup in PSPC 
(Sen et al., 2016). A comparison of different drag 
models, was carried out and validation against reported 
experimental data was done. To the best of our 
knowledge CFD-PBM simulation of PSPCs has not been 
reproted so far.  This study, therefore, represents the first 
implementation of CFD-PBM approach for PSPCs.   
1D mathematical models to predict mass transfer in 
PSPCs have also been reported (Gonda and Matsuda, 
1986; Torab-Mostaedi and Safdari, 2009). In fact, in 
nuclear fuel cycle several codes based on 1 D modelling 
are available (SOLVEX, SEPHIS-MOD4, Revised 
MIXSET, PULCO). However, each of these 
mathematical models embed several empirical 
correlations. With each correlation having its own 
uncertainty, using several of them in a mathematical 
model may result in significant overall uncertainty in the 
predictions of the model.    
In the present work, we report, for the first time, 2D 
two-phase CFD-PBM simulations to directly predict 
mass transfer of a species/solute from organic to 
aqueous phase in a PSPC. The model is developed and 
validated against reported experimental data of a 2 inch 
diameter PSPC. The model provides insights into spatial 
and temporal variations of hydrodynamic variables 
inside the column under pulsing conditions and resultant 
effect on mass transfer in a 2D computational domain. 

MODEL DESCRIPTION 

Computational approach  

Two fluid Euler–Euler approach was used to model two 
phase liquid-liquid flow in PSPC using a commerical 
finite volume based code. This approach has been 
widely used to simulate dispersed two-phase flows 
(Yadav and Patwardhan, 2009; Din et al., 2010; Ranade, 
2002; Wang et al., 2014). The model solves the 
conservation equations for momentum and mass for 
both phases and assumes that both the phases can co-
exist in every computational cell in the domain. The 
phase fraction (or hold up) of the dispersed phase in 
each cell is computed by solving a convection-
diffussion transport equation for the phase fraction 
itself. The momentum exchange between the two phases 
is modelled through the interphase exchange 
coefficients which in turn is defined in terms of a drag 
coefficient.                                                                                                                    
Turbulence has been modelled using the mixture k- 
model in which the turbulence equations are solved for 
the mixture as a whole. This approach reduces the 
number of equations to be solved thus reducing 
computational time. The relevent equations can be 
found elsewhere (Sen et al., 2016) and are ommited here 
for brevity. 
The exchange of momentum between the phases is only 
through the drag force which is quantified using the 
drag model of Schiller and Naumann. 
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One major simplification in two-phase CFD simulations 
of PSPCs reported till now has been the assumption of 
monodispersed drops. In such models the information 
on temporal and spatial variations of drop size is lost. In 
the present work a predictive CFD-PBM numerical 
approach is used to circumvent the monodispersed 
approximation in computational models of PSPCs. The 
method of classes is used to solve the population 
balance model (PBM).  
Local drop size distribution inside PSPC depends on the 
initial drop size distribution in the feed, convective 
transport of the drops, breakage and coalescence rates of 
drops. In absence of mass transfer, the population 
balance equation for characteristic length of drop (L) 
can be written as (Singh et al., 2009; Marchisio et al., 
2003) 
 
𝜕

𝜕𝑡
{𝑛(𝐿, 𝑡)} + ∇. (𝑼. 𝑛(𝐿, 𝑡)) = 𝐵𝑎(𝐿; 𝑡) − 𝐷𝑎(𝐿; 𝑡) + 𝐵𝑏(𝐿; 𝑡) −

𝐷𝑏(𝐿; 𝑡)               (1) 
 
Here 𝐵𝑎 and 𝐵𝑏  are birth rates of droplet of size L at 
any time t due to coalescence and breakage 
respectively. 𝐷𝑎and 𝐷𝑏are the death rates of droplet of 
size L at any time t due to coalescence and breakage, 
respectively. 𝑛(𝐿; 𝑡) is number density (per unit 
volume) of droplet having characteristic length L at any 
time t. 
The expressions for the birth and death rates are given 
by Eq. (2) to (5). 
 

𝐵𝑎(𝐿; 𝑡) =
𝐿2

2
∫

𝛽{(𝐿3−𝜆3)
1

3⁄
,𝜆}

(𝐿3−𝜆3)
2

3⁄

𝐿

0
𝑛{(𝐿3 −

𝜆3)
1

3⁄ ; 𝑡}𝑛(𝜆; 𝑡)𝑑𝜆      (2) 
 
𝐷𝑎(𝐿; 𝑡) = 𝑛(𝐿; 𝑡) ∫ 𝛽(𝐿, 𝜆)𝑛(𝜆; 𝑡)𝑑𝜆

∞

0
        (3)

          
𝐵𝑏(𝐿; 𝑡) = ∫ 𝑎(𝜆)𝑏(𝐿|𝜆)𝑛(𝜆; 𝑡)𝑑𝜆

∞

𝐿
         (4)

   
𝐷𝑏(𝐿; 𝑡) = 𝑎(𝐿)𝑛(𝐿; 𝑡)            (5)
            
Where, 𝛽 is the coalescence kernel, a is the breakage 
kernel, b is the daughter droplet distribution,  ℎ(𝐿, 𝜆) 
and  𝜂(𝐿, 𝜆) are collision frequency and collision 
efficiency, respectively. In literature, several kernels 
have been reported.  
Breakage, daughter droplet distribution and coalescence 
kernels (and constants there in) proposed by Hsia and 
Tavlarides (Hsia and Tavlarides, 1980) have been used 
in the present work. Expression for these kernels are 
available elsewhere (Hsia and Tavlarides, 1980; Singh 
et al., 2009) and are omitted here for brevity. 
The entire range of possible droplet size is divided into 
a fixed number of classes and a conservation euqation is 
solved for each class. The rate of death and birth of 
drops in a specific class due to breakage and 
coalescense are accounted using respective kernels. In 
the presnt work, the range of drop sizes is considered to 
be from 0.5 mm to 4 mm. This choice of drop size is 
based on the values of drop sizes typically observed in a 
pulsed column (Lorentz et al., 1990, Usman et al., 
2006).  
Mass transfer of jth solute (concentration xj) from one 
phase (phase p) to the other phase (phase q) is modelled 

by solving species transport equation in both phases 
with mass exchange (source) terms as shown in Eqn. (6-
7). Concentration of solute in the second phase (phase 
q) is denoted by yj. 
 
𝜕𝑥𝑗

𝜕𝑡
𝜙𝑃 + 𝜙𝑃𝑼. ∇𝑥𝑗 = 𝜙𝑃𝐷𝑃∇2𝑥𝑗 − 𝐾𝐿𝑎 (𝑥𝑗 −

𝑦𝑗

𝐾𝑑
)               (6) 

 
𝜕𝑦𝑗

𝜕𝑡
𝜙𝑞 + 𝜙𝑞𝑼. ∇𝑦𝑗 = 𝜙𝑞𝐷𝑞∇2𝑦𝑗 + 𝐾𝐿𝑎 (𝑥𝑗 −

𝑦𝑗

𝐾𝑑
)                (7) 

 
where 𝜙𝑝 is hold up of the pth phase, D is the effective 
diffusivity (comprising of both eddy and molecular 
diffusion), KLa is overall volumetric mass transfer 
coefficient, Kd is the distribution coefficient. Value of 
KLa and Kd  are estimated from the correlations reported 
in literature (Gonda and Matsuda, 1986).  The mass 
transfer term (source term) is calculated based on the 
difference in concentration of the solute in the two 
phases and overall volumetric mass transfer coefficient. 
The two species transport equations are coupled with 
each other through the source terms. As the problem 
involves partitioning of one solute in two different 
phases, solute concentrations in the organic and the 
aqueous phases are related through the following 
equation. 
 
𝑦𝑗 = 𝐾𝑑𝑥𝑗                        (8) 
 
The pulsing action is introduced into the computational 
model using a pusatile velocity at the pulse inlet, as 
given by Eq. (9). 
 
𝑈𝑃 = 𝜋𝐴𝑓 𝑆𝑖𝑛(2𝜋𝑓𝑡)                                           (9) 
 
where Up is the pulsing velocity, A is the amplitude and 
f is frequency (Hz) of pulsation. 
As the solute concentration varies across the 
computational domain the density of both phases also 
varies. In other words as the solute is partitioned from 
organic phase into aqueous phase, the density of the 
organic phase reduces while that of the continuous 
phase increases. This effect has been incorporated in the 
model.  
 
Computational domain 

For validation of the developed model, reported 
experimental data on solute end concentrations in a 2 
inch PSPC  are used (Gonda and Matsuda, 1986). 
Hence, the computational domain is based on the 
reported geometry. A standard sieve plate cartridge 
(23% opening area, 3 mm hole diameter,  5 cm inter-
plate spacing) was used. The column was 2 m in height 
and had 36 plates. A pulse leg was connected the 
bottom disengagement section to provide pulsation to 
the column contents. The phase system used was 30% 
TBP in dodecane  and 0.1 N Nitric acid.  
In the present 2D computational model a  reduced 
number of plates (5 plates) has been considered so as to 
limit the size of the computational domain and the 
resulting computational time. Suitability of using a 2D 
model and reduced number of plates for CFD modelling 
of PSPCs has been reported earlier (Kolhe et al., 2011; 
Yadav and Patwardhan, 2009; Sen et al., 2015; Sen et 
al., 2016). Transient simulations are carried out with a 
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time step of 0.01 sec which corresponds to Courant 
numbers less than 0.5 in all cases. A grid density of 
1.027 x 106 cells/m2 has been used in the present work. 
This grid density is chosen based on the results of grid 
independece test carried out in our previous study on 
single-phase flow in pulsed sieve plate column (Sen et 
al., 2015). Similar grid density has been used in our 
recent work on two-phase flow in PSPC (Sen et al., 
2016).  In the model the hole diameter is kept at the 
original value (i.e. 3 mm) while the pitch is chosen such 
that percent free area is the same as in experimental 
setup. Fig. 1 shows the meshed computational domain 
and the quality of mesh in two inter-plate zones. 

 

 

 

 

 

 

Figure 1: Meshed computational domain used to model 2 inch 
PSPC and zoomed view of the mesh in two inter-plate zones 

RESULTS AND DISCUSSION 

Validation 

The mass transfer prediction of the developed CFD-
PBM model is first validated against reported 
experimental results. Gonda and co-workers (Gonda and 
Matsuda, 1986) reported back extraction (stripping) of 
heavy metal solute from organic (dispersed phase) to 
aqueous (continuous phase) in a 2 inch diameter PSPC. 
Solute concentration in the organic phase fed to the 
column bottom was 97 gpl  while the aqueous phase did 
not contain any solute. Solute concentration in each 
phase was reported at various locations along the 
column height leading to a solute concentration profile 
of each phase. 
The computational model used in this work comprises 
of only 5 plates to ensure that computational time 
remains with in resonable limits. Solute concentration in 
organic phase entering the column and solute 
concetration in aqueous phase at the location of 5th plate 
from bottom goes into the model as inputs while the 
model predicts solute concentration in the aqueous 
phase exiting 1st plate from column bottom and in the 
organic phase exiting 5th plate from column bottom. 
Table 1 below shows the comparison of the predicted 
and reported values of solute concentration in the 

organic phase at the 5th plate from bottom and in the 
aqueous phase at the location of 1st plate from column 
bottom. It is seen that the absolute average error in 
prediction of our model is 2.8 %. Hence the 2D CFD-
PBM approach can directly predict mass transfer from 
one phase to another with good accuracy. 
 

Table 1: Comparison of CFD_PBM predicted values 
against experimental data 

 CFD 
(gpl) 

Experim
ental 
(gpl) 

Average 
Error 
(%) 

Solute 
concentration at 
5th plate (from 

bottom) in 
organic phase 

 
 

87.21 

 
 

91.38 

 
 
 
 
 
 

2.78 

 
Solute 

concentration at 
1st plate (from 

bottom) in 
aqueous  phase 

 
 
 

48.504 

 
 
 

49 

 
Local hydrodynamic and mass transfer aspects 
 
In this section we use the validated numerical model to 
understand the complex hydrodynamics in PSPC and its 
resultant effect on transport of species from one phase 
to another. Fig. 2 shows the spatial variations of 
dispersed phase hold up and Sauter mean drop diameter 
in a typical inter-plate zone. As the flow field is time 
varying due to pulsation the spatial variations are shown 
at positive peak of the pulse. 
Accumulation of the dispersed phase is clearly seen 
below the sieve plates. The spatial variation of Sauter 
mean drop diameter reveals that drop of smaller size are 
formed at the location of the sieve holes and drop 
diameter increases as the dispersion moves above. This 
is due to the fact that turbulence dissipation rates are 
higher at the location of the holes (as evident from Fig. 
3) which leads to increased breakage rates causing 
smaller drops at sieve holes. As the dispersion moves up 
and reaches the next plate drops tend to coalesce and 
increase in size. Fig. 3 shows the spatial variations of 
the turbulence dissipation rates, axial velocity of the 
continuous phase and axial velocity of the dispersed 
phase at the positive peak of the pulsing cycle. 
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Figure 2: Spatial variation of dispersed phase hold up (-) (top) 
and Sauter mean drop diameter (m) (bottom) 

 
 
 

 

           
Turbulence dissipation rate (m2/s3) 

  
  

 

            
Axial velocity of the continuous phase (m/sec) 

 
 

 
 

 
Axial velocity of the dispersed phase (m/sec) 

 
Figure 3: Spatial variations of turbulence dissipation rate, 

axial velocity of continuous phase, and axial velocity of the 
dispersed phase  

 
It is seen that during the up stroke (i.e. positive peak of 
the pulse) both phases are being pushed up through the 
holes (indicated by positive axial velocities at the holes 
even though the general direction of flow of the 
continuous phase is downwards. Presence of small re-

circulations in the continuous phase visible near the wall 
(as evidenced by negative values of axial velocity of the 
continuous phase the wall). However, no circulations 
are observed for the dispersed phase as axial velocities 
are positive everywhere.   
Fig. 4 shows the solute concentration (in terms of solute 
mass fraction) in the organic (dispersed) phase and the 
aqueous (continuous) phase.  
A gradual decrease in concentration of the solute as the 
dispersed phase moves up is clearly observed. At the 
same time whatever solute leaves the dispersed 
(organic) phase is transferred to the continuous 
(aqueous) phase and is reflected as an increase in the 
solute concentration in the continuous phase as it flows 
downward.  
 

    
Aqueous continuous  phase Organic  dispersed  phase 

 

Figure 4: Spatial variations of solute mass fraction in 
continuous and dispersed phase. 

 
Fig. 5 shows the spatial variation of the density of the 
organic phase in the entire computational domain. It is 
seen that density of the dispersed phase decreases as it 
flows upward along the column. In the model densities 
of both phases are composition dependent. Thus the 
density of the dispersed phase (organic) is seen to 
reduce as solute is transferred from the organic phase to 
the aqueous phase.   
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Figure 5: Spatial variation of the density of the dispersed 
phase (kg/m3) 

 

CONCLUSION 

The following conclusions could be drawn from this 
work 
1) A 2D CFD-PBM numerical model is developed 
which could predict spatial and temporal variations of 
two-phase hydrodynamics and resultant inter-phase 
mass transfer in a pulsed sieve plate extraction column 
(PSPC).  
2) The model is validated against reported experimental 
data on solute concentration in organic and aqueous 
phases in a 2 inch PSPC. The model predictions are 
very close to reported values, the absolute average error 
being 2.78%.  
3) The validated model is then used to understand the 
spatial variations of different hydrodynamics parameters 
like dispersed phase hold up, Sauter mean drop 
diameter, turbulence dissipation rate and continuous and 
dispersed phase axial velocities. Transfer of mass from 
organic phase to aqueous was also clearly captured 
along the computational domain.  
4) The model provides a way to directly estimate mass 
transfer performance of a PSPC from first principles 
with minimum empirical inputs.  
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ABSTRACT 
Droplet size distributions in liquid-liquid turbulent flow are 
determined by droplet breakage and coalescence. The current 
understanding of these processes are not sufficient. An 
experimental study on single droplet breakage in turbulent flow, 
where coalescence can be neglected, is presented in this paper 
to study the droplet breakage mechanism. A rectangular 
channel consisting of a pair of opposite steel walls having a 
series of stationary protuberances to enhance turbulence level, 
and a pair of opposite glass walls that are smooth to facilitate 
image capture of the droplet breakage process is used as the 
droplet breakage channel. The commercial CFD code FLUENT 
is utilised to simulate the continuous single-phase flow in the 
droplet breakage channel with interest particularly in the 
turbulent characteristics such as the turbulent kinetic energy 
and turbulent energy dissipation rate, as these parameters are 
closely related to the droplet breakage process. The large eddy 
simulation (LES) method was used to provide detailed features 
of the flow. Results from LES were also compared with those 
from a RANS model (SST k-ω). The simulation results 
demonstrated that the turbulence level is enhanced across the 
pair of walls with protuberances. There are more coherent 
strong vortices in the region close to the wall with 
protuberances. Some preliminary experimental results on 
droplet breakage are also presented. 

Keywords: Breakage, large eddy simulation (LES), turbulent 
energy dissipation rate, turbulent vortical structures.  
 

NOMENCLATURE 
Greek Symbols 
𝜖 Turbulent energy dissipation rate, [m2/s3]. 
⟨𝜖⟩ Time averaged turbulent energy dissipation rate, 
[m2/s3].  
𝜅 von Kármán constant, 0.4187, [-]. 
𝜈 Molecular kinematic viscosity, [m2/s]. 
𝜈𝑆𝐺𝑆 Subgrid eddy viscosity, [m2/s]. 
𝜉 Length scale, [m]. 
𝜏𝑖𝑗

𝑆𝐺𝑆 Subgrid stress tensor, [m2/s2]. 
�̅�𝑖𝑗  Vorticity tensor, �̅�𝑖𝑗 =

1

2
(

𝜕𝑢𝑖

𝜕𝑥𝑗
−

𝜕𝑢𝑗

𝜕𝑥𝑖
), [1/s]. 

∆ Filter width, [m]. 
𝛀 Absolute value of vorticity, 𝛀 = √2�̅�𝑖𝑗�̅�𝑖𝑗 , [1/s]. 
 
Latin Symbols 
𝐶𝑠 Smagorinsky constant, 0.1, [-]. 
𝑑  Distance to the closest wall, [m]. 

G Filter function, [1/m]. 
⟨�̅�⟩ Time averaged turbulent kinetic energy, [m2/s2]. 
𝐿𝑆 Mixing length for the subgrid scale, [m]. 
�̅� Pressure, [Pa]. 
𝑄 Criterion for illustrating coherent vortexes, [1/s2]. 
𝑆�̅�𝑗 Rate of strain tensor, 𝑆�̅�𝑗 =

1

2
(

𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕𝑢𝑗

𝜕𝑥𝑖
), [1/s]. 

𝐒 Absolute value of the strain rate, 𝐒 = √2𝑆�̅�𝑗𝑆�̅�𝑗, [1/s]. 
𝑡 Time scale, [s]. 
𝑢𝑖 Velocity, [m/s]. 
�̅� Filtered/resolved velocity in LES, [m/s]. 
𝑢𝑖

′ Filtered residual velocity in LES, [m/s]. 
⟨𝑢�̅�⟩ Time averaged velocity, [m/s]. 
�̅� Mean velocity (experiments), [m/s].  
𝑉𝑘 Volume of a computational cell, [m3]. 
𝑥 Length scale, [m]. 
 
Sub/superscripts 
𝑖 Index i. 
𝑗 Index j. 
𝑘  Index k. 
 

INTRODUCTION 
Dispersed liquid-liquid systems are quite common in 
different industries, for example, the chemical, 
pharmaceutical, food, and petroleum industries. The fluid 
particle size is determined by equilibrium between 
various mechanisms of fluid particle breakage and 
coalescence. Most of the engineering flow problems are 
turbulent in nature. Many of the existing models that 
describe particle breakup in turbulent flow are based on 
the work of Coulaloglou and Tavlarides (1977). It is 
assumed that the droplets are in a turbulent flow field 
which is locally isotropic and the droplet size is within 
the inertial subrange. The authors proposed a premise 
that a drop would break if the turbulent kinetic energy 
transmitted to the drop from the turbulent eddies exceeds 
the drop surface energy and only eddies smaller than the 
particle diameter may transmit the energy. Reviews on 
the different models of particle breakage can be found in 
Lasheras et al. (2002), Liao and Lucas (2009) and Solsvik 
et al. (2013). The aforementioned reviews show that the 
predictions from different breakage models can be 
contradictory. Many of the models are derived from 
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assumptions that have not been validated experimentally. 
There is little reliable experimental data in the literature 
that can be used to validate different models. Therefore, 
it is of importance to experimentally investigate the 
breakage process and further obtain reliable data for 
model evaluation.  
  
Many experimental studies on droplet breakage 
investigated the properties of final particle population, 
such as the maximum stable particle size, mean particle 
size and the particle size distribution as a function of the 
mean particle size (e.g., Sleicher, 1962; Sprow, 1967; 
Middleman, 1974; Calabrese et al., 1986; Wang and 
Calabrese, 1986; Angeli and Hewitt, 2000a; Azizi and Al 
Taweel, 2011). Experiments on single droplet breakage 
in turbulent flow, where coalescence can be neglected, 
have been undertaken by researchers more recently. 
Andersson and Andersson (2006) studied both bubble 
and droplet breakup in flow of immiscible fluids through 
a static mixer or channel reactor. The turbulence 
generated in this channel reactor in general is more 
homogeneous compared to a stirred tank reactor as 
turbulence is continuously produced and dissipated along 
the reactor. The experimental results from the above 
authors demonstrated differences in the bubble breakup 
and droplet breakup. The bubble breakup mainly resulted 
in two fragments while multiple breakup was more 
frequently observed in droplet breakup. Also, the bubble 
breakup often resulted in unequal size fragments while 
fragments upon droplet breakup had a higher probability 
of being approximately equal size than unequal size. 
Maaß et al. (2007) and Maaß and Kraume (2012) 
investigated single droplet breakage in turbulent flow in 
a breakage cell which was designed to reflect the flow 
field in the impeller region of a stirred tank. The breakage 
cell was a rectangular channel with a single blade 
representative of a section of a Rushton turbine inserted 
into the channel from one side. The results showed that 
the highest probability with regard to the number of 
fragments formed upon breakup was for the binary 
breakup. The average breakage time appeared to have a 
minimum for a certain mother drop diameter. The 
relative numbers of distributions of the breakage time 
were best fit with a β-distribution instead of normal 
distribution. Solsvik and Jakobsen (2015) experimentally 
investigated single droplet breakup in a stirred tank. It 
was reported that multiple breakup events (specifically, 
more than 2 daughter drops, and up to more than 9 
fragments) were more frequently observed than binary 
breakup. Also, unequal-sized rather than equal-sized 
breakup was more frequently observed. For all of the 
aforementioned experimental studies on single droplet 
breakage, the high-speed imaging technique was applied 
to capture the breakage process. The statistical 
information on breakage process is obtained by further 
image processing. Detailed information which is of great 
value for evaluating the breakage models, e.g., the 
statistical distributions of breakage time, breakage 
probability, daughter numbers and sizes, can be obtained 
by experiments on single droplet breakage.  
 
In addition to statistical information on droplet breakage, 
information of the underlying turbulent parameters, 
particularly the local turbulent energy dissipation rate, ε, 

is desirable. The local turbulent energy dissipation rate is 
one of the variables in most of the breakage models. As 
the local turbulent energy dissipation rate is usually not 
known, the average energy dissipation rate is used 
instead in many studies. Experimental measurement of 
the turbulent energy dissipation rate can be achieved by 
the particle image velocimetry (PIV) technique. 
However, the estimation of the turbulent energy 
dissipation rate from the PIV measurements is not 
straightforward and require careful evaluation (Jong et 
al., 2009). Since CFD has become a standard tool for flow 
prediction, the single-phase simulation could provide 
some useful information on the turbulent parameters. 
Bouaifi et al. (2004) conducted both PIV measurements 
and CFD simulation of the flow in a channel reactor 
which is the experimental system used in the particle 
breakage study reported in Andersson and Andersson 
(2006). Several different k-ε models implemented in 
FLUENT were used in their CFD simulation. The 
turbulent parameters from the CFD simulations were 
comparable to those estimated from PIV measurements. 
Maaß et al. (2007) also used the k-ε models to simulate 
the flow field of a breakage cell.  The k-ε models are 
practical turbulent models based on solving Reynolds 
Averaged Navier-Stokes Equations (RANS) together 
with the turbulence closures. The two-equation turbulent 
models (e.g., k-ε models, k-ω models) inherently apply an 
assumption of isotropic turbulent viscosity thus there 
could be large uncertainties in the CFD predictions of the 
flow where highly anisotropic turbulence exists. Another 
attractive method is Large Eddy Simulation (LES). In 
LES the Navier–Stokes equations are spatially filtered, 
which eliminates eddies whose scales are smaller than a 
filter width. Large eddies are directly resolved, while 
small eddies are modelled using subgrid scale models 
that describe the interactions between the large eddies 
and the unresolved smaller scales. LES results are 
theoretically more comparable to PIV measurements as 
the experimental data obtained by PIV are similar to the 
filtering method used in LES (Sheng et al., 2000). Ni et 
al. (2003) applied both LES and PIV to quantify turbulent 
properties in an oscillatory baffled column. The authors 
reported good agreement between these two techniques. 
Delafosse et al.  (2008) performed simulations of flow in 
a stirred tank using both the standard k-ε model and the 
LES model and compared the simulation results with PIV 
measurements. It was demonstrated that the LES gave 
better predictions in the turbulent parameters.  
 
The aim of this study is to carry out an experimental 
campaign on single droplet breakage in turbulent flow to 
obtain the statistical information of the breakage process, 
and to perform CFD simulation of the single-phase flow 
using the LES method to have a picture of the underlying 
turbulent parameters related to droplet breakage. Results 
from the LES simulation were also compared with those 
from a steady RANS model (SST k-ω). In this paper, the 
experimental setup is first introduced followed by 
introduction of the CFD models and simulation setup. In 
the following section on results, some preliminary 
experimental results are presented first, followed by the 
CFD results. Finally, the conclusions and some future 
work are presented.   
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EXPERIMENTAL SETUP 
 

 
Figure 1: Schematic diagram of the experimental setup. 

 
(a) (b) 

Figure 2: Schematic diagram of the injection channel (a) and 
the breakage channel (b). 

The experimental setup used in this study is depicted in 
Figure 1. The de-ionized water is stored in a tank 
(capacity: 1 m3) and pumped by a positive displacement 
pump (PDP). The water flow is metered using an 
electromagnetic meter (SIEMENS SITRANS F M MAG 
5100 W, DN 25). The water flows through a vertical 
pipeline which is the major part of the flow loop. The 
vertical line consists of two sections – the injection 
channel and the breakage channel. Dyed-oil pumped by 
a syringe pump is injected into the pipeline at the 
injection channel upstream of the vertical pipeline. This 
section is made from transparent glass and composed of 
three rectangular channels of different cross-sectional 
areas and the channels with varying cross-sections which 
smoothly connect the rectangular channels (see Figure 2 
(a)). At a constant water flow rate in the flow loop, the 
size of the injected oil drop varies when injected via the 
different injection ports. Downstream of the injection 
channel is the breakage channel where the droplet 
breakage in turbulent water is investigated. This section 
is a rectangular channel (30×30×1000 mm3) consisting of 
a pair of opposite steel walls which have a series of 
stationary protuberances/tabs to enhance turbulence 
level, and a pair of opposite glass walls that are smooth 
to facilitate image capture of the droplet breakage process 
(see Figure 2 (b)). High-speed cameras (Photron 
FASTCAM Mini AX100) are used to record the breakage 
process of an oil droplet in turbulent flow with a frame 
rate of at least 4000 fps.  
 
After the vertical pipeline, the fluids flow back to the 
water tank. Here the water tank also serves as a separator 
as the tank capacity is quite large and contains a large 
volume of water while the amount of oil used in 
experiments is very small compared to that of the water.  
The water in the lower part of the tank can be kept 
uncontaminated from oil thus cyclic operation can be 

realised. The tank has a viewing window to allow for 
liquid level monitoring. Disposal of oil should be carried 
out when the purity of the water in the lower part of the 
tank would be affected with increased heights of the oil 
layer and the emulsion layer after some time of 
experiments with accumulation of oil droplets.  
 

NUMERICAL SIMULAITON 

Governing Equations 
The governing equations for LES are obtained by 
spatially filtering over small scales. A generalized filter 
can be defined by  

�̅�𝑖(𝑥, 𝑡) = ∭ 𝐺(𝑥 − 𝜉; ∆)𝑢𝑖(𝜉, 𝑡)𝑑3𝜉 (1) 
where the filter function is interpreted as acting to keep 
values of 𝑢𝑖  occurring on scales larger than the filter 
width ∆. 𝐺 is some function that is effectively zero for 
values of 𝑢𝑖  occurring at the small scales. By filtering the 
Navier–Stokes equations, the velocity field has the 
decomposition 

𝑢𝑖(𝑥, 𝑡) = �̅�𝑖(𝑥, 𝑡) + 𝑢𝑖
′ (𝑥, 𝑡) (2) 

 
By filtering the Navier–Stokes equations, the governing 
equations employed for LES are obtained as 

𝜕�̅�𝑖

𝜕𝑥𝑖
= 0 (3) 

𝜕�̅�𝑖

𝜕𝑡
+

𝜕�̅�𝑖�̅�𝑗

𝜕𝑥𝑗
= −

1

𝜌

𝜕�̅�

𝜕𝑥𝑖
+

𝜕

𝜕𝑥𝑗
(𝜈

𝜕�̅�𝑖

𝜕𝑥𝑗
) −

𝜕𝜏𝑖𝑗
𝑆𝐺𝑆

𝜕𝑥𝑗
 (4) 

 
where 𝜏𝑖𝑗

𝑆𝐺𝑆 = 𝑢𝑖𝑢𝑗̅̅ ̅̅ ̅ − �̅�𝑖�̅�𝑗 . The subgrid stress tensor 𝜏𝑖𝑗
𝑆𝐺𝑆 

describes the transfer of momentum by turbulence at 
scales that are smaller than the filter.  The subgrid-scale 
stresses are unknown and require modelling. In this 
study, one frequently used subgrid model in the literature, 
namely, Smagorinski-Lily model, is used. The 
unresolved stresses follows 

𝜏𝑖𝑗
𝑆𝐺𝑆 −

1

3
𝜏𝑘𝑘

𝑆𝐺𝑆𝛿𝑖𝑗 = −2𝜈𝑆𝐺𝑆𝑆�̅�𝑗 (5) 

𝜈𝑆𝐺𝑆 = 𝐿𝑠
2|�̅�| = 𝐿𝑠

2√2𝑆�̅�𝑗𝑆�̅�𝑗 (6) 

where 𝑆�̅�𝑗  is the rate of strain tensor for the resolved scale, 
𝑆�̅�𝑗 =

1

2
(

𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕𝑢𝑗

𝜕𝑥𝑖
); 𝜈𝑆𝐺𝑆 is the subgrid eddy viscosity; and 

𝐿𝑆  the mixing length for the subgrid scale,   
𝐿𝑆 = min( 𝜅𝑑, 𝐶𝑠𝑉𝑘

1/3
) , in which 𝜅  denotes the von 

Kármán constant, 0.4187, 𝑑 the distance to the closest 
wall, 𝑉𝑘 the volume of a computational cell, and 𝐶𝑠 the 
Smagorinsky constant. The default value in FLUENT, 
𝐶𝑠 = 0.1, was used in this study.  

Simulation Setup 
The commercial CFD package FLUENT was used for the 
simulation. The simulation geometry is depicted in 
Figure 3 (a). The geometry resembles a short section of 
the experimental breakage channel along the flow 
direction, which is 60mm along Y-axis. Figure 3 (b) 
illustrates the mesh of the cross-section marked in Figure 
3 (a). To satisfy the mesh requirement for LES simulation 
and to capture sufficiently detailed flow structures, the 
mesh (hexahedral cells) is very fine in general and is 
progressively finer near the walls (the lengths of cells 
ranged between 0.02-0.6 mm). The total number of cells  
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(a) (b) 

Figure 3: The simulation geometry (a) and mesh of a cross-
section (b). 

is about 7.4 million. The wall y+ for a flow rate of 2 m/s 
ranged between 0.01 and 5.9 with the majority of the cells 
having y+ between 0.01 and 3.  
 
The fluid in this study was water (density: 998.2 kg/m3, 
viscosity: 1.003 mPa.s). The periodic flow boundary was 
applied to model the developed flow in the channel. The  
mass flow rate was specified (0.9 and 1.8 kg/s, 
corresponding average velocities of 1 and 2 m/s, 
respectively). A steady RANS simulation with the k-ω 
SST model was first run before the LES simulation. The 
solutions from the RANS simulation were used as the 
initial conditions of the LES simulation. 
 
The pressure-velocity coupling algorithm was used to 
solve the transport equations. The PRESTO! (pressure 
staggering option) scheme was used for the pressure 
interpolation. The SIMPLE (semi-implicit method for 
pressure linked equations) scheme was used for the 
pressure-velocity coupling. The bounded central 
differencing discretization scheme for momentum 
equations was applied. The bounded second order 
implicit scheme was used for the transient formulation. 
The time step used was 2×10-5 s. The pressure gradient 
was monitored as well as the residuals of the transport 
equations for the judgement of convergence. 
Convergence was regarded to be achieved when the 
monitored values are statically stable (that is after at least 
3 flow-through time). The converged pressure gradients 
were close to theoretical predictions of developed 
channel flow for corresponding mass flow rates, thus the 
calculations were regarded as reasonable. 
 
As the LES solves an approximately instantaneous 
velocity field, post-processing is needed to obtain the 
turbulent parameters of interest. This can be achieved by 
defining custom field functions and sampling the data in 
Fluent. The following definitions were applied to 
estimate ensemble/time averaged turbulent kinetic 
energy and dissipation rate (Ni et al., 2003; Delafosse et 
al., 2008). 
 
Turbulent kinetic energy: 

 ⟨�̅�⟩ =
1

2
(

∑ 𝑢𝑖̅̅ ̅𝑁
𝑛=1 𝑢𝑖̅̅ ̅

𝑁
− ⟨𝑢�̅�⟩

2) (7) 

⟨𝑢�̅�⟩ =
1

𝑁
∑ 𝑢�̅�

𝑁

𝑛=1

 (8) 

Turbulent energy dissipation rate: 

 ⟨𝜖⟩ =
1

𝑁
∑ 𝜖𝑁

𝑛=1  (9) 
𝜖 = 2(𝜈𝑆𝐺𝑆 + 𝜈)𝑆�̅�𝑗𝑆�̅�𝑗 (10) 

where ⟨�̅�⟩  denotes ensemble/time averaged turbulent 
kinetic energy over N samples, 𝑢�̅� resolved velocity, and  
⟨𝑢�̅�⟩ ensemble/time averaged velocity over N samples. ⟨𝜖⟩ 
denotes ensemble/time averaged turbulent energy 
dissipation rate over N samples, 𝜈𝑆𝐺𝑆  the subgrid 
kinematic eddy viscosity, 𝜈  molecular kinematic 
viscosity, and  𝑆�̅�𝑗  rate-of-strain tensor for the resolved 
scale.  
 
With definitions of parameters of interest via custom 
field functions, data sampling was performed at a time 
interval of 4×10-5 s for at least 2 flow-through time, 
obtaining samples of a number of over 1000. With 64 
parallel processors of 4 nodes from a cluster, the CPU 
time used was around 96h for a typical run.  

RESULTS 

Preliminary Experimental Results 
Some preliminary tests were conducted using the food oil 
(olive oil). The approximate viscosity of the oil is 80 
mPa.s. The interfacial tension between the un-dyed oil 
and water is around 16.4 mN/m. It is noted that the 
interfacial tension can be affected by the addition of the 
dye (Sudan Black B). The interfacial tensions between 
the dyed oils and water would be measured in the future.  
 
Figure 4 illustrates the deformation process of a single 
droplet. The flow rate of the continuous flow is 1 m/s for 
this case. In this case, the droplet was slightly deformed 
in the central region of the channel, and it endured further 
deformation when it migrated into the region closer to the 
wall with protuberances. The highly deformed drop 
appeared dumbbell-shaped before it went out of the view 
area. To realize tracking the breakage process as 
complete as possible and at the same time obtaining high-
speed photographs with sufficient spatial resolution, 
synchronized multiple high-speed cameras positioned 
along the flow direction will be applied in the future.  
 

 
(a) (b) 

Figure 4: Illustration of the deformation process of a droplet.  
(a) High-speed images (b) Images after processing.  

 

348



CFD Results 

Velocity Field 
The resolved velocity field from LES at one instant, 
which is approximately the instantaneous velocity field, 
is illustrated in Figure 5. It is demonstrated that there are 
backflow vortices below each protuberance/tab. The 
influence of the tabs on the pair of opposite walls is 
mainly 2-dimensional, with the flow field across the z-
axis similar to that of a channel with smooth walls.   
 
The profiles of the Y velocity (velocity component in the 
flow direction) along the lines of symmetry of a cross-
section of the channel are described in Figure 6. In 
addition to the results from LES, the resolved velocities 
from the steady RANS simulation (SST k-ω), which were 
in fact the initial conditions of the LES, are also depicted 
in Figure 6. The size of the protuberances is indicated by 
the dash lines in Figure 6 (b) as well as following relevant 
figures. In general, a good agreement is shown between 
the mean velocities from the LES and RANS simulation. 
However, it was shown from Figure 6 (b) that the highest 
backflow magnitude from the RANS simulation is 
slightly lower than that from LES. Also, the velocity 
profile from RANS is flatter across the central region of 
the channel.  

 
Figure 5: Contours of the resolved velocity (approximately 

the instantaneous velocity) at one instant from LES (�̅� =
𝟐𝒎/𝒔). 

 

 
(a) 

 
(b) 

Figure 6:  Y velocity along the lines of symmetry of a cross-
section of the channel from LES and SST k-ω turbulence 

model (�̅� = 2𝑚/𝑠). (a) Across the pair of smooth walls; (b) 
Across the pair of walls with tabs.  

Turbulent Kinetic Energy  
The profiles of turbulent kinetic energy (TKE) along 
lines of symmetry of a cross-section of the channel are 
described in Figure 7. The TKE from LES illustrated are 
the ensemble/time averaged values calculated following 
Equations (7-8). The general trends of TKE from the LES 
and RANS simulation are consistent. However, the TKE 
from the LES is in general higher than that from the SST 
k-ω model. Similar magnitudes of TKE are shown in the 
central region of the channel, while the highest TKE 
locating close to walls/tabs from the LES is about one 
time higher than that from the SST k-ω turbulence model.  

 
(a) 

 
(b) 

Figure 7: Turbulent kinetic energy along the lines of 
symmetry of a cross-section of the channel from LES and SST 

k-ω turbulence model (�̅� = 2𝑚/𝑠). (a) Across the pair of 
smooth walls; (b) Across the pair of walls with tabs.   
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(a) 

 
(b) 

Figure 8: Turbulent kinetic energy from LES (�̅� = 2𝑚/𝑠) 
along different lines parallel to the symmetry axis of the 

channel in symmetry planes of the channel. (a) In the 
symmetry plane across the pair of smooth walls; (b) In the 

symmetry plane across the pair of walls with tabs.  

The SST k-ω model inherently applies an assumption of 
isotropic turbulent viscosity thus there could be large 
uncertainties in the CFD predictions of the flow close to 
walls where highly anisotropic turbulence exists. The 
TKE from the LES shows less homogeneity in the central 
region of the channel than that from the SST k-ω model 
in Figure 7 (b). Comparing Figure 7 (b) to Figure 7 (a), it 
is shown that the turbulence kinetic energy is increased 
across the pair of walls with tabs, which fits the purpose 
of increasing the turbulence level hence enhancing the 
occurrence of droplet breakage by using a pair of walls 
with increased roughness. The profiles of the turbulent 
kinetic energy along different lines parallel to the 
symmetry axis of the channel in symmetry planes of the 
channel are depicted in Figure 8. As have been 
demonstrated by Figure 7, Figure 8 in another way shows 
that the turbulence kinetic energy is increased across the 
pair of walls with tabs.  
 

Turbulent Energy Dissipation Rate 
The profiles of turbulent energy dissipation rate (TDR) 
along lines of symmetry of a cross-section of the channel 
are described in Figure 9. The general trends of TDR 
from the LES and the SST k-ω model are consistent along 
the z direction, i.e., across the pair of smooth walls, as 
shown in Figure 9 (a). The magnitudes of TDR in the 
central region of the channel along the z direction from 
the LES and the SST k-ω model are close. The LES  

 
(a) 

 
(b) 

Figure 9: Turbulent energy dissipation rate along the lines of 
symmetry of a cross-section of the channel from LES and SST 

k-ω turbulence model (�̅� = 2𝑚/𝑠). (a) Across the pair of 
smooth walls; (b) Across the pair of walls with tabs.  

predicts higher TDR in the near-wall region than the SST 
k-ω model. Some inconsistence is demonstrated in the 
general trends of TDR from the LES and the SST k-ω 
model along the x direction, i.e., across the pair of walls 
with tabs, as shown in Figure 9 (b). The predicted TDR 
across the pair of walls with tabs from LES has its highest 
value in the near-wall region, endures a decrease before 
it increases as approaching the region behind the tap wall 
(the tab wall is in alinement with x=±0.012 m); it 
gradually decreases again as approaching to the central 
region of the channel. The predicted TDR across the pair 
of walls with tabs from the SST k-ω turbulence model is 
very low in the near-wall region, endures a gradual 
increase first then a sharp increase to its peak as 
approaching the region behind the tap wall. It decreases 
sharply as passing the region behind the tap wall. It is 
difficult to explain the different trends as the methods 
from which the turbulent energy dissipation rate are 
calculated TDR from LES are calculated following 
Equations (9-10). The accuracy of the TDR from LES 
can be affected by the mesh scales and the subgrid-scale 
model. The k-equation and ω-equation of the SST k-ω 
turbulence model serve as empirical closures to solve the 
Reynolds Averaged Navier-Stokes Equations. The k-
equation is directly deduced from Reynolds Averaged 
Navier–Stokes equations, denoting an exact equation for 
the turbulent kinetic energy. The greatest amount of 
uncertainty and controversy usually lies in the ω-
equation which is not directly derived from an exact 
equation (Wilcox, 1988). Also, as an assumption of  
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(a) 

 
(b) 

Figure 10: Turbulent energy dissipation rate from LES (�̅� =
2𝑚/𝑠) along different lines parallel to the symmetry axis of 

the channel in symmetry planes of the channel. (a) In the 
symmetry plane across the pair of smooth walls; (b) In the 

symmetry plane across the pair of walls with tabs. 

isotropic turbulent viscosity is used in RANS simulation, 
there could be large uncertainties in the CFD predictions 
of the flow behind the taps where highly anisotropic 
turbulence exists. 
 
It is difficult to see whether the turbulent energy 
dissipation rate in the central region of the channel is 
increased or not across the wall with tabs from Figure 9 
as the scale range is quite large. The profiles of the 
turbulent energy dissipation rate along different lines 
parallel to the symmetry axis of the channel in symmetry 
planes of the channel are depicted in Figure 10. 
Comparing Figure 10 (a) and (b), it is demonstrated that 
the turbulent energy dissipation rate in the central region 
of the channel is increased across the wall with tabs. 
Also, it shows that the turbulence in the central region of 
the channel is less homogenous across the pair of walls 
with tabs than across the pair of smooth walls.  
 

Turbulent Vortical Structures 
The iso-surfaces of the Q-criterion are depicted in Figure 
11 to illustrate the coherent vortical structures. The 
definition of Q follows 𝑄 =

1

2
(𝛀2 − 𝐒2), where 𝛀 and 𝐒 

are the absolute value of vorticity and strain rate, 

respectively ( 𝛀 = √2�̅�𝑖𝑗�̅�𝑖𝑗 , 𝐒 = √2𝑆�̅�𝑗𝑆�̅�𝑗 ). Positive Q 
iso-surfaces isolate areas where the strength of rotation 
overcomes the strain, thus making those surfaces eligible  

 

 

 
Figure 11: Iso-surfaces of the Q-criterion (�̅� = 2𝑚/𝑠). (a) 
Q=104; (b) Q=106; (c) Q=107. 

(a) 

(b) 

(c) 

351



as vortex envelopes (Dubief and Delcayre, 2000; Jeong 
and Hussain,1995). The dimensional Q-values can be 
very large and can vary greatly in the domain. For the 
case under consideration, the Q-values between 10-9 and 
109. Iso-surfaces in the range of 104~107 are sensible to 
illustrate the turbulent vortical structures for this case. 
Figures 11 (a) to (c) illustrate the iso-surfaces of Q values 
of 104, 106, and 107, respectively. It is demonstrated that 
there are more coherent strong vortices in the region close 
to the wall with tabs. Tip vortices are produced around 
the corners behind the tabs (see Figure 11 (c)). One basic 
question on droplet breakage is whether vortices smaller 
or larger than the droplets control the breakup rate. 
Earlier studies assumed that only eddies smaller than the 
particle diameter may transmit the energy to particles. 
More recent studies concluded that all scales of turbulent 
vortices affect the breakup (see for example, Andersson 
and Helmi, 2014; Ghasempour et al. 2014; Solsvik and 
Jakobsen, 2016a and 2016b; Solsvik, 2017). When 
experimental results on the probability of droplet 
breakage positions are obtained in the future, this 
information would be further used to provide some 
insight into the breakage mechanism. 

CONCLUSIONS 

In this study, an experimental apparatus for investigating 
single droplet breakage in turbulent flow has been 
presented as well as some preliminary experimental 
results. CFD simulation of the single-phase flow in the 
experimental breakage channel was performed. The LES 
method was used for the simulation to provide detailed 
features of the flow. Results from LES were also 
compared with those from a RANS model (SST k-ω); 
different degrees of variance were shown in the profiles 
of velocity, turbulent kinetic energy, and the turbulent 
energy dissipation rate. The simulation results 
demonstrated that the turbulence level is enhanced across 
the pair of walls with protuberances/tabs. There are more 
coherent strong vortices in the region close to the wall 
with tabs. Systematic experimental tests will be carried 
out in the future to obtain statistical information on 
droplet breakage. The breakage mechanism will be 
investigated by analysing the experimental results 
together with the underlying turbulent information 
obtained from the present numerical study.  
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ABSTRACT 

Collision and coalescence among liquid metal droplets in a 
slag cleaning process enhanced by electromagnetic stirring 
were numerically studied. A hybrid collision algorithm was 
implemented to calculate the collision probability, which 
overcomes the mesh-dependency problem in a pure stochastic 
algorithm and is adaptive to both homogeneous and in-
homogeneous cases. Theoretical analyses and numerical 
simulations based on the Volume-of-Fluid method were 
carried out in order to predict the result of droplet collisions, 
which are important for the copper slag cleaning process.. 
Based on the numerical results, a new regime map, which is 
specific to the liquid metal droplet collisions driven by shear 
slag flow at low capillary numbers, is provided. 

 Keywords: copper slag cleaning, coalescence, volume-of-
fluid method, liquid metal droplet 

 

NOMENCLATURE 

 
Greek Symbols 
𝜌 Mass density, [kg/m3]. 
𝜇 Dynamic viscosity, [kg/m.s]. 
𝜐 Kinematic viscosity, [m2/s]. 
𝜎 Surface tension, [N/m]. 
�̇� Shear rate, [1/s]. 
𝜆 Viscosity ratio, [-]. 
𝜆𝑟 Size ratio, [-]. 
𝜓 Offset ratio, [-]. 
𝜒 Mesh size, [m]. 
𝛼 Volume fraction, [-]. 
𝜅 Curvature, [-]. 
Θ Angular velocity, [rad/s]. 
Γ Strain tensor, [-]. 
𝜉 Dimensionless distance, [-]. 
𝜑 Angle, [rad]. 
 
Latin Symbols 
𝑝 Pressure, [Pa]. 
𝑼 Velocity, [m/s]. 
𝑡 Time, [s]. 
𝒈 Gravitational acceleration, [m/s2]. 
𝑱 Current density, [A/m2]. 
𝑩 Magnetic flux density, [T]. 

𝑭 Force, [N]. 
ℎ Distance, [m]. 
𝑅 Radius, [m]. 
𝑉 Volume, [m3]. 
𝒏 Surface normal vector, [-]. 
𝒓 Distance vector, [-]. 
𝐴0 Hamaker constant, [J]. 
𝑆𝑟  Shape ratio [-]. 
 
Sub/superscripts 
′ Dimensionless 
𝑑 Droplet. 
𝑓 Fluid. 
0 Initial value or external field. 
𝑐 Critical value. 
𝑖 Index i. 
 

INTRODUCTION 

The recovery of valuable metallic material from 
industrial waste attracted increasing attention in past 
decades. In the copper production industry, slags from 
submerged arc furnaces (SAF) still contain up to 0.8 % 
of copper concentrate (Schlesinger and King, 2011). 
Single SAF furnaces generally produce 700,000 tons of 
slag per year, which represents a great economic 
recovery potential of the valuable copper material. As a 
result, a recovery furnace is conventionally arranged to 
recycle the remaining copper material from the SAF 
slag (cf. Figure 1), which allows gravitational settling of 
copper material onto the matte layer due to the density 
difference. In the slag, two thirds of the total copper is 
present in the form of entrained matte droplets with 
radii between 1 and 1000 µm (Warczok and Riveros, 
2003) whereas the rest is dissolved in the slag or matte 
as Cu+ ions bonded to O2− or S2−. A strong direct 
current (DC) is applied between the slag at the top and 
the matte layer at the bottom. The electric current 
generates Joule heat to keep the slag molten and to 
reduce the level of dissolved copper in the form of Cu2O 
through electrode reactions, which segregate the 
dissolved copper near the anode. The segregated copper 
aggregates into fine dispersed droplets of 3 to 50 μm 
diameter (Degel, et al., 2008). Considering the droplets 
with small size, the gravitational settling is too slow for 
an efficient cleaning  
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Figure 1: Flow diagram of an industrial copper production and 
slag cleaning process. 
 
process. To increase the separation rate a magnetic field 
orthogonal to the electric field is introduced, which 
generates an intense stirring of the slag. Due to the 
stirring the probability of inter-droplet collisions is 
increased, which accelerates the droplet growth and 
results in a higher settling velocity. 
In the recent years the feasibility and efficiency of the 
electromagnetic (EM) copper slag cleaning process has 
been tested experimentally at both laboratory and pilot 
scale (Kempken, et al., 2006). A few numerical investi-
gations have also been published (Warczok and Riveros, 
2007), which focused on predicting the dynamic and 
thermal behaviour of the slag phase. The inter-droplet 
collision and coalescence of the liquid metal droplets in 
molten slags, however, have not been numerically ana-
lysed despite of their dominating importance in the 
recovery process. Our project aims at advancing the 
understanding of the complex physical-chemical mech-
anisms in the copper slag cleaning process and opti-
mizing the industrial process based on CFD calcula-
tions. Current numerical work is carried out using the 
commercial code ANSYS FLUENT. 
The main focus of this paper is on analysing and mod-
elling the outcome of binary collisions of liquid metal 
droplets in slags. Other numerical methods necessary to 
model the whole slag cleaning process, such as MHD 
(magneto-hydrodynamics) to simulate the forced stir-
ring motion of the conducting slag and methods to de-
termine the collision probability of droplets, will be 
mentioned but not discussed in detail.  
 

NUMERICAL MODELS 

Numerical scheme and governing equations  

Our numerical investigations include multiphase mod-
elling on the EM copper slag cleaning process, where 
the conducting slag is defined as the primary phase and 
entrained liquid metal droplets are defined as the dis-
persed secondary phase. The secondary phase features a 
small volume fraction but a massive number of droplets. 
Thus the current simulations are performed under an 
Euler–Lagrangian scheme, where the primary phase is 
treated as continuous phase and the secondary phase is 
treated as discrete phase.  

For the continuous phase, the laminar flow of the 
conducting slag is driven and stirred by the Lorentz 
force. The Navier-Stokes equation for an 
incompressible conducting fluid under the influence of 
an external electromagnetic field can be expressed as: 

𝜌𝑓 [
𝜕𝑼

𝜕𝑡
+ (𝑼 ∙ 𝛻)𝑼] 

                     = −𝛻𝑃 + 𝜌𝑓𝒈 + 𝜇𝑓𝛻2𝑼 + 𝑱𝟎 × 𝑩𝟎. 

 

( 1 ) 

 
The term 𝑱𝟎 × 𝑩𝟎 is the Lorentz force density, which 
neglects the induction fields as the superposed field 𝑱𝟎 
and 𝑩𝟎 are much stronger in comparison. 
For the dispersed phase, the trajectory of the discrete 
droplet is predicted by solving the force balance equa-
tion: 

md

d𝐔𝐝

dt
= 𝐅𝐁 + 𝐅𝐃 + 𝐅𝐕𝐌 + 𝐅𝐋 + 𝐅𝐄𝐂. ( 2 ) 

 
Where 𝑭𝑩 is the buoyancy force, 𝑭𝑫 is the drag force, 
𝑭𝑽𝑴 is the virtual mass force, 𝑭𝑳 is the Lorentz force 
due to the higher conductivity of droplet and 𝑭𝑬𝑪 is the 
electro-capillary force. More details on expressions of 
those forces can be found in (Warczok and Riveros, 
2007) and (Choo and Toguri, 1992). 
 

Algorithm of collision probability calculation  

In the present application, the direct modelling of colli-
sions for all single droplets is prohibitive, since their 
large number would lead to unacceptable computational 
costs. This is avoided by a stochastic modelling, where 
the concept of parcels, representing a certain number of 
droplets with the same properties, is introduced. The 
most commonly used algorithm for collision modelling 
is a pure stochastic Monte Carlo algorithm, which is 
based on concepts of the kinetic gas theory (O’Rourke, 
1981). It assumes that the droplets are homogeneously 
distributed in the collision volume. The collision 
probability depends on the mesh resolution, because the 
collision between droplets of two parcels is only 
possible when the centres of both parcels are located in 
the same cell of the continuous phase. The result of the 
pure stochastic algorithm highly depends on the spatial 
resolution and the error can become significant for cases 
with relatively coarse grids. The accuracy of this 
algorithm could be increased to second order through 
refining the control volume mesh. However, it may be 
computationally very costly to introduce such a 
refinement in geometrically complex simulations and it 
is difficult to estimate the appropriate mesh-resolution 
for different cases in advance. To overcome mesh 
dependency problems in the pure stochastic collision 
algorithm, a new hybrid Lagrangian collision algorithm 
was proposed by Pischke (2012). Here, the deterministic 
algorithm is transferred into a stochastic algorithm by 
redefining the number of collisions assuming a normal 
probability of presence of droplets around the centres of 
the parcels. The hybrid algorithm is absolutely mesh-
independent and third-order accuracy can be achieved 
for inhomogeneous cases. Due to this advantage, the 
hybrid algorithm was chosen and implemented for the 
present simulations. In our former work (Yang, et al., 
2016) we have investigated the differences between the 
two algorithms in detail. 
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Prediction on collision outcome 

To predict the collision outcome in a stochastic collision 
modelling, a regime map, which normally uses two or 
more parameters to identify the boundary among differ-
ent possible collision outcomes, is required. Ready-to-
use regime maps, such as suggested by Qian and Law 
(1997), are typically based on inertia-driven collisions 
in a gas-liquid-system with the Weber number (We) as 
the main criterion. Those regime maps, however, are 
physically not suitable for our liquid metal droplet-slag 
system as stated in the following. 
First of all the collision process of droplets in our sys-
tem features very small Weber numbers, which would 
lead to droplet coalescence under the inertia-driven 
scheme. Instead of using criterion of an inertia-driven 
collision, it is physically more suitable to use the 
capillary number as the main criterion, which includes 
the influencing factors of shear-driven collisions like in 
our case. 
Moreover, if the surfactant effect is neglected, collisions 
can be classified by the viscosity ratio between the 
droplet and fluid phase (Abid and Chesters, 1994). The 
outcome of a binary collision is determined by the 
drainage process of the thin film of the surrounding 
fluid trapped between confronting surfaces of the col-
liding droplets. The flow in the film can be described by 
the profile shown in Figure 2, depending on the viscos-
ity ratio λ. When λ ≫ 1, the interfaces are immobile and 
a Poiseuille flow type can be used to describe the drain-
age process. This is also the case for most of the Weber 
number based regime maps, where liquid droplets in 
gaseous environment are studied. When λ~0, the film 
interfaces are fully mobile and the film drainage can be 
described as a plug flow. When λ has a moderate value, 
such as in our case for the liquid metal droplets-slag 
system, a partially mobile film interface is considered, 
where the drainage flow is a superposition of the 
Poiseuille and the plug flow. The regime maps which 
exclude such an influence brought by the viscosity ratio 
will cause an inaccurate prediction on the collision 
results.  
 

 
Figure 2: Classification of film drainage flow profile based on 
the viscosity ratio 
 
 
 
 
 
 
 
 

Based on the above mentioned reasons, it is necessary to 
develop an appropriate outcome regime map for the 
liquid metal droplets-slag system. However, experi-
mental results are difficult to achieve in such an opaque, 
high-temperature environment and no available experi-
mental data have been found. Thus, in current investi-
gations the collision process is studied theoretically and 
numerically to provide a suitable outcome regime map. 

ANALYSIS AND MODELLING OF THE BINARY 
COLLISION PROCESS 

For numerically solving multiphase problems on two 
immiscible fluids with distinct interfaces, the volume of 
fluid (VoF) method is appropriate and is therefore cho-
sen to model the binary collision process of liquid metal 
droplets entrained in a molten slag. 

Fundamental principles of a shear driven 
binary collision 

Similar to the analysis by Mousa (2001), a binary 
collision process in a simple shear flow can be illus-
trated according to Figure 3. The droplets are assumed 
to have equal size (𝑅1 = 𝑅2 = 𝑅) and droplet 2 is 
driven towards droplet 1 by the shear flow (𝑼 =
~(γ̇Δ𝑦, 0,0)) in a straight line until they are close 
enough to interact with each other. At this point the 
confronting interfaces of the two droplets are flattened 
and the thin film of surrounding fluid starts to drain 
under the influence of hydrodynamic forces exerted by 
the shear flow and inter-molecular forces. If the drain-
age of the film is accomplished before droplets are 
separated by the external flow, the collision will end up 
in coalescence, at least temporarily. Otherwise, the 
droplets will slide along each other’s surfaces and the 
collision ends up in bouncing. 
The important dimensionless parameters to characterize 
the process are: 

Ca = μf

γ̇𝑅

σ
, 𝑅𝑒 =

γ̇𝑅2

𝜈
 ,     𝜓 =

Δ𝑦

2𝑅
,    𝜆 =

𝜇𝑑

𝜇𝑓
 

ℎ′(𝑡) =
ℎ(𝑡)

𝑅
, 𝑡′ = γ̇𝑡. 

Where, γ̇ is the shear rate, σ is surface tension, 𝜈 is the 
kinetic viscosity, 𝜇𝑑 and 𝜇𝑓 are dynamic viscosity for 
droplet and bulk phase. 
 

 
Figure 3: Sketch of a binary collision process 
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Basics of the VoF method and governing 
equations  

When the VoF method is used, additional transport 
equations for the volume fraction of phase i have to be 
solved. Under the prerequisites that no mass transfer 
between different phases is allowed and no mass source 
exists, the transport equation for the volume fraction i 
for incompressible fluids is given by 

𝑫𝛼i

𝑫𝑡
=

𝜕𝛼i

𝜕𝑡
+ (𝑼 ∙ ∇)𝛼i = 0. ( 3 ) 

In order to resolve the shape of the interface between 
different phases, a geometric reconstruction interpola-
tion method (Young, 1982) is applied. This highly accu-
rate, piecewise-linear approach recalculates a linear 
interface in each boundary cell filled with more than 
one phase based on the volume fraction and the corre-
sponding derivative. To use the interface tracking 
method, an explicit scheme must be applied: 

𝛼𝑖
𝑛+1 − 𝛼𝑖

𝑛

∆𝑡
+

∑ (𝑈𝑓
𝑛𝛼𝑖,𝑓

𝑛 )𝑓

𝑉
= 0. 

( 4 ) 

 
Where 𝑉 is the cell volume and f is the subscript that 
indicates a face value. 
Compared with the implicit scheme, where the volume 
fraction value from the previous time step is not needed, 
the explicit scheme does not iteratively solve the 
transport equation of the volume fraction in each time 
step. The numerical diffusion of the interface is as a 
result less significant to in the implicit scheme and the 
prediction on the interface curvature is more accurate.  
In the VoF method the intermolecular surface tension is 
normally modelled by solving the continuum surface 
force. At interface cells the gradient of the rise in pres-
sure due to interfacial tension between different phases 
can be represented as volumetric body force F𝑠𝑓 (Brack-
bill, et al., 1992). The force is added as a source term in 
the momentum equation and can be expressed as: 

𝑭𝒔𝒇 = 2 ∙ 𝛼1(𝑡) ∙ 𝜅(𝑡) ∙ 𝒏(𝑡) ∙ 𝜎. ( 5 ) 

𝑛(𝑡) is the surface normal vector, which is defined as 
the gradient of the second phase volume fraction: 

𝒏(𝑡) = ∇𝛼1(𝑡). ( 6 ) 

 
𝜅(𝑡) is the local surface curvature and can be calculated 
by: 

𝜅 =
1

|𝒏|
[(

𝒏

|𝒏|
∙ ∇) |𝒏| − (∇ ∙ 𝒏)]. ( 7 ) 

 
Coalescence criterion  

As mentioned before, the film drainage process is con-
trolled by both hydrodynamic forces and inter-molecu-
lar forces, such as the Van der Waals force 𝐹𝑣𝑑𝑤. How-
ever, in the finite-volume modelling it is very difficult 
to precisely model the end of the drainage process in the 
case of coalescence (ℎ(𝑡) = 0). Moreover, according to 
detailed calculations by Jiang and James (2007), 𝐹𝑣𝑑𝑤 is 
only considerably large when h(t) is very small. There-
fore, in our calculations coalescence is detected when 

the critical thickness of the film ℎ𝑐 according to 
equation (8) is reached: 

ℎ𝑐 = (
𝐴𝑅

8𝜋𝜎
)

1
3

. 

 

( 8 ) 

 
According to the research by Chesters (1991), this ap-
proximate relationship is valid for flow-driven collisions 
between fluid-liquid dispersions at low capillary num-
ber. Once the critical film thickness is reached, 𝐹𝑣𝑑𝑤 
becomes significant and increases rapidly. The destabi-
lization due to 𝐹𝑣𝑑𝑤 dominates the film drainage, which 
leads to a film rupture and coalescence. This 
coalescence criterion was applied in several former 
researches, like for example in (Mousa, 2001). Mousa 
theoretically investigated collisions with partially and 
fully mobile interfaces at arbitrary approaching angles. 
In our calculations, we exclude the contribution of 𝐹𝑣𝑑𝑤, 
thus the collision is purely driven by the hydrodynamic 
forces and coalescence is reached if h(t) becomes less 
than ℎ𝑐. The value of h(t) is determined by the minimum 
distance between the iso-surfaces of two droplets de-
fined by the volume fraction.  
The critical film thickness for metallic material in com-
parison to polymeric material is shown in Figure 4 as a 
function of the droplet size. The latter is extensively 
studied in experiments. A typical value for the Hamaker 
constant A of metallic material is 40 × 10−20𝐽, while 
for polymeric material it is  1 × 10−20𝐽 (Chen, et al., 
2009). The surface tension of copper droplets in slag is 
~0.05

𝑁

𝑚
, while for polymeric systems it is  ~0.005

𝑁

𝑚
. 

Thus the coalescence efficiency of copper droplets in a 
slag can be expected to be larger than that of polymeric 
material reported by Bruyn (2013). 

 
Figure 4: Critical film thickness for coalescence of metallic 
and polymeric material 

Numerical setups  

Geometry    
A sketch of the 3D model to numerically simulate the 
binary collision process is shown in Figure 5. A simple 
shear flow at the desired shear rate is generated by two 
non-slip walls at the top and bottom of the domain, 
moving in opposite direction, and a periodic boundary 
condition. The centers of the two droplets are initially 
located in the middle of one symmetry plane at different 
y-positions, according to the demanded offset ratio. The 
initial distance in x-direction is fixed at ∆𝑥 = 2.52𝑅 so 
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that the simulations start with non-interacting droplets 
until their shapes adapt to the flow field. The value of 
∆𝑥 is chosen according to the film drainage analysis 
(Chesters, 1991), where the film is established at the 
distance ℎ(𝑡) ≤ 0.5 𝑅. Similar to an experimental setup 
described by Bruyn (2013), the distance between the 
moving walls is 36 R to avoid confinement effects. 
Periodic boundary conditions are used to ensure a fully 
developed shear flow. The distance between the two 
periodic planes is 20 R, which is large enough to elimi-
nate the influence due to the mirrored droplet pairs. 
 
Mesh 
The modelling of the film drainage process requires 
meshes near the droplets surface with high resolution. 
However, it is computationally too expensive to gener-
ate meshes with identical sizes for the whole domain. 
Therefore a centre zone of size 6𝑅 × 6𝑅 × 2𝑅  with 
sufficiently fine resolutions around the droplets is 
defined and the mesh resolution outside this zone is 10 
times coarser. The boundary faces between the zone 
with fine and coarse mesh are defined as interfaces to 
allow mass and momentum transfer of the fluid. 
Furthermore, in the area near the droplets interface with 
the bulk phase, a 1-level dynamic adaption of the mesh 
based on the gradient of the phase volume fraction is 
defined.  
When choosing a proper mesh resolution, several as-
pects have to be considered:  
First of all the mesh size 𝜒 must be small enough to 
prevent the merging between interfaces of two droplets 
in the same cell before h(t) reaches the critical value 
ℎ𝑐  (𝜒 ≤

ℎ𝑐

2
). 

 

 
Figure 5: Geometry of the domain for modelling the binary 
collision 
 
 
 
 
 
 
 
 
 

Moreover, the value of 𝑅/𝜒 must be sufficiently large to 
obtain a reasonable pressure distribution inside and 
outside of the droplet due to the Laplace pressure be-
tween the immiscible droplet and bulk phase (Sman and 
Graaf, 2008): 

∆𝑝 =
2𝜎

𝑅
. ( 9 ) 

 In the VoF method, material is defined as a mixture of 
bulk and droplet phase in cells containing both phases, 
which physically do not exist. A finer mesh can reduce 
the error of the pressure distribution near the interface 
calculated with the VoF method in comparison to the 
theoretical value. This is important for modelling the 
film drainage process when interfaces of two droplets 
are close to each other. 
On the other hand the value of 𝑅/𝜒 cannot be increased 
in the VoF method without limitation. One limitation is 
the error due to parasitic currents (unphysical flow near 
the interface) (Havie, et al., 2005), which is due to the 
local variations of the body force calculated by the 
surface tension algorithm. The magnitude of parasitic 
current becomes stronger with a finer mesh. The 
influence of the parasitic current is less significant in 
shear driven flows. But it will still cause diverging 
solutions on interface tracking when the magnitude of 
the parasitic current is too strong in comparison with the 
local external flow field.  
Considering the above mentioned aspects and 
limitations due to the available computer cluster, the 
mesh resolution of studied cases is chosen as:  

ℎ𝑐 = 2 𝜒, 𝑅 = 126 𝜒. 
According to the relationship between ℎ𝑐 and R in 
Figure 4, the physical size of the modelled droplets is 
𝑅 = 0.284 𝜇𝑚. 
 
Time step 
The time step in an explicit VoF calculation must be 
small enough to ensure a stable iteration. In practice, the 
global Courant number should be smaller than 2. But in 
cases where a more accurate interface calculation is 
needed, it is preferred to choose a global Courant num-
ber smaller than 1. In the current calculations, the time 
steps are on the order of 10 𝑛𝑠 leading to a maximum 
Courant number in the order of  𝑂(10−1). 

Comparison of the time evolution of the film 
thickness from VoF calculations and far-field 
trajectory analyses  

The binary collision between Newtonian droplets has 
been widely studied theoretically. At the present stage a 
trajectory analysis suggested in (Wang, et al., 1994) is 
used to verify the accuracy of the results from VoF 
calculations. This method assumes that two viscous 
droplets are approaching each other in a simple shear 
flow at a small capillary number and the shapes of 
droplets remain nearly spherical. Meanwhile the 
droplets are rotating at a constant angular velocity. The 
relative velocity of droplet 1 moving towards droplet 2 
can be determined by: 

𝑽𝟏𝟐(𝒓) = 

𝚯 × 𝐫 + 𝚪 ∙ 𝐫 − [
A(𝜉)𝐫𝐫

r2 + B(ξ) (𝑰 −
𝒓𝒓

𝑟2)] ∙ 𝚪 ∙ 𝐫. 

 

( 10 ) 
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Where r is the direction vector between the two droplet 
centers O1 and O2, 𝚰 is the unit second tensor, 𝚯 is the 
angular velocity of the rotating droplet and 𝚪 is the 
strain tensor of the linear shear flow. 𝜉 = ℎ′(𝑡) + 2, 
A(𝜉) and B(𝜉) are relative mobility functions with 
respect of the viscosity ratio. 
Due to the complexity of the flow situation when drop-
lets are close to each other, the far-field expressions 
suggested in (Wang, et al., 1994) for the mobility func-
tions are firstly considered:  
 

𝐴(𝜉) = 4
(2 + 5𝜆)

(1 + 𝜆)

1

𝜉3 

               −48
𝜆(2 + 𝜆) + 𝜆(2 + 5𝜆)

(1 + 𝜆)(2 + 3𝜆)

1

𝜉5 + Ο (
1

𝜉8), 

 

 

( 11 ) 

 

 𝐵(𝜉) = 32
𝜆(2 + 3𝜆) + 𝜆(2 + 5𝜆)

(1 + 𝜆)(2 + 3𝜆)

1

𝜉5 + 𝛰 (
1

𝜉6). 

 

 

( 12 ) 

 

The dimensionless trajectory equations are thereby 
given as: 

𝑑𝜉

𝑑𝑡′
= −(1 − 𝐴(𝜉)) 𝜉 sin(2𝛼), ( 13 ) 

 
𝑑𝛼

𝑑𝑡′
= − cos2 𝛼 − 0.5 𝐵(𝜉)(sin2 𝛼 − cos2 𝛼). ( 14 ) 

 
The set of differential equations ( 13 ) and ( 14 ) is nu-
merically solved by a fifth-order Runge-Kutta method. 
However, the expressions for the mobility functions 
given in ( 11 ) and ( 12 ) are only accurate when the 
dimensionless distance ℎ(𝑡)′ is larger than ~0.1. To 
characterize the shape deformation of the droplets in a 
shear flow, a shape ratio 𝑆𝑟  is defined as the ratio be-
tween the short axis length and the long axis length.  
 

 
Figure 6: Time evolution of dimensionless distance between 
droplets’ surfaces with VoF calculation and trajectory analysis 
(𝐶𝑎 = 0.05, 𝜓 = 0.95, 𝑆𝑟 = 0.9) 

 
Figure 7: Time evolution of dimensionless distance between 
droplets’ surfaces with VoF calculation and trajectory analysis 
(𝐶𝑎 = 0.1, 𝜓 = 0.9, 𝑆𝑟 = 0.8) 
 
Binary collision test cases with Ca = 0.05, ψ = 0.95,
Sr = 0.9 and Ca = 0.1, ψ = 0.9,  Sr = 0.8 are used to 
compare the time evolutions of h(t)′ solved by the 
trajectory analysis and VoF calculations up to a dimen-
sionless distance h(t)′ = 0.1. The tracking of film 
thickness starts at h(t)′ = 1, which is shown in Figure 6 
and Figure 7. Shapes of droplets at t′ = 0 are also 
shown in these figures. The given shape ratio Sr is due 
to the shear flow while the two droplets approach each 
other but do not yet interact. At low capillary numbers 
the deformation of the droplets does not affect the 
approaching process significantly and at large distances 
the results of the trajectory analysis and the VoF 
calculation agree well with each other (Figure 6). At 
larger capillary numbers the deformation of the droplets 
is more significant and the trajectory analysis for 
spherical droplets will overestimate the approaching 
speed (Figure 7).  

Collision outcome regime map of liquid metal 
droplets in a slag based on VoF calculations 

As it was discussed before, in a simple shear flow at low 
capillary numbers the possible outcome after a binary 
collision is coalescence or bouncing (cf. Figure 8). To 
determine the critical offset ratio that separates the areas 
of coalescence and bouncing in an outcome regime 
map, for different capillary numbers a series of simula-
tions were carried out approach the critical offset ratio 
𝜓 up to an accuracy of 2 decimal places by a bisection 
method. Coalescence is always considered permanent 
when the critical film thickness is reached, because 
according to (Shardt, 2013) a temporary bridge 
(temporary coalescence with subsequent separation) 
between droplets is only possible when 𝑅/ℎ𝑐 < 22. In 
our case this would mean that the corresponding drop-
lets must have a very small physical size of R < 50 nm, 
while the smallest droplets existing in the copper slag 
cleaning process have a size in the order of 1 μm. 
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Figure 8: Possible collision outcomes in the VoF calculations 
 
In Figure 9 the drainage process of the thin film and its 
possible outcome depending on the offset ratio is exem-
plarily shown for two different capillary numbers. In the 
VoF calculations, where the deformation of the droplets 
is balanced by the ambient pressure and surface tension, 
the droplets will gradually restore their shape after they 
pass the compressing quadrant (𝜑 > 0, 𝑐𝑓. 𝐹𝑖𝑔𝑢𝑟𝑒 3). 
The confronting faces of the droplets will still be pushed 
towards each other by the surface tension, although the 
hydrodynamic force tends to separate them. Therefore 
coalescence between droplets is still possible even if 
they are located in the separating quadrant of Figure 3 
(cf. point 𝜑 = 0 for curve 1 in Figure 9.). It should be 
noted that for the assessment of the collision process 
and the final regime map the previously defined 
capillary number is multiplied by an empirical factor 

(
𝑅

𝜇𝑚
)

0.84

, which reflects the influence due to the physi-
cal size of the droplets to the coalescence efficiency and 
will be discussed in the following section.  

In a regime map where 𝐶𝑎 ∙ (
𝑅

𝜇𝑚
)

0.84

 is defined as x-
axis and 𝜓 is defined as y-axis, the curve of critical 
offset ratio that separates the zones of bouncing and 
coalescence is drawn by a polynomial interpolation (cf. 
Figure 10). 
 

 
Figure 9: h(t)’ versus t’ for cases with different modified 
capillary number and offset ratio. 
 

 
Figure 10: A capillary-number-based collision outcome 
regime map 

DISCUSSION  

When the dielectric properties of the studied collision 
system are constant, the regime map suggested in Figure 
10 depends on the following chosen physical parame-
ters: the physical size of the droplets, the size ratio and 
the viscosity ratio. Their influence will be shortly 
discussed in the following. 
 
Physical size of the droplets   
Instead of the pure capillary number Ca, a scaled num-

ber 𝐶𝑎 ∙ (
𝑅

𝜇𝑚
)

0.84

 is used in the regime map. The scaling 
factor is an empirical factor resulting from experiments 
described in (Hu, et al., 1989) and has been used to fit 
experimental data (Bruyn, et al., 2013). It indicates that 
for larger droplets the film drainage is slower than for 
smaller droplets if the same capillary number is consid-
ered. The numerical approach to examine the decrease 
in coalescence with a larger droplet size, however, is 
found to be difficult (Yoon, et al., 2007). In the corre-
sponding simulations the decrease in coalescence effi-
ciency is mainly due to the difference in the critical 
thickness calculated by equation ( 8) and the depend-
ency of the dimensionless film drainage time on the 
droplet size is much weaker than that observed in the 
experiment. The possible reasons for this disagreement 
have been briefly discussed in the same literature. To 
avoid extra simulations with different droplet sizes, 
which will probably fail to provide a reliable correction 
factor, the modified capillary number 𝐶𝑎 ∙ 𝑅0.84 is used 
currently to eliminate the effect of droplet size.  
 
Size ratio 
The size ratio of two colliding droplets is defined as 
λ𝑟 = Rsmaller/Rlarger and current investigations were 
under the assumption that two colliding droplets have an 
equal size (λ𝑟 = 1). Theoretical analyses (Wang, et al., 
1994) and experimental observations (Mousa, et al., 
2001) show that for a constant average radius the coa-
lescence efficiency decreases if the difference in size 
increases (λ𝑟 < 1). This decrease in coalescence effi-
ciency is due to the fact that smaller droplets tend to 

361



H. Yang, J. Wolters, P. Pischke, H. Soltner, S. Eckert, J. Fröhlich 

 

follow the flow streamline bent around the larger 
droplet in the Stokes regime. The decreasing factor 
suggested by Mousa (1991) can be expressed as 
(

4λ𝑟

(1+λ𝑟)2)
𝜅

, where 𝜅 is an empirical parameter, normally 
in the range from 1 to 6.  
 
Viscosity ratio 
Based on the analyses in the former section it is clear 
that the viscosity ratio 𝜆, which determines the mobility 
of the interfaces, has a great influence on the collision 
result. A simple power-law dependence of coalescence 
on  𝜆 was expected in some early investigations, for 
example, in the research by Hu (1989), a relationship of 
𝐶𝑎𝑐~𝜆−2/3 using simple scaling theory is suggested, 
where 𝐶𝑎𝑐 is the critical capillary number of coales-
cence for collision at fixed offset ratio. However, more 
recent researches (Yoon, et al., 2005) suggest that the 
influence on coalescence efficiency due to 𝜆 is more 
complex and it is not suitable to define a simple power-
law dependency between those two parameters. To 
numerically investigate the influence due to the 
viscosity ratio simulations using the above mentioned 
setups with different 𝜆 were performed. The change of 
the critical offset ratios in the regime map based on the 
VoF simulations is shown in Figure 11. It can be seen 
that the influence of the viscosity ratio 𝜆 is more 
significant at higher capillary numbers. More 
investigations on this issue may be necessary. For the 
simulations on the copper slag cleaning process the 
influence of the viscosity ratio is important, since the 
temperature distribution in the slag is inhomogeneous 
and the viscosity ratio depends on the temperature.  

 
Figure 11: Critical offset ratio with respect of different viscos-
ity ratios in the VoF calculations. 

CONCLUSIONS  

Numerical approaches on modelling an enhanced cop-
per slag cleaning process through electromagnetic stir-
ring have been presented in this publication. An Euler-
Lagrangian scheme of solving the multiphase problem 
is implemented, where slags are defined as continuous 
phase and liquid metal droplets are defined as dispersed 
phase. For the continuous phase, MHD (magneto-
hydrodynamic) calculations on the conducting slags 
under the influence of orthogonally oriented magnetic 

and electric fields were performed. For the dispersed 
phase tracking of the liquid metal droplet is realized by 
solving the force balance with consideration of special 
electromagnetic forces. 
With respect to the inter-droplet collisions, a mesh-
independent hybrid Lagrange-stochastic collision algo-
rithm was introduced to calculate the collision probabil-
ity, which has an excellent adaptability in both homoge-
nous and in-homogenous cases.  
In order to correctly predict the collision outcome in the 
stochastic collision modelling, a new outcome regime 
map was developed, taking into account the peculiarities 
of the slag cleaning process and physical properties of 
liquid metal droplets in slags. Since the collision of 
droplets in the slag is not driven by inertia effects but by 
a shear flow, the new regime map is based on the 
capillary number. The criteria for coalescence were 
derived by detailed numerical simulations on the binary 
collision of droplets in a slag using the Volume of Fluid 
(VoF) method, considering theoretical aspects and 
empirical findings. Intermolecular forces are not 
directly considered in the numerical simulation, but they 
determine the critical thickness of the film between the 
colliding droplets, for which coalescence is expected. 
The accuracy of the VoF calculation is verified by 
comparison with results from the far-field trajectory 
analysis. The influences due to some parameters, like 
droplet size, size ratio and viscosity ratio, are discussed 
and will also be considered in the application of the 
regime map. 
The new regime map predicting the collision outcome in 
the stochastic collision model will be used in the overall 
copper slag cleaning process simulations.  Based on 
these simulations an optimization of the process result-
ing in an improved recovery rate is envisaged in the 
near future.   

REFERENCES    

ABID, S. and CHESTERS, A.K., (1994), The drain-
age and rupture of partially mobile films between col-
liding drops at constant approach velocity, Int. J. Multi-
phase. Flow, Vol.20, No.3: 613-629. 

BRACKBILL, J. U., KOTHE, D. B., ZEMACH, C., 
(1992), A continuum method for modeling surface 
tension". J.Comput. Phys. 100. 335–354. 

BRUYN, P. D., CARDINAELS, R., MOLDENAERS, 
P., (2013), The effect of geometrical confinement on 
coalescence efficiency of droplet pairs in shear flow, J. 
Colloid Interface Sci. 409,183−192. 

CHESTERS, A., (1991), The modelling of coales-
cence processes in fluid-liquid dispersions, Trans. 
IChemE, 69, pp. 259-270. 

CHEN, D., CARDINAELS, R., MOLDENAERS, P., 
(2009), Effect of confinement on droplet coalescence in 
shear flow, Langmuir, 25(22): 12885-12893.  

CHOO, R.T.C. and TOGURI, J.M., (1992), The elec-
trodynamic behavior of metal and metal sulphide drop-
lets in slags, Canadian Metallurgical Quarterly, Vol.31, 
No.2: 113-126. 

DAVIS, R.H., SCHONBERG, J.A., RALLISON, 
J.M., (1989), The lubrication force between two viscous 
drops, Phy. Fluids, 1(1): 77-81. 

362



Improved collision modelling for liquid metal droplets in a copper slag cleaning process 

 

DEGEL, R., OTERDOOM, H., KUNZE, J., WAR-
CZOK, A., RIVEROS, G.,(2008), Latest results of the 
slag cleaning reactor for copper recovery and its poten-
tial for the PGM industry, Third International Platinum 
Conference ‘Platinum in Transformation’: 197-202. 

HARVIE, D.J.E., DAVIDSON, M.R., RUDMAN, M., 
(2005), An analysis of parasitic current generation in 
volume of fluid simulations, ANZIAM J.46: ppC133-
C146. 

HU, Y.T., PINE, D.J., LEAL, L.G., (1989), Drop de-
formation, breakup, and coalescence with compatibil-
izer. Phys. Fluids, 12: 484-489.  

JIANG, X. and JAMES, J., (2007), Numerical simula-
tion of the head-on collision of two equal-sized drops 
with van der Waals force, J. Eng. Math. 59: 99-121. 

KEMPKEN, J., DEGEL, R., SCHREITER, T., 
SCHMIEDEN, H.,  Rectangular furnace design and 
revolutionary DC-Slag cleaning technology for the 
PGM industry. (2006), Metal world, issue 12: 10-13. 

MOUSA, H., AGTEROF, W., MELLEMA, J., (2001), 
Experimental investigation of the orthokinetic coales-
cence efficiency of droplets in simple shear flow, J. 
Colloid Interface Sci. 240: 340-348. 

MOUSA, H. and VAN DE VEN, T.G.M., (1991), 
Stability of water-in-oil emulsions in simple shear flow 
1. Determination of the orthokinetic coalescence effi-
ciency, Colloide surface, 60: 19-38. 

MOUSA, H., AGTEROF, W., MELLEMA, J., (2001), 
Theoretical and experimental investigation of the coa-
lescence efficiency of droplets in simple shear flow, 
Progr Colloid Polym Sci., 118, pp. 208-215. 

O’ROURKE, P.J., (1981), Collective drop effects on 
vaporizing liquid sprays, Ph.D thesis, Department of 
Mechanical and Aerospace Engineering, Princeton 
University. 

PISCHKE, P., CORDES, D. , KNEER, R., (2012), A 
collision algorithm for anisotropic disperse flows based 
on ellipsoidal parcel representations,  Int. J. Multiphase, 
Flow, 38, pp. 1–16. 

QIAN, J. and LAW, C.K., (1991), Regimes of coales-
cence and separation in droplet collision, J. Fluid 
Mech., 331, pp. 59-80. 

SHARDT, O., MITRA, S.K., DERKSEN, J.J., (2013), 
Simulations of Droplet Coalescence in Simple Shear 
Flow, Langmuir, 29, pp. 6201-6212. 

WANG, H., ZINCHENKO, A., DAVIS, R., (1994), 
The collision rate of small drops in linear flow fields, J. 
Fluid Mech., Vol.265: 161-188. 

SCHLESINGER, M. and KING, M., (2011), Extrac-
tive metallurgy of copper, 5thed., Elsevier, UK. 

VAN DER SMAN, R.G.M. and VAN DER GRAAF, 
S., (2008), Emulsion droplet deformation and breakup 
with Lattice Boltzmann model, Computer Physics 
Communications, 178: 492-504. 

WARCZOK, A. and RIVEROS, G., (2003), Effect of 
electric and magnetic fields on the metallic inclusions in 
a liquid slag, Yazawa International Symposium-Metal-
lurgical and materials processing and technology Vol-
ume 2:  417-429. 

WARCZOK, A. and RIVEROS, G., (2007), Slag 
cleaning in crossed electric and magnetic fields, 
Miner.Eng., 20: 34-43. 

YANG, H., WOLTERS, J., PISCHKE, P, Soltner, H., 
ECKERT, S., FRÖHLICH, J., (2016), Numerical 

simulations on copper droplet collisions in the slag 
cleaning process, 9th International Conference on Mul-
tiphase Flow, Firenze, Italy. 

YOUNGS, D. L., (1982), Time-dependent multi-ma-
terial flow with large fluid distortion. Numerical Meth-
ods for Fluid Dynamics, 24(2): 273-285. 

YOON, Y., BORRELL, M., PARK, C.C., LEAL, 
L.G., (2007), Coalescence of two equal-sized deforma-
ble drops in an axisymmetric flow, Phy. Fluids, 19(10).  

YOON, Y., BORRELL, M., PARK, C.C., LEAL, 
L.G., (2005), Viscosity ratio effects on the coalescence 
of two equal-sized drops in a two-dimensional linear 
flow, J. Fluid Mech., vol.525: 355-379. 

 

 

363



364



 

 

MODELLING OF BUBBLE DYNAMICS IN SLAG DURING ITS HOT STAGE 

ENGINEERING  
 

Y. WANG1*, L. CAO1,2, B. BLANPAIN1, M. VANIERSCHOT3, M. GUO1 

1 KU LEUVEN Department of Materials Engineering, 3001 Leuven, BELGIUM 
2 UINVERSITY OF SCIENCE AND TECHNOLOGY BEIJING State Key Laboratory of Advanced Metallurgy, 100083 

Beijing, CHINA  
3 KU LEUVEN Mechanical Engineering Technology TC, Campus Group T, 3001 Leuven, BELGIUM 

 
* E-mail: yannan.wang@kuleuven.be 

 
 
 
 
 

 

ABSTRACT 

Silica-rich additives are injected into the slag with N2/O2 as 
carrier gas to stabilize free lime in BOF (Basic Oxygen 
Furnace) steelmaking slag. In order to understand the mixing 
behaviour of the additives, bubble dynamics and momentum 
transfer are to be clarified at first. The objective of this work is 
to investigate the bubble breakup and the injected momentum 
transfer. To this purpose, a Volume of Fluid (VOF) two phase 
model was developed using ANSYS FLUENT software to 
study the dynamic breakup process of the gas phase and the 
velocity attenuation along the injected axis. Particle Image 
Velocimetry (PIV) measurements were used to validate the 
corresponding computational modelling. The validation 
between experimental measurements and computational 
modelling is reasonable in the turbulence model. Bubble 
breakup begins very quickly in the region near the inlet. The 
momentum contained in the gas phase is dissipated within a 
short distance from the inlet. 

Keywords: bubble breakup; momentum transfer; 
computational modelling; particle image velocimetry  
 

NOMENCLATURE 

Greek Symbols 
   Volume fraction. 

k    Inverse effective Prandtl numbers. 
   Turbulent dissipation rate, [m2/s3]. 
   Dynamic viscosity, [kg/m.s]. 

e   Effective viscosity, [kg/m.s]. 
   Mass density, [kg/m3]. 

     Stress tensor. 
Latin Symbols 
A   Inlet area, [m2]. 

C , 1C , 2C  Constant, 0.0845, 1.42, 1.68, respectively. 
F   Momentum source term, [N/m3]. 
g   Gravitational acceleration, [m/s2]. 

bG   Turbulence generation due to buoyancy. 

kG  Turbulence generation due to mean velocity 
gradient. 
k   Turbulence kinetic energy, [m2/s2]. 
p     Pressure, [Pa]. 
Q   gas flow rate, [Nm3/min]. 

R   Additional term. 

S   Turbulence dissipation rate source term. 

kS   Turbulence kinetic energy source term. 
t    Time, [s]. 
T    Temperature, [K]. 

inu   Inlet velocity, [m/s]. 
u     Velocity, [m/s]. 

MY Contribution of the fluctuating dilatation. 
Sub/superscripts 
o        Operating condition. 
s         Standard condition. 
 

INTRODUCTION 

Currently, about 10 million tonnes of BOF (Basic 
Oxygen Furnace) slag is annually produced as a main 
by-product during steelmaking in Europe (Euroslag, 
2017). Therefore, the use of BOF slag becomes a very 
urgent issue since it causes land occupation, 
environmental problems and resource waste. However, 
BOF slag valorization is restricted by its volume 
swelling during natural aging due to the presence of free 
lime (Liu et.al, 2016). In order to solve this problem, 
silica-rich additives, which are used to stabilize the free 
lime at high temperature, are injected into the liquid slag 
with nitrogen or oxygen gas as carrier gas through a top 
submerged lance. As a result, a buoyancy-driven flow in 
the slag pot is generated by gas injection, and the 
additives can move with the flow and react with free 
lime and other compounds. 
In this whole process, the mixing efficiency is usually 
considered as one of the most important performance 
parameters, therefore, one of the main objectives is to 
attain a good mixing effect in the slag pot. To this end, it 
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is beneficial to clearly understand the way that the 
injected gas affects the mixing characteristics. 
Regarding this topic, bubble dynamics and momentum 
transport phenomena are closely involved. A large body 
of research has been directed at a similar topic in ladle 
metallurgy that is the interaction between gas bubble 
and liquid metal (e.g. Cloete et.al, 2009; Li et.al, 2008; 
Olsen and Cloete, 2009). Based on the references, it can 
be predicted that the stirring and mixing of slag in a 
treatment is also mainly attributed to buoyant potential 
energy in the form of gas bubbles with different sizes 
formed by gas jet breakup. In other words, the gas 
breakup in the slag pot is very important to the flow 
pattern and mixing characteristics.  
The purpose of the present study is to build a 
computational model to study the gas jet breakup and 
the momentum transfer in the slag pot. This can lay the 
foundation for the further investigation of mixing 
characteristics in the slag pot. In order to validate the 
turbulence modelling, Particle Image Velocimetry (PIV) 
measurements in a scaled cubic vessel was performed, 
and a detailed comparison between experimental and 
numerical results is made. 

MODEL DESCRIPTION 

For the sake of reducing the computational cost, only a 
transient two-dimensional and two-phase (g-l) model is 
developed in the present study. The Volume of Fluid 
(VOF) multiphase flow model is adopted to investigate 
the gas jet breakup due to the immiscible property and 
the sharp interface between gas bubble and liquid slag. 
The RNG k-ε turbulence model is applied to study the 
turbulence characteristics in the slag pot.  

Volume of Fluid Model 

The VOF model is designed for two or more immiscible 
fluids which, in our case, are liquid slag and gas, 
respectively. In the VOF model, a single set of 
momentum equations is shared by the fluids, and the 
volume fraction of each of the fluids in each 
computational cell is tracked throughout the domain. 
The continuity and momentum equations are listed as 
follows: 
Continuity equation 

  0 u




t
  (1) 

Momentum equation 

    Fg  


 p
t

uuu  (2) 

In the VOF model, all variables and properties are 
shared by the phases and represent volume-averaged 
values. Therefore, the variables and properties in any 
given control volume are either purely representative of 
one of the phases, or representative of a mixture of the 
phases, which depends on the volume fraction values. In 
our two-phase system, the volume fractions of slag and 
gas sum up to unity. The volume-averaged density and 
viscosity can be represented by the following 
mathematical equations. 

1gasslag   (3) 

gasgasslagslag    (4) 

gasgasslagslag    (5) 

RNG k-ε Model 

RNG k-ε turbulence model is derived from the 
instantaneous Navier-Stokes equations, using a 
statistical technique called “renormalization group” 
(RNG) method. It has a similar form to the standard k-ε 
turbulence model, but includes several refinements. It is 
more appropriate for rapidly strained and swirling flows 
than the standard k-ε turbulence model, and it also 
provides an analytically derived differential formula for 
effective viscosity that accounts for low-Reynolds 
number effects (ANSYS, Inc., 2015).  
The turbulence kinetics energy, k, and its dissipation 
rate, ε, in the RNG k-ε model are obtained from the 
following transport equations: 
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The effective turbulent viscosity is solved by 




  
2kCe   (8) 

Geometry and Operational Conditions 

The geometry in the model consists of a slag pot and a 
lance. The slag pot is in the shape of a tapered cylinder 
and the lance is a simple cylinder. Liquid slag is 
contained in the slag pot with a certain height. The lance 
is submerged into the liquid slag from the slag level to a 
specific depth in the centre position. The dimensions 
and physical properties and operational conditions are 
listed in Table 1, 2 and 3, respectively. Since it is a 
symmetrical geometry, only half of it was built. The 
total node number is around 36000, which is large 
enough to obtain a sharp interface between gas bubble 
and liquid slag. The geometry with the grid is depicted 
in Figure 1. 

Table 1: Geometrical dimensions of the pot. 

Top diameter, mm 3360 
Bottom diameter, mm 2390 
Height, mm 3558 
Lance diameter, mm 40 

Table 2: Physical properties. 

Density of slag, kg/m3 3000 
Density of air, kg/m3 0.567* 
Viscosity of slag, kg∙m-1∙s-1 0.100 
Viscosity of air, kg∙m-1∙s-1 8.9e-5 
Surface tension of slag/gas, N/m 0.55 
“*” indicates a lower air density due to the high temperature in 
real case. 
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Table 3: Operating conditions. 

Air flow rate, Nm3/min 3 
Inlet velocity, m/s 50.0 to 84.5 
Operating temperature, K 1873 
Operating pressure, Pa 3e5 to 5e5 
Lance depth, mm 1000 
Height of slag level, mm 3000 

 
Figure 1: Geometry with grid. 

The heat transfer is not in the scope of this study, 
therefore, the temperature gradient is neglected, which 
means that a uniform temperature field is assumed in 
this simulation. The inlet velocity of air is calculated 
based on the following equation. 
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Numerical Method 

This model is implemented in FLUENT 16.2. Velocity 
inlet and pressure outlet boundary conditions are 
adopted for this simulation. For the solution methods, 
the Pressure-Implicit with Splitting Operators (PISO) 
pressure-velocity coupling scheme is used, which is 
recommended for a transient problem. PISO scheme has 
its own advantages that allows higher under-relaxation 
values for both momentum and pressure, leading to less 
iterations and faster convergence. In the spatial 
discretization part, the PREssure Staggering Option 
(PRESTO!) scheme and second order upwind scheme 
are performed for pressure and momentum, respectively. 
Convergence is monitored by means of the unscaled 
residual of the continuity equation. The reason is that the 
continuity equation is the most difficult one to converge. 
In this study, it is considered that the residual of the 
continuity equation must drop at least 3 orders of 
magnitude to obtain a sufficient accuracy. Therefore, the 
convergence criterion less than   10-7 is chosen when the 
time step size is 1×10-4. 
The simulations were uploaded to a High Performance 
Computing (HPC) cluster. 2-5 nodes with 40-100 
processors were required for the simulations. 

TURBULENCE MODEL VALIDATION 

In order to validate the RNG k-ε turbulence model, PIV 
measurements and the corresponding simulations were 
conducted beforehand.  

Experimental setup 

In the measurements, paraffin oil and compressed air are 
used to form a two-phase system. The vessel made of 
transparent glass is cubic shape with dimensions of 135 
× 135 × 195 mm. A glass pipe with inner diameter of 5 
mm taken as the top lance is also placed in the centre of 
the vessel. The operating conditions and physical 
properties are listed in Table 4.  
The flow field in the vessel is measured by Time-
Resolved PIV (TR-PIV). Since the vessel is 
axisymmetric, only the left zone is of interest. It can also 
be easily predicted that the liquid mainly flows in the 
upper part based on two considerations, one of which is 
that the upper part liquid is driven by the rising air, and 
the other one is that the injected air cannot penetrate 
very deeply, so the liquid in the lower part is almost still. 
Therefore, the selected area to be measured is located in 
the upper left part of the median plane, which is shown 
in Figure 2. A PIV laser (wavelength 527 nm, pulse 
energy 10 mJ @ 1000 Hz) from NewWave is employed 
to generate a laser sheet with a thickness of 0.5 mm 
which exactly overlaps the median plane of the vessel. 
The flow is seeded with hollow PMMA particles of 
diameters between 20 and 50 µm. The particles are 
coated by Rhodamine B to exhibit fluorescence, which 
can help increase the signal to noise ratio when the back 
light of the laser sheet is filtered out by an optical filter. 
In order to correct for light refraction, the PIV system 
was calibrated by means of placing a calibration plate in 
the measured flow field, and the plate exactly overlaps 
the laser sheet. The images are recorded by a CMOS 
camera (HighSpeedStar 5) with a resolution of 1024 × 
1024 pixels. The calculation of velocity vector is 
processed by the Davis 8.1 software (LaVision GmbH). 
Further data processing is executed by Matlab software 
(R2016a) using specific code.  
The corresponding numerical simulation is established 
with the same multiphase flow model (VOF) and the 
turbulence model (RNG k-ε). The half meshing with 
around 5800 nodes is shown in Figure 4. The solution 
methods are also kept the same. These can ensure 
consistent approaches to the following simulation of 
flow field in the slag pot. 

Table 4: Operating parameters and physical properties. 

Air flow rate, NL/h 300 
Inlet velocity, m/s 4.25 
Submerged depth, m 0.044 
Height of oil level, m 0.164 
Density of oil, kg/m3 880 
Density of air, kg/m3 1.225 
Viscosity of oil, kg∙m-1∙s-1 0.065 
Viscosity of air, kg∙m-1∙s-1 1.789e-5 
Surface tension of oil/air, N/m 0.026 
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Figure 2: Schematic of the experimental setup and the 

measured area: A (-0.063, 0.164); B (-0.005, 0.164); C (-0.005, 
0.106); D (-0.063, 0.106); E (-0.063, 0.135); F (-0.005, 0.135). 

 
Figure 3: Photograph of the experimental setup.  

(1: laser generator; 2: highspeed camera; 3: paraffin oil with PMMA 
particles; 4: glass pipe; 5: rotameter) 

 

Figure 4: Meshing of the computing domain. 

RESULTS 

Model Validation 

The turbulence model in numerical simulation is verified 
with experimental data by comparing the time-averaged 
velocity fields in the domain. The representative case 
with air flow rate of 300 NL/h is employed here, and the 
results are presented in Figure 5 and 6, respectively.  

 

 
Figure 5: Comparison of the experimentally and numerically 

obtained time-averaged velocity fields (air flow rate: 300 
NL/h). (a) velocity field of the PIV measurements and (b) 

velocity field of the numerical simulations. 

 
Figure 6: Axial velocity profile of the measured line EF 

shown in figure 2. 

It can be seen from Figure 5 that a circulation zone 
consisting of a counter-clockwise rotating vortex is 
formed in the middle of the measured zone in the 
measurement, and a similar one can be observed in the 
corresponding numerical simulation, despite of a 
deviation of the location of the vortex centre. There may 
be a reason to explain it. Because a 2D axisymmetric 
model is used in this study, the domain will sweep 360 
degree along x-axis by default, which makes the 
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computing domain more like a cylinder. However, the 
model in this study in a cubic one. This may be the 
reason for the deviation of the vortex centre. A further 
work of the corresponding  3D modelling will be 
established to determine the reason. It also can be 
observed that a large discrepancy appears in the very 
right region. This is because this measured region is 
very close to the gas pipe, and the gas bubbles rising 
along with this pipe posed serious influence on the 
measurement due to the refractive issues. In other words, 
the obtained data in the region close to the gas pipe is 
hardly reliable.  
The axial velocity profile of the measured line shown in 
Figure 2 is depicted in Figure 6. Clearly, this is a big 
deviation in the right part, and the reason of it has been 
explained in the last paragraph. Apart from this, the rest 
seems acceptable since only minor errors appear. This 
may be attributed to the coarse meshing. 
In conclusion, the results are still convincing since a 
similar circulation in the middle of the measured region 
and an acceptable quantitative validation can be 
observed, which means the flow patterns in the 
experiment and modelling resemble each other. 
However, there is, for sure, some space to improve the 
model. Based on the above description, the influence of 
the gas injection on the flow field is reasonably 
validated. 

Bubble Formation 

In the slag valorization process, gas stirring is a key step. 
When the gas is injected into the slag through a 
submerged top lance, the continuous gas phase splits 
into discrete gas bubbles that move upward with high 
velocity. Soon a conical plume consisting of gas bubbles 
and liquid is shaped in the upward path. It is the moving 
bubbles that transfer momentum to the surrounding 
liquid and make the system stirred. Hence, gas breakage 
into bubbles is very important for transport phenomena 
in multiphase flow. For our study, gas breakage is the 
precondition for a better mixing, and it is well worth 
being investigated.  

 

Figure 7: Gas bubble formation represented by the gas 
volume fraction (a: 0.02 s; b: 0.3 s; c: 0.75 s; d: 1.58 s; e: 2.70 

s). 

Figure 7 shows the dynamic breakage process of the gas 
phase in the slag pot. As can be seen in Figure 7(a), the 
gas phase comes out of the inlet and forms an 

approximate circle. The upper part of the circle is a little 
deformed due to the pressure difference along the 
bubble surface. Later a dumbbell shape with a narrow 
neck forms near the inlet as the pressure difference 
continues increasing. Finally the gas phase splits into 
several gas bubbles. The gas bubbles keep moving up 
and can break up into even smaller bubbles.  
It can be concluded that the gas phase begins breakup 
very soon near the inlet region, where large velocity 
gradient and turbulence kinetics energy exist. This will 
be further described in the following section. The 
formed bubbles can have secondary or several times 
breakup caused by turbulent eddies during rising up. 
Many studies in regard to bubble breakup can be found 
in chemical engineering, most of which, however, were 
performed in low temperature systems (e.g. Xing et.al, 
2015; Luo and Svendsen, 1996; Hengel et.al, 2005). 
Nonetheless, these existing studies can supply important 
references for further investigation.  

Momentum Characteristics 

In ladle metallurgy, the gas phase is injected from the 
bottom through plugs, and the gas flow rate is smaller 
compared to that in slag valorization. It has been proved 
that the injected momentum in ladle metallurgy is 
dissipated within a very short distance 
(Krishnapisharody and Irons, 2013). In Ausmelt TSL 
application, the gas phase is injected from the top via a 
top submerged lance. (Hoang et.al, 2009; Wood et.al, 
2011). A violent stir can be obtained in the bath. 
Therefore, it is necessary to make clear if the injected 
momentum in the slag valorization can make an 
important contribution to system stirring. Three cases 
with initial inlet velocity of 84.5, 62.5 and 50.0 m/s, 
respectively, are discussed here. The time-averaged 
velocity and instantaneous results of turbulent kinetic 
energy and dissipation rate along the axis at 10.0 s are 
presented in Figure 8, 9 and 10, respectively. 

 
Figure 8: Velocity attenuation along the injected axis 
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Figure 9: Attenuation of turbulence kinetic energy along the 

injected axis 

 
Figure 10: Attenuation of turbulence dissipation rate along 

the injected axis 

The penetration depth is increased with increasing inlet 
velocity, which is clearly shown in Figure 8. However, 
the penetration depth is still quite small compared to the 
distance between the inlet and the bottom wall which is 
2 m. This is because the density difference between the 
gas phase and slag is huge. Even with a very large inlet 
velocity, e.g. 84.5 m/s, the penetration depth is small 
compared to the slag bath height.  
In Figure 9 and 10, the turbulence kinetic energy and it 
dissipation rate are depicted along the injected axis. The 
attenuations are consistent with the velocity attenuation, 
so the turbulence kinetic energy is dissipated in a short 
distance, which corresponds to other researchers’ work 
mentioned previously. It can also be concluded that the 
turbulence kinetics energy and its dissipation rate are 
very unstable in this short distance according to the 
sharp peaks. Therefore, it can be imaged that turbulence 
in the adjacent area of the inlet is very violent. This can 
explain why the gas phase can split easily into bubbles 
in this region.  
Now that it has been proved the injected momentum is 
limited in stirring the slag, it can be inferred that the 
flow is mainly driven by buoyancy of gas bubbles. This 
can be easily understood since the pressure difference 
between the top and bottom surfaces of bubbles is so 
large, which makes the bubble move upward with high 
velocity, and this high velocity can be transferred to the 
surrounding slag through interphase interactions. This is 
how gas bubbles drive liquid slag flow in the slag pot. 

CONCLUSIONS 

The turbulence model used in our numerical simulation 
is quantitatively validated by comparing the velocity 
fields obtained from experiment and simulation, and the 
result is reasonable.  
VOF model can successfully capture the dynamic 
breakup process of the gas phase. In our study, the gas 
phase breaks up into gas bubbles very quickly in the 
region adjacent to the inlet and the formed bubbles can 
undergo secondary or several times breakage while 
rising up.  
The injected momentum is found to be dissipated in a 
short distance, very close to the inlet as indicated with 
measurements of the velocity attenuation and turbulence 
kinetic energy attenuation. This is consistent with the 
findings in the ladle metallurgy. 
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ABSTRACT
The physics of droplet collisions involves a wide range of length
scales. This poses a difficulty to accurately simulate such flows
with traditional fixed grid methods due to their inability to resolve
all scales with affordable number of computational grid cells. A
solution is to couple a fixed grid method with simplified sub grid
models that account for microscale effects. In this paper, we incor-
porate such framework in the Local Front Reconstruction Method
(Shin et al., 2011). To validate the new method, simulations of
(near) head on collision of two equal tetradecane droplets are car-
ried out at different Weber numbers corresponding to different col-
lision regimes. The results show a better agreement with experi-
mental data compared to other fixed grid methods like Front Track-
ing (Pan et al., 2008) and Coupled Level Set and Volume of Fluid
(CLSVOF) (Kwakkel et al., 2013), especially at high impact veloc-
ities.

Keywords: Numerical Simulation, Multiphase flows, Front
Tracking, LFRM, coalescence, break-up, droplet collision.

NOMENCLATURE

Greek Symbols
ρ Mass density, [kg/m3].
µ Dynamic viscosity, [kg/ms].
σ Surface tension coefficient, [N/m].

Latin Symbols
p Pressure, [Pa].
u Fluid Velocity, [m/s].
g Gravitational acceleration, [m/s2].
Fσ Surface tension force, [N/m3].
t time, [s].
n Surface normal.
tc Contact time between droplets, [s].
td Film drainage time, [s].
R0 Initial droplet radius, [m].
V0 Initial droplet speed, [m/s].
b Offset distance between droplets, [m].

Sub/superscripts
Γ Interface.
l Liquid.

INTRODUCTION

Droplet-laden flows play an important role in many in-
dustrial applications and natural processes (Crowe et al.,
1998). Some examples are spraying of fuel in combustion
engines, spray drying of food products, liquid-liquid extrac-
tion, growth of rain droplets in clouds and pollution track-
ing. The interaction between droplets has a major influence
on the dynamics of such flows, because of the coalescence
and break-up that may occur upon collision. However, it is
very difficult to accurately capture coalescence and break-up
numerically because of the wide range of length scales in-
volved. For example, the collision dynamics of droplets is
influenced by the drainage of the thin gas film separating two
colliding droplets (Mason et al., 2012), causing bouncing of
the droplets when the film is not drained during the colli-
sion event. Coalescence occurs when the gas film ruptures.
The rupture is attributed to the van der Waals surface forces
which become dominant at nanometer scale. It is not possible
to capture all scales ranging from millimeter (droplet diame-
ter) to nanometer (critical film thickness) using an affordable
number of computational grid cells.
In our fixed grid method, the under resolved final stage of the
film drainage process is accounted for by a sub-grid model.
Few studies have been done previously using different fixed
grid methods and sub-grid models (Kwakkel et al., 2013,
Mason et al., 2012). The fixed grid methods for modeling
multiphase flows can be divided into two types: front captur-
ing and front tracking techniques (Tryggvason et al., 2011).
In front capturing methods, the interface is implicitly repre-
sented by a colour function. Common front capturing meth-
ods are Volume of Fluid (VOF) (van Sint Annaland et al.,
2005), Level Set (LS) (Sethian and Smereka, 2003) and Cou-
pled Level Set and Volume of Fluid (CLSVOF) (van der Pijl
et al., 2005) methods. Generally, the droplets in these meth-
ods coalesce automatically when they share a common grid
cell. However, this numerical coalescence can be avoided
for the simulation of symmetric binary droplet collision us-
ing Volume of Fluid method. The coalescence can be con-
trolled by prescribing a volume-fraction boundary condition
on the collision plane using ghost cells (Mason et al., 2012).
When the boundary condition is set to zero volume fraction,
the droplets will bounce; whereas a symmetry boundary con-
dition will result in coalescence. A more general approach to
avoid numerical coalescence is to use unique colour function
for each droplet (Nikolopoulos et al., 2009).
A big disadvantage of front capturing methods is the very
fine grid resolution which is required for accurate surface
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tension calculation especially when the droplets undergo
complex topological changes (Kwakkel et al., 2013). Front
tracking methods (Dijkhuizen et al., 2010, Shin et al., 2011)
are inherently better at surface tension calculation at coarse
grid resolution. This is because a front tracking method
directly tracks the interfaces using triangular marker ele-
ments, enabling accurate curvature calculation. However,
in the traditional front tracking method, droplet coalescence
is not possible. To incorporate coalescence, additional rou-
tines to merge the individual unstructured meshes belong-
ing to different droplets are required (Nobari et al., 1996).
In the traditional front tracking method, the merging of the
droplet meshes is complicated because the logical informa-
tion about the marker connectivity should be updated. In ad-
dition, the merging of droplets with complex topology is very
challenging. Therefore, we choose a front tracking method
without connectivity, the Local Front Reconstruction Method
(LFRM) by Shin et al., 2011.
As logical connectivity between marker elements is not re-
quired, LFRM can handle complex topological changes like
droplet coalescence and pinch off. It uses information from
the original marker elements directly to reconstruct the in-
terface in a mass conservative manner and thus, also ensures
good local mass conservation. Because the interface is re-
constructed independently in each individual reconstruction
cell, the method can be highly parallelized. However, this
cell-oriented reconstruction leads to numerical coalescence
(similar to front capturing methods) in LFRM (Shin et al.,
2011). This is prevented in our implementation by storing
the information about marker elements and marker points for
each droplet separately. The coalescence is accomplished by
merging data-structures of two droplets. Similarly, the break-
up of a droplet is done by splitting the data-structure of the
droplet. The details of these procedures are given in next sec-
tion. We have improved the original LFRM method in cer-
tain areas which are also summarized in next section. Lastly,
the results of simulations of (near) head on collision of two
equal tetradecane droplets in different collision regimes are
discussed. The discussion includes validation of simulations
with experimental data and comparison with other fixed grid
methods (Kwakkel et al., 2013, Pan et al., 2008).

METHODOLOGY

Local Front Reconstruction Method

Both fluids in the two phase flow are assumed to be incom-
pressible, immiscible and Newtonian fluids. A one-fluid for-
mulation is used and the governing equations are given by the
continuity equations and the Navier-Stokes equations, where
the physical properties depend on local phase fractions.

∇ ·u = 0 (1)

ρ
∂u
∂t

+ρ∇ · (uu) =−∇p+ρg+∇ ·µ
[
∇u+(∇u)T

]
+Fσ

(2)
where Fσ is a singular source-term to represent the surface
tension at the interface.
The following conditions are applied at the interface Γ to
close the governing equations:

[u]
Γ
= 0 (3)

[
−pn+µ

(
∇u+(∇u)T

)
·n
]

Γ

= Sσ ·n (4)

where [.]
Γ

represents jump in a quantity across the interface
from one phase to another and Sσ is the surface force acting
on interface due to surface tension.
The equations are discretized using a finite volume approach
and are solved on a staggered computational grid by a frac-
tional step method (Das et al., 2017). The surface tension
force Fσ is calculated using hybrid surface tension model
(Shin et al., 2005) which has combined advantage of accurate
curvature calculation (similar to the pull force model which
is commonly used in front tracking methods) and proper bal-
ance of pressure and surface tension force at discrete level
(similar to the continuum surface model which is commonly
used in front capturing methods).
The fluid velocity is interpolated from Eulerian grid to La-
grangian grid using cubic spline interpolation and marker
points are moved with the interpolated velocity using a 4th

order Runge-Kutta scheme (Dijkhuizen et al., 2010).
As mentioned before, the local phase fraction is required
to calculate the averaged physical properties. This can be
calculated by the geometric analysis using the positions of
the marker points (Dijkhuizen et al., 2010). This method of
phase fraction calculation is exact and computationally more
efficient than the traditional method of solving Poisson equa-
tion used in original LFRM method. From the calculated
phase fractions, the average density and viscosity is calcu-
lated by algebraic and harmonic averaging, respectively.
Due to the advection of the marker points, the marker ele-
ments can become too large or too small. This poor grid qual-
ity decreases the accuracy of the surface tension force calcu-
lation. To maintain the mesh quality, a mesh reconstruction
procedure of (Shin et al., 2011) is implemented. The recon-
struction procedure also allows to reconstruct the mesh when
the multiple droplets coalesce or a droplet breaks-up. The
implementation is improved by the use of linked-list data-
structures for storing location of the three vertices of each
marker. This ensures that each marker point has a unique
identity, thus reducing the memory requirements and pre-
venting precision problems.

Figure 1: Schematic of the reconstruction procedure for LFRM
(Shin et al., 2011).

The overall reconstruction procedure consists of four simple
steps as shown in Figure 1:
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(a) Localization - Interface of the discrete phase is cut by
a reconstruction grid (similar to the Eulerian grid) such
that each part of the interface lies completely inside one
cell.

(b) Edge line reconstruction - The edge line corresponding
to the cut interface is traced out on relevant faces of the
cell, and new edge line (containing only two edge points
and a fitting point) is reconstructed in an area conserva-
tive manner.

(c) Centroid calculation - Using edge points and fitting
points of all the faces, a centroid is calculated. An inter-
mediate interface is formed by connecting the centroid
with intermediate edge lines.

(d) Volume fitting - Finally, the centroid is moved in the
normal direction of intermediate interface such that
original volume of the dispersed phase is conserved in
the given cell.

Flows involving coalescence and break-up of the dispersed
phase are easily handled by LFRM. This is enabled by the
marker reduction and the tetra-marching procedures, which
allow merging and breaking of unstructured meshes of the
dispersed phase. Details of these procedures can be found in
(Shin et al., 2011). In our implementation, the data-structure
of each droplet is stored with a unique identity. However,
this prevents coalescence completely. To enable coalescence
between two droplets at a desired time, their data-structures
have to be merged and the merged droplet has to be given a
unique identifier, which is handled by the coalescence mod-
ule. Similarly, each daughter droplet is given a unique iden-
tifier when formed after break-up of a droplet, which is han-
dled by the break-up module.

Coalescence Module

The coalescence module checks if there are multiple inter-
faces within the same reconstruction cell and combines the
data-structures of two droplets depending on the calculated
film drainage and contact time. The different steps in the
coalescence module are given below:

(a) Bounding box for droplets in terms of grid cell units is
calculated (Figure 2(a)).

(b) At each time step, it is checked if the bounding boxes of
any two droplets are overlapping.

(c) If the overlap exists, the cells containing interfaces from
both droplets are flagged to check if any cell contains
interface from both droplets (Figure 2(b)).

(d) If one or more cells contain interface from both droplets,
then these droplets are identified to be in ’contact’ and
added to a collision list (Figure 2(c)). The contact timer
is initiated to keep track of contact time tc.

(e) At each time step, it is checked if the droplets pair is
still in contact. If a pair is in contact, the contact time is
compared to the film drainage time td . In this study, the
film drainage time td is obtained from experiments. If
the contact exists and tc > td , the data-stuctures of two
droplets are merged and reconstruction is performed to
execute droplet coalescence (Figure 2(e)). If the contact
ceases, the droplets are removed from the collision list
and this leads to bouncing of droplets.

Break-up Module

The numerical break-up of the droplet will take place based
on the size of the reconstruction grid. As stated before, it
is important to separate the data-structure of the droplets af-
ter break-up to avoid numerical coalescence. This separation
is achieved by using a recursive flagging algorithm. The al-
gorithm is used to find the disjoint droplets that are subse-
quently assigned a new ’droplet-number’, see Figure 3.

RESULTS

In case of (near) head-on collisions between equal sized hy-
drocarbon droplets, four regimes of collision outcome are
observed with increasing Weber number (measure of droplet
inertia compared to surface tension). As seen in Figure 4,
these regimes are (I) Coalescence with minor deformation,
(II) Bouncing, (III) Coalescence with major deformation and
(IV) Coalescence with separation resulting in production of
daughter droplets. To validate the modified LFRM method, a

Figure 2: Schematic of the coalescence module. Blue and red
boxes represent bounding boxes of blue and red droplets
respectively. Yellow box represents cells containing in-
terface from both droplets.

Figure 3: Steps of flagging algorithm in the break-up module.
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case of binary droplet collision from each of these regimes is
simulated and compared with experiments (Pan et al., 2008
and Qian and Law, 1997) and other simulation methods (Pan
et al., 2008 and Kwakkel et al., 2013).

Figure 4: Schematic of collision regimes of two equal sized hydro-
carbon droplets in atmospheric pressure. The parameter
B represents the obliqueness of the collision and We rep-
resents the Weber number (Qian and Law, 1997).

The grid cell size is selected such that 12 grid cells are
taken across the droplet radius (R0) (similar to grid size
used in (Kwakkel et al., 2013) for CLSVOF and (Pan et al.,
2008) for FT). The computational domain has dimensions
8R0 ×10R0 ×8R0 with the largest dimension in the direction
of the collision. Free slip boundary condition is used on all
domain boundaries. The initial distance between the droplet
centers is taken as 2.8R0. Each droplet is initialised with a
uniform velocity field, V0, but in the opposite direction. For
each case, Weber number and impact parameter (Figure 5)
are provided as an input. The film drainage time is provided
by experimental observations (Pan et al., 2008).

Figure 5: Nomenclature of general binary droplet collision
(Kwakkel et al., 2013).

Regime I

This regime always results in coalescence, while the colli-
sions are gentle (low Weber numbers). A collision of tetrade-
cane droplets in 1 atm. air, R0 = 107.2 µm , V0 = 0.305 m/s,
We = 2.3, and B = 0 is shown in Figure 6. The obtained re-
sult from LFRM matches well with results from the Coupled
Level Set Volume of Fluid method (Kwakkel et al., 2013),

the Front Tracking method (Pan et al., 2008) and experi-
mental data (Pan et al., 2008). In such regime, the coales-
cence happens around maximum deformation. After the co-
alescence, the cusp at the merged interface is quickly flat-
tened. This phenomenon is nicely captured by all the numer-
ical simulations.

Regime II

This regime always results in bouncing. A collision of
tetradecane droplets in 1 atm. air, R0 = 167.6 µm, V0 = 0.492
m/s, We = 9.33, and B = 0 is shown in Figure 7. Again, the
results obtained using LFRM agree well with experimental
data (Pan et al., 2008) and other simulation results with FT
(Pan et al., 2008) and CLSVOF (Kwakkel et al., 2013).

Regime III

This regime always results in coalescence, however the col-
lisions are hard collision (high weber numbers) resulting
in substantial deformation before merging. A collision of
tetradecane droplets in 1 atm. air, R0 = 169.7 µm, V0 = 0.591
m/s, We = 13.63, and B = 0 is shown in Figure 8. The merg-
ing in this case occurs as the deformed droplet is flattened
to a disk shape while the incoming mass at the center of the
rear face is still heading forward resulting in dimpled shape
between 370 and 500 ms. Although this is not very clear in
the experimental results (Pan et al., 2008) but it was captured
properly by all the numerical simulations.

Regime IV

This regime of near head on collision results in separation
of droplets after merging as the kinetic energy is sufficient
to overcome the surface energy. A collision of tetradecane
droplets in 1 atm. nitrogen, R0 = 168 µm, V0 = 1.260 m/s,
We = 62.2, and B = 0.06 is shown in Figure 9. A zero film
drainage time (which is justified by high weber number) is
used in the simulation. The different colour of droplets indi-
cate that each droplet has different droplet number and sepa-
rate data-structure.
The results obtained using LFRM match better with the ex-
perimental results (Qian and Law, 1997) compared to the
CLSVOF (Kwakkel et al., 2013). In Figure 9, a premature
separation is seen for CLSVOF. As explained in (Kwakkel
et al., 2013), the origin of this premature separation is the
less accurate curvature estimation in strongly deformed re-
gions. These errors in curvature estimation have a direct con-
sequence for the acting surface tension force, and over time
the droplet shape. This indicates that LFRM has more accu-
rate surface tension calculation for the same grid size. Also,
the size of the satellite droplet resembles the experimental
data better compared to the CLSVOF results.

CONCLUSION

The local front reconstruction method has been improved
and extended to allow for controlled coalescence. The new
method has been successfully validated by carrying out sim-
ulations of binary (near) head on droplet collisions. By using
experimentally observed film drainage times, a good match
with experimental data is observed. This shows that if an ac-
curate predictions of the film drainage time can be obtained
from a sub-grid model, LFRM can capture collision dynam-
ics in multiphase flows with physical realism. Finally, the re-
sults obtained using LFRM are compared with those of other
methods and a better agreement with experimental data is
seen, especially at high impact velocities.
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Figure 6: Merging collision sequence in regime I. LFRM results from present study, CLSVOF from (Kwakkel et al., 2013), FT and experi-
mental results from (Pan et al., 2008). Conditions: tetradecane in 1 atm. air, R0 = 107.2 µm, V0 = 0.305 m/s, We = 2.3, and B = 0.
The film drainage time observed in experiments is td = 0.270 ms.
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Figure 7: Bouncing collision sequence in regime II. LFRM results from present study, CLSVOF from (Kwakkel et al., 2013), FT and ex-
perimental results from (Pan et al., 2008). Conditions: tetradecane in 1 atm. air, R0 = 167.6 µm, V0 = 0.492 m/s, We = 9.33, and
B = 0.
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Figure 8: Merging collision sequence in regime III. LFRM results from present study, CLSVOF from (Kwakkel et al., 2013), FT and experi-
mental results from (Pan et al., 2008). Conditions: tetradecane in 1 atm. air, R0 = 169.7 µm, V0 = 0.591 m/s, We = 13.63, and B = 0.
The film drainage time observed in experiments is td = 0.246 ms.
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Figure 9: Near head on separating collision sequence in regime IV. LFRM results from present study, CLSVOF from (Kwakkel et al., 2013)
and experimental results from (Qian and Law, 1997). Conditions: tetradecane in 1 atm. nitrogen, R0 = 168 µm, V0 = 1.260 m/s,
We = 62.2, and B = 0.06. The film drainage time is assumed to be zero.
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ABSTRACT 

Mass transfer from gas bubbles to the surrounding liquid or 
vice versa is an important consideration in chemical 
engineering. Frequently such absorption or desorption 
processes are accompanied by a chemical reaction in the liquid 
phase. Compared with the fluid dynamics of bubbly flows, 
modeling and simulation of these processes is much less 
developed. The present work shows some recent advances 
made in validating closures for the Eulerian two-fluid 
framework of interpenetrating continua. 

Keywords: dispersed gas liquid multiphase flow, Euler-
Euler two-fluid model, CFD simulation, fluid dynamics, mass 
transfer, chemical reaction, absorption.  

 

NOMENCLATURE 

Greek Symbols 

α volume fraction [-] 
µ viscosity [Pa s] 
ρ density [kg m-3] 
σ surface tension [N m-1] 

 
Latin Symbols 

C
X
 Molar concentration of species X [kmol m-3] 

d bubble diameter [m] 
D column diameter [m] 
D

X
 diffusion coefficient of species X [m2 s-1] 

E enhancement factor [-] 
Ha Hatta number [-] 
k specific turbulent kinetic energy [m2 s-2] 
k mass transfer coefficient [m s-1] 
k

Ξ±
 for- (+) and backward (-) rate constant of 

reaction Ξ with total reaction order ξ  
[(m3

 kmol-1)ξ−1 s-1] 
H column height [m] 
R pipe / column radius or halfwidth [m] 
Re Reynolds number [-] 
Sc Schmidt number [-] 
x position [m] 
u mean velocity [m s-1] 
u’ fluctuating velocity [m s-1] 

 

 

Sub/superscripts 

a asymptotic limit of an instantaneous reaction 

B bubble 
eff effective 
G gas 
L liquid 
mol molecular 
turb turbulent 
I first reaction  
II second reaction  
III third reaction  
+ forward reaction 
- backward reaction 

 

INTRODUCTION 

CFD simulations of dispersed bubbly flow on the scale 
of technical equipment are feasible within the Eulerian 
two-fluid framework of interpenetrating continua. 
However, accurate numerical predictions rely on 
suitable closure models. To achieve predictive 
capability, all details of the closures have to be fixed in 
advance without reference to any measurement data for 
the problem under investigation.  
Concerning the fluid dynamics of bubbly flows a 
baseline model has recently been proposed to this end 
and shown to work for a range of different applications 
in a unified manner. This provides a reliable 
background which is well suited to add more complex 
physics.  
Concerning mass transfer in bubbly flows both with and 
without an accompanying chemical reaction only few 
studies have been performed to date. Hence, a generally 
accepted closure model for the mass transfer coefficient 
has not emerged yet. This is partly due to a lack of 
experimental data suitable for model validation. Such 
data should provide spatially resolved measurements of 
concentration together with the bubble size distribution 
and cover a certain range of parameters known to be 
relevant, i.e. bubble size and turbulent fluctuations. 
The effect of a chemical reaction on the mass transfer is 
commonly described by an enhancement factor which 
depends on the type of the reaction. For a meaningful 
validation of closure models a reliable characterization 
of the reaction kinetics is required in this case as well. 
In the present contribution we consider a recent 
experiment on the absorption of CO2 in aqueous NaOH 
in a bubble column (Hlawitschka et al., 2017), which 
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will be referred to as reactive case in the following. 
Fluid dynamical measurements have been conducted as 
well for CO2 bubbles in water in the same column 
(Kovats et al., 2015, Rzehak et al., 2017), where effects 
of chemical reactions are vanishingly small, which is 
why this case will be referred to as non-reactive case. 
For both the non-reactive and the reactive case a 
comparison is made with Euler-Euler simulations using 
previously established closure models. Results for the 
non-reactive case have already been published (Rzehak 
et al., 2017) and a selection is shown for completeness 
here. Results for the reactive case are new. 
 

DATA 

An experiment for which both fluid dynamics and 
reactive mass transfer were investigated has been 
presented recently by (Kovats et al., 2015, Rzehak et al., 
2017, Hlawitschka et al., 2017). The geometry 
considered (Fig.1) was that of a round bubble column 
with an inner diameter of 142 mm. Initially, the column 
was filled up to a height of 730 mm either with de-
ionized water or with aqueous NaOH at a pH of 9.5. 
CO2 gas was supplied through four needles arranged in 
a line, spaced by 22 mm, and extending by 13 mm into 
the column. The gas flow rate was set to 6.4 l/h and an 
average size of the generated bubbles of dB = 2.72 mm 
resulted with a standard deviation of 0.33 mm. Even for 
the reactive case, this value did not vary appreciably 
throughout the column which means that the gas 
absorption rate is very low. The rise of the liquid 
surface due to the additional gas in the column was 
found negligible. The experiment was performed under 
ambient conditions. 
 
 

        

Figure 1: Schematic diagram of geometry. 

Bubble location, velocity, and diameter were 
determined by shadowgraphy in a field of view 
extending up to a height of 300 mm with a depth of 
focus of ±20 mm about the xy-plane in which the 
needles are located. From the bubble location data gas 
fractions were obtained by counting the number of 
bubbles falling into each cell of a grid covering the 
measurement plane. For comparison with the Euler- 
Euler simulations it has to be kept in mind that these gas 
fractions pertain to a slab with the thickness of the depth 
of focus and a corresponding average has to be taken in 
the simulation results. 
Liquid velocity and its fluctuations were measured by 
PIV in five separate fields of view covering the entire 
column height with some overlap. Two-dimensional 
fields are obtained again in the xy-plane and for the two 
velocity components u and v lying in this plane.  
Information about the pH-value can be discerned from 
LIF measurements by a calibration of the detected 
fluorescence intensity. The xy-plane was resolved in 
four separate fields of view over the column height.  
For further details on the measurements we refer to the 
original papers (Kovats et al., 2015, Rzehak et al., 2017, 
Hlawitschka et al., 2017). 
 

MODELING 

The entire model comprising multi-physics and 
chemistry is quite complex and space limitations 
preclude a full presentation. Detailed descriptions of 
modeling are available in previous works, i.e. Rzehak 
and Krepper (2013, 2015), Rzehak et al. (2014, 2015, 
2017, 2017a), Rzehak and Kriebitzsch (2015), 
Ziegenhein et al. (2015, 2017), and Liao et al. (2016) 
for the fluid dynamics, Rzehak and Krepper (2016) for 
physical mass transfer and Krauß and Rzehak (2017, 
2017a) for the chemical reactions and their effects on 
the mass transfer. In the following a brief summary is 
given, which emphasizes a few key issues concerning 
the reactive mass transfer. 
The fluid dynamical part of the model comprises 
momentum exchange between the phases and liquid 
phase turbulence. The momentum exchange is governed 
by drag, (shear-) lift, wall (-lift), turbulent dispersion 
and virtual mass forces. The original works from which 
these correlations have been taken are summarized in 
Table 1. Turbulence is described by an SST-model 
common in single phase turbulence, which has been 
augmented by source terms describing the bubble-
induced contribution (Rzehak and Krepper, 2013a). 
For the mass transfer part, models are required for the 
mass transfer coefficient kL and the turbulent diffusivity. 
Considering the resistance to mass transfer to be only on 
the liquid side, a correlation due to Brauer (1981) is 
applied, i.e.  
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−
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This correlation was derived based on an analysis of 
mass transfer  measurements  on  single  bubbles  in  the  
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Table 1: Summary of bubble force correlations. 

force reference 
drag Ishii and Zuber (1979) 
shear lift Tomiyama et al. (2002) 
wall lift Hosokawa et al. (2002) 
turbulent dispersion Burns et al. (2004) 
virtual mass constant coefficient CVM = 1/2 

 
wobbling regime which applies to gas bubbles of 
millimeter size in water.  
The effective diffusivity in the liquid phase is the sum 

of a molecular contribution 2
,

CO

molLD  and a turbulent 

contribution 2
,

CO

turbLD . The latter is calculated from the 

turbulent kinematic viscosity by means of a turbulent 
Schmidt number for which the simple but frequently 
used assumption is made to take it as unity, i.e.  

1
2

,

,
, ==

CO

turbLL

turbL
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D

Sc
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µ
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The network of chemical reactions occurring during the 
absorption of CO2 in aqueous NaOH is shown in Fig. 2. 
The relative importance of the two reaction pathways, 
hydroxylation (superscript I in Fig. 2) and hydration 
(superscript III in Fig. 2), depends on the pH-value. 
Hydroxylation dominates for pH > 10 and hydration 
dominates for pH < 8, while in between both reactions 
pathways are relevant (Kern, 1960). The need to include 
the hydration reaction to correctly capture the approach 
to the neutral point has been shown in Krauß and 
Rzehak (2017). 
The effect of the chemical reactions on the mass transfer 
is modeled by an enhancement factor that depends on 
the type of reaction that occurs. Treating hydroxylation 
and hydration as independent parallel reactions (cf. van 
Swaaij and Versteeg, 1992) it can be seen that only the 
former is capable to cause a notable effect. Moreover, 
unless the temperature is increased or extra carbonate is 
added to the liquid, the equilibrium of reaction II lies far 
on the carbonate side so that the enhancement effect can 
be deduced from the effective overall reaction 
CO2 + 2 OH

−
 → CO3

 2−
  + H2O, which is an irreversible 

bimolecular reaction (Krauß and Rzehak, 2017). An 
expression for the enhancement factor for this case has 
been derived by DeCoursey (1974) based on the 
renewal model as 
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where the Hatta number is defined as 
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and Ea gives the asymptotic limiting value for the 
enhancement factor of an instantaneous reaction. 
Care has to be taken that a common approximation for 
the instantaneous enhancement factor Ea is not used 
outside its regime of validity which is restricted to large 
values. A fit formula that is applicable over a wide 
range  of  conditions  has  been  proposed  in  Krauß and  

 
Figure 2: Reaction scheme of CO2 in aqueous solution. 

Rzehak (2017) and is used herein. With this fit formula, 
the enhancement factor converges to one for pH<11.5 
which is why for the conditions of the present 
experiment no significant enhancement effect occurs. 
Correlations for reaction rates and physicochemical 
properties have been assembled in Rzehak and Krepper 
(2016) and Krauß and Rzehak (2017, 2017a). 
 

SIMULATIONS 

Simulations have been performed for both the non-
reactive and the reactive cases using a custom version of 
ANSYS CFX 14.5. The simulations were run in 
transient (URANS) mode on the full 3D domain. For 
both cases the domain was discretized using a grid with 
86720 cells, which was found sufficient by a previously 
performed mesh study (Rzehak et al., 2017a). For the 
non-reactive case the time-step was set to 1∙10-2 s, 
which guaranteed that the Courant-Friedrichs-Lewy 
number was always far below 1. For the reactive case 
smaller time-steps had to be used depending on the 
current pH-value, being lowered by hand from 5∙10-4 s 
to 1∙10-4 s as the simulation progressed. Time-averaged 
results have been averaged over a simulated physical 
time of 10 min discarding the initial transient until a 
statistically stationary state was attained. This time 
interval is sufficiently long that the resulting average 
does not change significantly anymore.  
On the walls a no-slip condition holds for the 
continuous phase and a free-slip condition for the 
dispersed phase, assuming that direct contacts between 
the bubbles and the walls are negligible. To avoid the 
need to resolve the viscous sublayer, a single phase 
turbulent wall function assuming a smooth wall was 
used. For the mass fractions, the normal derivative 
vanishes on the walls as well as at the outlet at the top 
of the domain. In addition, a degassing condition was 
applied there, meaning an outlet condition for the 
dispersed phase and a free-slip and no-penetration 
condition for the continuous phase. The four needles 
were represented by point sources. 
For the reactive case the continuous phase is considered 
as a mixture of sodium, hydroxide, bicarbonate and 
carbonate ions and carbon dioxide dissolved in water. 
While the initial concentrations of sodium and 
hydroxide ions were calculated with the initial pH-value 
of 9.5, all other concentrations were initially set to zero. 
The gas phase only consists of carbon dioxide. Bubble 
size distributions were narrow (Rzehak et al., 2017) and 
neither bubble coalescence and breakup nor shrinkage 
due to gas absorption was observed because the gas 
absorption rate was very small. Therefore a 
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monodisperse approximation with a constant bubble 
diameter of 2.72 mm was applied. Physicochemical 
properties were evaluated at atmospheric pressure and a 
temperature of 20°C. 
 

RESULTS 

Non-reactive case 

For the non-reactive case, a statistically stationary state 
is attained after an initial transient when the gas flow is 
turned on. Thus, a time average of the experimental data 
is suitable for comparison with the Euler-Euler 
simulations. Since the simulations are run in URANS 
mode which allows to capture also time-dependent 
mean flows, such as e.g. bubble plume oscillations, a 
time average denoted as 〈〉 is also performed on the 
simulation results.   
A comparison between measured and calculated gas 
fractions is shown in Fig. 3. As already noted, an 
additional spatial average corresponding to the depth of 
focus of the shadowgraphy system has been applied to 
the simulations. The agreement between experiment and 
simulation is quite good. Special emphasis should be 
placed on the four peaks of gas fraction which are of the 
same width and get lower but broader with increasing 
height. This proves the suitability of the non-drag force 
models summarized in Table 1. However, the total 
amount of gas is a bit too high in the simulation. 
This is confirmed by the comparison of the simulated 
and experimentally determined gas velocities shown in 
Fig. 4. The simulated velocities are close to the 
experimental ones. Both the experiment and the 
simulation show slightly lower velocities at the lowest 
height of 50 mm than at the other two positions. For all 
three heights the velocity is almost constant over the 
central portion of the column and decreases near the 
walls, but overall the simulated values are slightly too 
low. The consequence of this difference is a higher 
mean residence time of the gas bubbles and thus a 
slightly higher gas fraction as demonstrated in Fig. 3. 
A comparison for the axial component of the mean 
liquid velocity is shown in Fig. 5. Close to the inlet 
region four peaks of velocity are visible matching the 
four peaks of gas fraction in Fig. 3 which is because 
most momentum is exchanged in regions of high 
buoyancy and consequently high drag forces. The 
simulated velocity is somewhat lower than in the 
experiment which is in accordance with the slightly 
lower gas velocities of the simulation in Fig. 4. It may 
be noted that in the experiment the second needle from 
the right apparently produced a faster liquid stream than 
the others. Since no difference is seen for this needle in 
the gas fraction, the reason for this is unclear, but the 
effect may be taken as an estimate of the magnitude of 
factors which are hard to control in laboratory 
experiments and which will inevitably be present in 
technical applications. A slight reminiscence of the 
resulting peak in the liquid velocity persists up to the 
higher level of 600 mm. Nevertheless, in consideration 
of the asymmetry of the experimental velocity profile 
the agreement between the experiment and the 
simulation is quite good. 

 

 

Figure 3: Comparison of gas fraction. Profiles at different 
heights as indicated in the legend. 

  

 

Figure 4: Comparison of gas velocity. Profiles at different 
heights as indicated in the legend. 

 
Finally, the liquid velocity fluctuations are considered. 
For the simulations in URANS mode one has to take 
into account that there are two contributions to the 
covariance tensor of liquid velocity fluctuations u’Lu’L: 
resolved and unresolved ones (Ziegenhein et al., 2015). 
The unresolved contribution is obtained from the 
averaged modeled turbulent kinetic energy kL and is 
isotropic, while the resolved contribution is calculated 
from the time-dependent liquid velocity field and is 
anisotropic. The resulting expression is 
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where 1 denotes the identity tensor. Fig. 6 shows the 
square root of the liquid velocity fluctuations in the 
axial direction. For the simulations in addition to the 
total fluctuations, which are compared with the 
experimental data, the resolved and unresolved 
contributions   are   also   given  separately.   Agreement 
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Figure 5: Comparison of axial liquid velocity. Profiles at 
different heights: bottom: H = 50 mm; top: H = 600 mm. 

 
 
between simulation and experiment is good for both 
levels. In addition, it is observed that near the inlet 
needles the unresolved contribution dominates over the 
resolved one, while at larger heights, both contributions 
are of similar magnitude. Once again, four peaks are 
observed near the inlet needles matching the peaks in 
gas volume fraction and liquid velocity. In those regions 
of high gas volume fractions and their consequently 
high drag forces high contributions of bubble-induced 
turbulence are obtained. Furthermore, high liquid 
velocity gradients exist, which lead to high shear-
induced turbulence contributions. For the upper level, 
where gradients of gas fraction and liquid velocity are 
clearly reduced, both contributions to the unresolved 
turbulence are much smaller. 
 

Reactive case 

For the reactive case, the system behavior is time-
dependent due to the accumulation of reaction products 
and  dissolved  carbon  dioxide  in  the  column.  As  an  
 

  

  

Figure 6: Comparison of axial liquid velocity fluctuations. 
Profiles at different heights: bottom: H = 50 mm; top: H = 

600 mm. 
 
illustration of this time dependency 2D fields of the 
simulated pH-value are shown in Fig. 7 at different 
physical times. Near the inlet liquid is carried upwards 
by the rising bubbles. Due to the high pH-values in the 
lower part of the column the absorbed gas is 
transformed to carbonate ions by the hydroxylation 
reaction pathway. During the decrease in pH-value with 
increasing height the carbonate ions are converted to 
bicarbonate ions by the second backward reaction. 
Furthermore, the hydration of carbon dioxide starts, 
whereby the pH-value continues to decrease. At a height 
of ~250 mm accumulation of carbon dioxide by the 
liquid phase begins and the decrease in pH-value slows 
down. Near the outlet the slightly acidic liquid changes 
its direction of flow and moves downwards close to the 
column walls. This provides a continuous transport of 
fresh liquid downwards to the inlet needles until all of 
the liquid above ~250 mm has been converted to an 
acidic environment. Only then does the reaction spread 
out to the lower part of the column. 
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Figure 7: 2D fields of simulated pH-value. From left to right: simulation result after 11, 14, 18, 24, 34 and 60 s of gas supply. 

 

 
Figure 8: Comparison of the time-dependent pH-value, 

spatially averaged for the column height segments as indicated 
in the legend, between the simulation (dashed lines) and the 

experiment (solid lines). Note that the LIF method is limited to 
pH < ~7.6. 

 
For a quantitative analysis, averages have been 
performed over the four column height segments 
corresponding to the separate fields of view in the 
experiment. The results are shown as the dashed lines in 
Fig. 8. It is seen that the drop in pH, which indicates the 
progress of the reactions, occurs first and almost 
simultaneously for the upper two segments from 
310 mm to 680 mm. The segments from 110 mm to 
310 mm and from 0 mm to 110 mm follow with a delay 
of ~20 s each.  
Quantitatively big differences are seen between the 
simulation and the experimental results, which were 
processed analogously and are shown by the solid lines 
in Fig. 8. Note that only values of pH < ~7.6 are 
quantifiable by the LIF method applied here, because 
the fluorescence intensity is the same for all higher pH-
values. The order in which the drop in pH occurs is the 
same in the experiment as in the simulation, but the 
starting times differ significantly. For the upper two 

sections it starts later in the experiment than in the 
simulations, for the second section from below at about 
the same time and in the lowest section it starts earlier 
in the experiment than in the simulation. In addition the 
pH curves level off at pH ≈ 6.0 in the experiment but 
only at pH ≈ 5.5 in the simulations which could be a 
result of differences in chemical equilibrium evoked by 
differing conditions, such as temperature or initial pH-
value. In the experiment the four separate segments 
were investigated sequentially in separate runs which 
requires a multiple preparation of the initial solution. In 
fact, the initial pH-values were not exactly identical, but 
there were differences up to 0.3. Also the precise value 
of temperature was not recorded in the experiment. The 
small peaks in the simulated pH-values of the upper two 
sections at ~15 s are not observed in the experiment. 
They are caused by liquid of higher pH-values entering 
the measurement plane from other regions. 
It must be noted that the deviations between the 
simulation and the experiment are substantially caused 
by experimental difficulties, in particular concerning the 
start-up process. The four needles do not start to supply 
gas simultaneously, but with considerable delays, which 
in addition are subject to large statistical variations. 
Therefore, the gas flow rate in the experiment does not 
change from zero to the nominal value instantaneously, 
but is ramped up over a time interval which is of the 
order of 7 to 20 s. In addition there are local variations 
of gas supply during this period which may have an 
impact on the bubble column hydrodynamics. Finally 
this ramp-up process is different for the different 
experimental runs from which the LIF data for the four 
segments were obtained. All of these effects could not 
be captured by the simulation where the gas supply 
starts instantaneously and for all needles 
simultaneously. To make a comparison, starting time for 
the experimental curves was chosen halfway in between 
the release of the first bubble by the first and the last 
needle.  
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Figure 9: Comparison of 2D fields of the instantaneous pH-
value between the simulation (bottom) and the experiment 
(top) at t = 30 s in the segment from 110 mm to 310 mm. 

 
In Fig. 9, the instantaneous 2D fields of pH-value at 
t = 30 s of the experiment and the simulation are 
compared in the height segment from 110 mm 
to 310 mm. The highest pH-values of both fields are 
observed in the lower middle of the segment and 
decrease with increasing height. Slightly acidic liquid 
flows downwards next to the walls. The major 
difference between the simulation and the experiment is 
the significantly lower level of mixing in the simulation, 
which results in much stronger gradients of pH-value 
and therefore in substantial quantitative deviations.  
In Fig. 10 the radially averaged pH-values at t = 30 s are 
plotted over the column height for both experiment and 
simulation. Note that the simulated pH-values have been 
limited to pH < ~7.6 in accordance with the sensitivity 
of the fluorescence to improve comparability. Both 
curves show a decrease in pH-value with increasing 
height which predominates at a height between 100 mm 
and 300 mm. However, according to the lower level of 
mixing in the simulation the decrease of the simulation 
is rather steep, whereas the decrease in the experiment is 
much more gradual. Moreover, the approximately 
constant pH-value for y > 300 mm is ~0.5 lower in the 
simulation than in the experiment. In addition to the 
aforementioned experimental difficulties this deviation 
could be again a result of differences in chemical 
equilibrium as already discussed above.  

 
Figure 10: Comparison of radial averaged pH-value over 

height at t = 30 s. 
 
In view of the good agreement of the time-averaged 
results for the non-reactive case, the shortcoming of the 
reactive modeling is thus likely to be produced by errors 
in the reproduction of the dynamical flow behavior and 
the resulting poor mixing of the liquid phase in the 
simulation. It is likely that the high level of mixing in 
the experiment is evoked by small scale turbulence 
which cannot be resolved by the URANS approach used 
here.  
 

CONCLUSION 

Simulations have been performed corresponding to a 
new experiment that comprises optical measurements of 
both fluid dynamics and reactive mass transfer. The 
Euler-Euler approach has been applied with closures 
that were previously established in independent 
investigations. 
For the fluid dynamics, time-averaged results in the 
stationary state were investigated. Quite good 
agreement was found for the gas fraction, mean liquid 
velocity and turbulent fluctuations.  
For the reactive mass transfer the ramp-up process of 
the chemisorption of carbon dioxide in sodium 
hydroxide solution was investigated. This ramp-up 
process provides stronger spatial differences in the 
concentration fields than the gas supply into a 
developed flow as studied in previous works, e.g. 
Darmana et al. (2007). Thus the configuration presently 
studied bears the possibility of a more conclusive model 
validation. While the potential of this approach can be 
confirmed from the qualitative similarities between 
simulation and experiment, the significant quantitative 
differences point to the need for its refinement. 
In the course of the work it became apparent that the 
experiments were in some respects less well controlled 
than desirable for their use to validate CFD simulations. 
These issues are not completely obvious, hence the 
discussion may be useful to design future experiments 
with an increased reliability. In particular, for each 
experimental attempt crucial parameters like the initial 
pH-value and the ramp-up process of gas supply have to 
be identical for each repetition, especially when results 
from different runs are stitched together. Furthermore, 
the experimental error of the different measurement 
methods should be quantified in order to also access the 
quantitative model error. 
Concerning the simulations, one may already draw the 
conclusion that the predicted mixing of chemical 
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species is significantly too weak. This is most likely due 
to a lack of resolving smaller scale turbulent structures, 
which are expected to be mainly responsible for mixing. 
Improvement could be achieved by applying a large 
eddy simulation, which is more able to resolve these 
kinds of turbulent structures, but requires much higher 
computational effort than the URANS model used here. 
Using the identical model for the setup of Darmana et 
al. (2007), a rectangular bubble column with higher 
superficial gas velocities, such severe problems were 
not observed. Presumably this is because the flow 
structures responsible for mixing in that case were fairly 
big and reasonably resolved by the URANS method, 
although some relatively minor deviations remained 
(Krauß and Rzehak, 2017a). 
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ABSTRACT
Bubble columns are widely used in the chemical industry because
of their simple design and high efficiency. The scale-up of these
kinds of columns is challenging and time-consuming. Since high
throughput is targeted, they are operated in the heterogeneous bub-
bling regime where the flow is complex and turbulent. Large-scale
bubble columns can in principle be simulated using continuum
models (TFM/MFM) with closures from more detailed models
such as Front Tracking (FT) or Volume of Fluid (VOF). Multi-fluid
models are capable of predicting the flow field, but to accurately
describe mass transfer rates, an accurate interfacial area of the
bubbles is required as well as mass transfer coefficients for dense
bubble swarms. This requires the MFM to be coupled with models
that can predict bubble size distributions. The Discrete Bubble
Model (DBM) can be scaled up but the bubble-bubble interactions
make it computationally very intensive.

Stochastic Direct Simulation Monte Carlo (DSMC) methods treat
the bubbles in a discrete manner while more efficiently handling
the collisions compared to the DBM. The DSMC model has earlier
been used for very small particles in the size range of Angstroms
to microns where the particles are purely inertial at high Stokes
numbers. In the work of Pawar et al. (2014) this was used for
micrometer sized particles/droplets where this method proved to be
60 to 70 times faster than more classical methods like the Discrete
Particle Model (DPM).

In this work the DSMC method has been extended to finite sized
bubbles/particles in the order of millimeters. A 4-way cou-
pling (liquid-bubble-bubble) is achieved using the volume-averaged
Navier Stokes equations. The model is verified first for mono-
disperse impinging particle streams without gas. Then the model
is verified with the DBM of a 3D periodic bubble driven system.
The collision frequencies are all within 10 percent accuracy and the
speed up achieved per DEM time step is nearly 10 times compared
to the DBM, which facilitates simulation of large systems.

Keywords: Euler-Lagrange methods, bubble dynamics, opti-
mization, stochastic methods, DSMC .

NOMENCLATURE

Greek Symbols
ρ Mass density, [kg/m3]
µ Dynamic viscosity, [kg/ms]
ε Porosity, [−]
τ Shear stress, [N/m2]
φ Volumetric momentum source term, [N/m3]

Latin Symbols
F Force (vector), [N]
P Pressure, [Pa]
u Continuous phase velocity vector, [m/s]
v Discrete phase velocity vector, [m/s]
g Gravitational acceleration vector, [m/s2]
V Discrete phase volume, [m3]
R Bubble radius, [m]

Sub/superscripts
b discrete phase
l continuous phase
L Laminar
T Turbulent
bub bubble
f low flow

INTRODUCTION

Bubble columns

Bubble column reactors are widely used as gas-liquid con-
tactors in the chemical and energy industries. A wide variety
of processes like absorption, fermentation, Fischer-Tropsch
synthesis, waste water treatment, bio-reactors etc. are
operated in bubble columns. The design of such columns is
based on parameters such as throughput, conversion, type
of reactions etc. The industrial grade columns with large
throughputs have volumes in the range of 100-300 m3.
Larger columns are also employed for bio-processes like
fermentation (3000 m3) and waste water treatment (20000
m3) (Deen et al., 2012).

Figure 1 shows a schematic representation of a bubble
column. Often, bubble columns are equipped with internal
parts, depending on the application. If the reaction is highly
exothermic, cooling tubes will be present inside the column.
Catalyst particles may also be suspended in the liquid phase
to facilitate faster conversion of the reactants.

The bubble dynamics and bubble size distribution inside
the column dictate the liquid phase flow. This in turn
controls the rate of mass transfer from the bubble to the
liquid phase and also the heat transfer with submerged heat
exchange tubes. Modeling of such bubble columns is very
challenging and typically empirical correlations (Chaudhari
and Ramachandran, 1980) are used even today. Recent
advances in computational power and techniques have made
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it possible to simulate the flow structures in such columns
which occur at multiple time and length scales.

Multi-scale approach

A multi-scale approach can be employed to simulate the
complex fluid flow in a bubble column (see figure 2). At the
lowest level methods such as Front-Tracking (Unverdi and
Tryggvason, 1992) and Volume of Fluid (van Sint Annaland
et al., 2005) methods are used to simulate the behaviour
of a single bubble or a group of interacting bubbles rising
through the liquid phase. An Euler-Lagrange approach, such
as the Discrete Bubble Model (DBM), is used to simulate
larger length and time scales. This method uses closures
from the above methods because the flow field around a
bubble is not completely resolved. The DBM is a suitable
method to understand the influence of bubble-bubble in-
teractions and bubble wall encounters on large scale flow
structures. The method becomes computationally expensive
when simulating dense bubbly flows because every bubble
is tracked explicitly and the bubble-bubble encounters have
to be resolved in time. Therefore, at the industrial scale,
Euler-Euler approaches are used with closures from the
intermediate scale (Deen et al., 2004a).

Liquid

Inlet

Liquid

Outlet

Gas Inlet

Gas Outlet

Figure 1: Schematic diagram of a bubble column.
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Figure 2: Multiscale approaches at different time and length scales.

Problems with Euler-Euler approach

Euler-Euler approaches such as the Multi Fluid Model
represent the bubble phase with different size classes.
Coupled conservation equations are solved for each size
class with suitable closures. The interactions among the
different considered phases need to be explicitly defined.
Bubble-bubble interactions are not accounted for nor the
naturally occurring phenomena of coalescence and break-up.
Dedicated external models, such as the population balance
models, have to be integrated with the Multi-Fluid Model to
account for coalescence and break-up (Zhang, 2007).
In the work of (Zhang, 2007) the range of bubble sizes is
assumed to be 2-4 mm while the other parameters such as
drag, lift etc. are assumed to not vary much. Therefore a
two-fluid approach is employed. This limits the range of
bubble size, which influences the dynamics of the column.

Objective

The main objective of this work is to develop an Euler-
Lagrange model that can be used for large scale simulation
of bubble columns (10-100 m3). Bubble-bubble and
bubble-wall interactions are one of the bottlenecks in the
computational speed of the simulation. Therefore to resolve
this issue, a stochastic Direct Simulation Monte-Carlo
(DSMC) approach is used to execute the collisions. Pawar
et al. (2014) and Du et al. (2011) have shown that the method
is nearly two orders of magnitude faster than the DBM,
but there are limitations to the approach with respect to the
length scale of the simulation and the volume fraction of the
discrete phase (Pawar et al., 2014). This work aims to extend
the DSMC approach to larger object sizes (in the order of
millimeters) and to resolve the volume fraction limitation.
Furthermore, this work aims to extend the method so that
it can handle bubble-bubble collisions efficiently. Addition
of a fluid phase where the fluid phase forces also contribute
considerably to the bubble dynamics, adds an extra level
of complexity because these have to be considered in the
calculation of the collision frequency.

In the next sections, the method is briefly described and the
model verification results are presented.

MODEL DESCRIPTION

Discrete phase

DSMC methods are normally associated with a parcel
approach where a group of discrete objects are represented
by one simulated object. The systems for which this method
was developed are molecular systems that have finite/large
Knudsen number (Bird, 1994). In this work the DSMC
method has been extended to larger discrete phase sizes
(in the order of millimeters) with low Knudsen number.
For simplicity a parcel size 1 is chosen, but in future work
we will also explore larger parcel sizes. The bubbles are
tracked individually where the momentum equations (see
equations 1 and 2) need to be solved to obtain new velocities
of the particles. Pawar et al. (2014) have reported a major
speed boost with the DSMC model compared to the discrete
particle approach with the same parcel size.

The bubble is assumed to be incompressible and the density
of the bubble is also assumed to be constant. Forces consid-
ered here are gravitational (FG), pressure (FP), drag (FD),
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lift (FL), virtual mass (FV M) and wall lubrication (FW ) (see
equation 2).

ρbVb
d(v)
dt

= ΣF− (ρb
d(Vb)

dt
)v (1)

ΣF = FG +Fp +FD +FL +FV M +FW (2)

The drag, lift and wall forces used here are from Tomiyama
et al. (1995, 2002). The drag correction for bubble swarms
is included from Roghair et al. (2011). A more detailed ex-
planation about the forces and closures used can be found in
works of Darmana et al. (2006); Jain et al. (2014).

Liquid phase hydrodynamics

The liquid phase dynamics are described by the volume av-
eraged Navier-Stokes equations coupled with the continuity
equation (see equations 3 and 4).

∂(εlρl)

∂t
+∇ · εlρlu = 0 (3)

∂(εlρlu)
∂t

+∇ · εlρluu =−εl∇P−∇ · εlτl + εlρlg+φ (4)

εl represents the local liquid fraction and φ represents the lo-
cal momentum source term for the force exerted by the bub-
bles on the liquid. The shear stress term τl is given by:

τl =−µe f f ,l((∇u)+(∇u)T − 2
3

I(∇ ·u)) (5)

where

µe f f ,l = µL,l +µT,l (6)

µT,l arises from the convection term when the Navier-Stokes
equations are volume averaged and the Boussinesq eddy vis-
cosity assumption. Deen et al. (2001) have compared differ-
ent turbulence models with experimental data in the Euler-
Euler framework for a square bubble column. They con-
cluded that the large eddy simulation outperforms the k− ε

model. Therefore, the same framework as Deen et al. (2001)
was chosen for the liquid phase. µT,l is closed with the
sub-grid scale eddy viscosity expression given by Vreman
(2004):

µT,l = ρlc

√
βb

αi jαi j
(7)

Table 1: Terms in the Vreman SGS model. Vreman (2004)

Term Definition

c 2.5C2
s

αi j
∂u j

∂xi
βi j ∆2

mαmiαm j
βb β11β22−β2

12 +β11β33−β2
13 +β22β33−β2

23

where Cs is the Smagorinsky constant, the rest of the param-
eters are given by table 1. A similar approach has been used
by Darmana et al. (2006) and also by Jain et al. (2014).

NUMERICAL SOLUTION METHOD

Time marching

In most of the Euler-Lagrangian frameworks the discrete and
the continuous phases are time-marched in an alternate fash-
ion with intermediate coupling. Therefore there is a flow
time-step δt f low and a bubble time-step δtbub. δt f low is di-
vided into a fixed number of sub-steps of duration δtbub. Dur-
ing δtbub, the forces acting on each bubble are recalculated
based on the local Eulerian flow-field. The bubble time-step
δtbub can be divided into several more time steps based on the
collision frequency calculated for every bubble. More details
about this are given in the section "Discrete phase dynam-
ics".
The major difference in time marching between the deter-
ministic approach employed by Darmana et al. (2006) and
the stochastic approach used in this work is the resolution
of the lowest time scale. In the deterministic approach, the
collision times are explicitly calculated and a list is main-
tained to sequentially perform the collisions in the ascending
order of their collision times. In the stochastic approach, the
collision times are not determined, but rather collisions take
place based on a probabilistic approach. This is described
with more details in section "Discrete phase dynamics".

Coupling

The coupling between the phases dictates the flow field in
the column. Therefore the mapping procedure between the
grid cells has to be considered carefully. Kitagawa et al.
(2001) have proposed to use a Lagrangian template function
for the volume fraction of the dispersed phase. Similarly
Deen et al. (2004b) proposed a fourth order polynomial
function for mapping the forces and volume fraction. The
width of the distribution is set based on the bubble size.
This makes the mapping independent of the size of the
Eulerian grid. Darmana et al. (2006) have also used it for
their Discrete Bubble Model. This mapping is implemented
in this work and is also suitable for comparison with the
Discrete Bubble Model.

Lau et al. (2011) have performed an extensive parametric
study for different mapping window sizes for the polyno-
mial function in a bubble column. They found that the size
of the mapping window does not have an effect on the pre-
dicted mean and fluctuating velocities when a drag correc-
tion is used that uses local gas fraction. Therefore a mapping
window of 2Rbub is used.

Discrete phase dynamics

The discrete phase equations are solved using a first order
explicit scheme for equation 1:

vn+1 =
∑Fn

mb
δtbub +vn (8)

The forces are mapped from the Eulerian grid cells based on
the polynomial function method described in the previous
section. Then the bubble dynamics is treated adapting the
algorithm shown in Pawar et al. (2014) with a few important
modifications described later in this section. Once the
bubble marching along with the collisions are treated, the
Lagrangian forces are collected in the volumetric momentum
source term φ. This is repeated until the discrete phase has
moved for a full δt f low. From the new bubble positions, the
bubble volume fractions are computed and subsequently

393



S. Kamath, J. T. Padding, K. A. Buist, J. A. M. Kuipers

mapped back to the Eulerian domain to determine εl .

During every bubble time step, the bubbles are marched
forward in time by δtbub. The collisions that occur during
this time interval can introduce a big computational overhead
for a large scale system with bubbles/particles in the order
of millions. The algorithm of a deterministic model like the
Discrete Bubble Model (Darmana et al., 2006) is inherently
serial as the collisions need to occur in the order of their
collision times. These collision-times are maintained in an
encounter list and the minimum time needs to be searched
every time a collision occurs due to changes in bubble
positions and velocities. This implies a large overhead for
dense systems, even with the implementation of efficient
neighbour list concepts.

The speed-up in the DSMC algorithm is mainly due to
choosing a collision partner using probabilistic rules. There
are several methods used for choosing the right collision
pairs in DSMC such as the time counter method, Nanbu
method, modified Nanbu method (Lutišan, 1995). Pawar
et al. (2014) and Du et al. (2011) have used the modified
Nanbu method with their own modifications for the search-
ing scope and collision conditions.

As the flow becomes more dense, the Knudsen number
becomes smaller. In such situations the local relative
velocities between bubbles are also comparatively small.
Therefore they tend to continuously collide due to less
availability of interstitial space, therefore a structural factor
must be included in the algorithm. This factor is the radial
distribution function at contact (g(r)contact ).

The DSMC algorithm performs collisions in a stochastic
manner with neighbouring particles located within a defined
searching scope. The expression for the probability (Pi j) that
a particle i collides with another particle j defined within its
searching scope is given by:

pi j =
|v|i jσ∆tp

Vs,i
g(r)contact (9)

where |v|i j is the relative velocity magnitude between the
two particles, σ is the cross-sectional areas of the collision
cylinder which is computed from the sum of the projected
cross sectional area of the two particles, ∆tp is the time step
and Vs,i is the volume of the searching scope of the particle
with index i. It can be shown that for a given particle size,
a minimum relative velocity is needed for the probability to
be valid based on the Nanbu method. To account for relative
velocities much lower than the limit, a nearest neighbour
collision algorithm is included. The nearest neighbour is the
most likely collision partner for an entity in a dynamic sys-
tem (Bird, 2007). This was implemented without hampering
the speed of the already existing algorithm.

The collisions are executed using the hard sphere model
(Hoomans et al., 1996) once the collision pairs are cho-
sen. The normal component of the momentum is simply ex-
changed between the two bubbles/particles and the tangential
component is retained.

Liquid phase numerical scheme

The continuity equation and the momentum equations are
solved in a coupled manner using SIMPLE (Patankar, 1980).

The unsteady part is discretized using the first order Euler
scheme. The convective fluxes in the continuity equation are
treated implicitly. The convective, diffusive and the source
terms are treated explicitly in the momentum equations.

VERIFICATION AND RESULTS

The Discrete Bubble Model from Darmana et al. (Darmana
et al., 2006) is taken as the verification model. The model is
verified through two problems:

1. Impinging particle streams (P1)

2. 3D - periodic bubble rise from rest (P2)

System P1 consists of two nozzles facing each other at an
angle (see figure 3). The solid particles flow through these
nozzles, collide and spread across the domain based on the
outcome of the collisions. There is no interstitial fluid phase
for this test case, therefore the velocity field of the particles
is purely set by the collisions. The mass flow-rate is set for
each nozzle (see table 2). The parameters are the mean parti-
cle velocities and the standard deviation of the velocities. A
Gaussian distribution is used to generate velocities in x and
z direction with given mean velocity and standard deviation.
The mean of the velocity in the y direction is 0.

Figure 3: Schematic of the system for P1.

The 3D periodic system in P2 consists of an array of reg-
ularly spaced bubbles (see figure 4). The spacing between
the bubbles is a little larger near the periodic planes than in
the bulk of the domain. Therefore, there is a bias in bubble
concentration towards the center. The bubbles start from
rest and are coupled with an interstitial Newtonian liquid.
Properties of air are used for the gas phase and water for the
liquid phase.

Impinging particle streams (P1)

The parameter space is defined in table 2. The DSMC col-
lisions are velocity dependent. Therefore it is necessary to
test the model at different velocity regimes. By changing
the standard deviation of velocities we change the solid frac-
tion at the impact region. Therefore two values for velocity
standard deviations are chosen: one with the same order of
magnitude as that of the mean velocity and one which is sev-
eral orders of magnitude lower than the mean velocity. In
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Table 2: Parameter space for particle size 2 mm.

Case Mean velocity [m/s] Std. deviation [m/s] Mass flow rate [kg/s]

1 0.2 0.001 0.01
2 0.2 0.15 0.01
3 2.5 0.001 0.1
4 2.5 1.0 0.1

all cases, the total collisions and the collision frequency is
measured for the entire domain.
The results are compared with the results obtained from the
equivalent deterministic model. These are presented in fig-
ures 5 and 6. The initial condition is such that there are no
particles in the domain. At t = 0 the particles start flowing
through the nozzles. They collide at the impact region and
disperse, quickly achieving steady state.
The collision frequency increases exponentially intially and
then reaches a steady state. The impact times of both streams
match perfectly with the deterministic approach. The colli-
sion frequency in case 3 is over-predicted by about 5% com-
pared to the equivalent DPM simulation. Since the DSMC
smears out the collision window within its searching scope
the size of the stochastic impact region in dense cases is
slightly bigger than it actually is. Therefore, it takes into
account some extra collisions.

Z

XY

Bubble rise

direction 

Figure 4: Schematic of the system for P2.
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Figure 5: Total number of collisions occurring in the domain vs
time for different cases, DBM vs DSMC.

3D-periodic bubble rise (P2)

The bubble rise starts from rest, with the initial condition as
in figure 4. The bubbles rising in the wake of other bub-
bles experience less drag and tend to collide with the bub-
bles above them, pushing them forward. The bubbles act as
small momentum sources at different locations in the domain
and since the source terms are small the system needs some
time before it reaches high velocities. This allows us to ob-
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DSMC.

 0

 200000

 400000

 600000

 800000

 1x10
6

 1.2x10
6

 1.4x10
6

 1.6x10
6

 1.8x10
6

 0  2  4  6  8  10

to
ta

l 
c
o
ll

is
io

n
s 

[-
]

time [s]

DSMC: Case 1
DBM: Case 1

Figure 7: Total collisions occurring in domain vs time for different
cases, DBM vs DSMC.
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(a) (b)DBM DSMC

Figure 9: Instantaneous velocity profile after t = 10s in the x-y plane, DBM vs DSMC.

serve how bubbles behave in the bulk with different collision
schemes and also the collision frequency at different tran-
sitioning velocity regimes which is important for a proper
verification of the DSMC.

Table 3: Parameter space for 3D periodic bubble rise.

Case Bubble size [mm]
Number of
bubbles in
domain [−]

Overall gas
fraction (εb)
[-]

1 2 5000 0.02

It can be observed from figures 7 and 8 that the DSMC model
captures all the major phases of the bubble rise process. The
different phases mainly refer to the changes in the structure
of the system based on the bubble positions. The initial
cubic arrangement in the system (see figure 4) breaks and
homogenizes into a random arrangement as the simulation
progresses. Since the bubble velocities change with time, it
also has an effect on the collision frequency. The sudden
rise in the collision frequency near time t = 1s is due to
cluster formation of bubbles with memory of the initial
configuration. Then the bubbles start layering and finally at
higher velocities they homogenize, loosing the memory of
the initial configuration completely. The collision frequency
starts decreasing after t = 4s because of the homogenization
and constantly changing velocities due to accelerated liquid
motion. The deviation in the collision frequency at higher
velocities is due to slight over-compensation of the collisions
in DSMC.

A high velocity core is observed in the velocity profile
normal to the z-direction due to the biased initial configu-
ration in the DBM (see figure 9). This effect is also well
captured by the DSMC. When comparing DBM and DSMC
results, the cores seem to be slightly shifted, but it should
be emphasized that these are instantaneous snapshots, which
are expected to be different for different sequences of bubble
collisions (the so-called butterfly effect). When taking time
averages the results are almost indistinguishable between the
two methods.

The overall gas fraction is quite small. During the clustering
the local gas volume fractions have reached up to 20 percent.
A similar system with bubble size 4 mm is also simulated.
The 4 mm system is much denser, therefore it reaches high
velocities much faster than the 2 mm system. The collision
frequency and total collisions match similar to the 2 mm
case. The local gas fractions have reached values up to 39
percent in the 4 mm case.

CONCLUSION

The DSMC model is extended to larger dispersed objects in
the order of millimeters and also dense systems (up to 30-
40 % gas fraction). The model has been verified for the
mono-disperse systems and is currently being extended to
poly-disperse systems. The next step is to further validate
the model with experimental data of real bubble columns and
parallelization of the method which is to be implemented for
a large scale bubble column.
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ABSTRACT 
A subsea release of gas poses a risk to humans and assets at the 
surface. Assessing this risk requires knowledge on how much 
gas reaches the surface and how it is distributed at the surface. 
This can be estimated by various modelling techniques, e.g. 
CFD. Reported surfacing flux can then be fed into a CFD model 
for atmospheric dispersion calculations. This paper briefly 
discusses how the surface flux can be calculated by CFD, but 
primarily focuses on the surfacing characteristics and discusses 
how the surface flux can be reported and issues related to this.  
 

Keywords: CFD, bubbly flows, subsea gas release  
 

NOMENCLATURE 
 
Greek Symbols 
  Mass density, [kg/m3]. 
σ Standard deviation, [m]. 
 
Latin Symbols 
a  Characteristic length, [m]. 
F Force, [N/m]. 
g Gravitational acceleration, [m/s2]. 
J Gas flux, [kg/m2s]. 
�̇� mass rate, [kg/s]. 
r radius, [m]. 
t Time, [s]. 
u  Velocity, [m/s]. 
 
Sub/superscripts 
0 Centre 
b Bubble. 
D Drag. 
VM Virtual mass. 
tot Total 

 

INTRODUCTION 
A subsea gas release of hydrocarbons such as methane 
presents a risk of fire and explosions when the gas 
emerges into the atmosphere. Risk assessments are 
normally based on modelling of atmospheric dispersion 
of hazardous gases. Modelling of atmospheric dispersion 

relies on a boundary condition which prescribes the flux 
of gas escaping from the ocean into the atmosphere. This 
flux will vary in time and position, although many 
assume it to be constant. In this work we try to 
characterize a surfacing profile and provide guidelines on 
how this can be represented as a boundary condition in 
atmospheric dispersion models.  

The ocean surface boundary condition for 
atmospheric simulations can be provided by a subsea 
model of the bubble plume. Different modelling concepts 
are available for this. Traditionally, classical plume 
integral models, which are computationally fast, have 
been applied for this (Johansen, 2000; Morton et al., 
1956; Zheng & Yapa, 2002). These are based on a series 
of assumptions and calibration coefficients, but still have 
proven to reproduce experimental results at least at 
smaller scales. Transient 3-dimensional CFD modelling 
of these plumes are computationally expensive due to the 
large length scales involved, but they rely on fewer 
assumptions – especially in the surfacing region. The 
authors of this work have contributed to the development 
of a CFD model for bubble plumes from subsea gas 
releases (Cloete et al., 2009; Olsen et al., 2017). 

 
 
 

 
 

Figure 1: Illustration of subsea gas release. 
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Figure 2: Development of the starting plume from 300 m at a constant rate of 30 kg/s.  

Gas released from the ocean floor rises as bubbles 
towards the surface. If the release rate is sufficient, the 
buoyancy of the bubbles will cause the water to 
accelerate and travel upwards with bubbles. At the 
surface the bubbles enters the atmosphere whereas the 
water is forced outwards in a radial flow. The CFD model 
quantifies where and when bubbles penetrate the surface 
and the strength of the radial outflow.  

Here we apply the CFD model for a selected release 
scenario and analyse the surfacing characteristics.  The 
resulting surfacing fluxes and radial outflow velocity are 
compared to mathematical profiles to verify if some of 
these are representative for the true surfacing profiles. 
 

MODEL DESCRIPTION 
The CFD model developed to study large scale bubble 
plumes from subsea gas release is based on an Eulerian-
Lagrangian modelling concept. The bubbles are treated 
as Lagrangian particles which move according to 
Newton's second law. The background fluid, i.e. the 
ocean, is governed by the Navier-Stokes equation in an 
Eulerian frame of reference. The interface between the 
ocean and the atmosphere is tracked by the geo-
reconstruct algorithm. The details are provided in earlier 
publications (Olsen & Skjetne, 2016; Olsen et al., 2017). 

In a short summary it is worth mentioning that the 
model moves bubbles according to Newton's second law 

 𝑑𝒖𝑏

𝑑𝑡
=

𝒈(𝜌𝑏 − 𝜌)

𝜌𝑏
+ 𝑭𝐷 + 𝑭𝑉𝑀 

  
(1) 

where the forces on the right hand side are buoyancy, 
drag and virtual mass. The background fluids (ocean and 
atmosphere) are mathematically described by the 
principles of conservation of mass, momentum and 
energy through the continuity-, momentum- and heat-
equation. The bubble motion and the flow of the 
background fluids are coupled through the drag term. 
Turbulence is modelled with a VLES model where 

turbulent structures larger than the grid size are captured 
by the momentum equations and the subgrid turbulence 
is modelled by the k-ε model. 

A model for the local mean bubble diameter is 
implemented accounting for break-up, coalescence, gas 
expansion and gas dissolution. Gas expansion is caused 
by the decrease in pressure and gas density as the bubbles 
rises upwards. Gas dissolution is driven by the difference 
in gas solubility and ocean saturation.  

The model has been validated against meso scale 
experiments at 7, 30 and 50 meters depth and large scale 
data from 140 meters depth. The model is consistent with 
observations. 
 

RESULTS 
The modelling concept mentioned above was applied to 
a release of 30 kg/s of methane from a depth of 300 
meters with an ocean temperature at 10oC and ocean 
salinity of 35 psu. The simulation results have been 
analysed to shed light on the surfacing mechanism and to 
discuss how these results can be reported as a boundary 
condition to atmospheric dispersion modelling. 

The resulting plume from the release is illustrated in 
Figure 2 as predicted by the CFD simulation. Turbulent 
eddies with gas bubbles surface after roughly 4 minutes. 
The eddies cause a fluctuating surface rate and flux which 
would not have been captured by a RANS turbulence 
model. Observations of ocean bubble plumes confirms 
the fluctuating behaviour qualitatively. The surfacing 
rate is plotted in Figure 3. The surfacing rate (kg/s) is the 
area integral of the surface flux (kg/m2s). It averages at 
1.6 kg/s indicating that gas dissolution is significant since 
only 5% of the released gas reaches the surface. The 
fluctuations are also significant. 
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Figure 3: Surfacing rate as function of time, red line indicates 
average surfacing rate.  

 
 

If we focus on the surfacing flux which varies in both 
time and space, we see that the fluctuations are even more 
significant. The resulting averaged surface flux using 
different averaging intervals are depicted in Figure 5 
(next page). The two top plots are both with an averaging 
interval of 1 second, but from two different times (650 
and 750 secs after release). There is a big difference in 
the peak flux and total surface rate between these two 
periods. 

The flux is quite noisy. As the averaging interval 
increases, the flux distribution becomes more smooth and 
starts looking like a Gaussian distribution. Note that with 
an averaging period of 800 seconds the peak is less than 
¼ of the maximum peaks in the fastest fluctuations. It is 
the long-averaged surface flux fitted to a Gaussian profile 
which is normally applied as a boundary condition in 
atmospheric dispersion modelling. This practice stems 
from modelling experiences with integral models and 
CFD models with RANS turbulence models. These 
models do not capture the fluctuations seen in Figures 3 
and 5. Thus it can be questioned whether the 
conveniently long-averaged Gaussian profile is a proper 
boundary condition.  

If we assume that a Gaussian profile is sufficiently 
representative of the surfacing flux, there are still some 
issues related on how to report the coefficients in the 
Gaussian expression.  The Gaussian flux profile is given 
by 

 
𝐽 = 𝐽0𝑒−𝑟2/2𝜎2 

  
(2) 

where 𝐽0 is the centre flux (or peak flux) and σ is the  
standard deviation. If the long-averaged surface flux is 
truly Gaussian, a perfect fit between the surface flux from 

the CFD simulation and a Gaussian profile exists. This is 
unfortunately not true.  

All gas surfacing within the radius defined by the 
standard deviation amount to 39% of all gas surfacing in 
total (see Appendix). By analysing the surface flux from 
the CFD simulation, the radius within which 39% of the 
gas surfaces can be extracted and reported as a standard 
deviation. Applying the principle that the Gaussian 
profile shall fulfil mass conservation, the centre flux is 
obtained from 

 
�̇�𝑡𝑜𝑡 = 2𝜋 𝐽0𝜎2   

(3) 

From this procedure we get 𝐽0=0.165 g/m2s and 𝜎=28 
m. Alternatively we can quantify the coefficients by 
matching the Gaussian centre flux with the true peak flux 
and finding the standard deviation from mass 
conservation with Eq.(3). From this procedure we get 
𝐽0=0.39 g/m2s and 𝜎=18 m. The true long-averaged 
profile and the Gaussian curve fits are plotted below in 
Figure 4. 

The two procedures for obtaining the Gaussian 
coefficients obviously produces two quite different sets 
of coefficients. From this we can conclude that the profile 
is not truly Gaussian. For a true Gaussian, both 
procedures would have resulted in the same set of 
coefficients. This gives rise to an important question; 
which procedure provides the most representative 
Gaussian profile for the long-averaged surface flux? 
Visually it is probably the procedure based on the centre 
flux which seems superior (see Figure 5). However, it is 
also fair to question whether a Gaussian profile is truly 
representative 

 

 
Figure 4: Surface flux 
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1 second averaging (at 750 secs) 

 
1 second averaging (at 650 secs) 

 
5 seconds averaging  

10 seconds averaging 

 
100 seconds averaging  

800 seconds averaging 
 

 
Figure 5: Surface flux for various averaging intervals. All averaging starts at 650 secs after start of release except top left 
example. 
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CONCLUSIONS 

A CFD model with a transient VLES model 
representing turbulence has been applied to study the 
surfacing mechanism of an ocean plume caused by a 
subsea gas release. The resulting surface rate and 
surface flux is clearly fluctuating. A surface flux 
profile based on time-averaging over 800 seconds 
has a smooth shape which can be fitted to a Gaussian 
profile, although a perfect fit cannot be achieved. 
This indicates that the surface flux is not truly 
Gaussian even if similarities exist. Two different 
procedures for quantifying the Gaussian profile 
yields two different sets of Gaussian coefficients. 

A consequence of  these findings is to further 
study which profile best matches the true surface 
flux with respect to a risk assessment (e.g. 
conservatism). Sensitivity studies with atmospheric 
dispersion modelling could reveal the significance 
on how to report the surfacing profile. This includes 
assessments on both the fluctuating nature of the 
surfacing mechanism and the influence of how the 
time averaged profile is represented.  
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APPENDIX A 
A Gaussian flux profile is given by 

 
J = J0e-r2/2σ2

 
  

(4) 

The total gas rate through the entire surface is given 
by 

  

 

ṁtot = 2π ∫  J0e
-

r2

2σ2  r dr                   
∞

0

          = 2π J0 [-σ2e
-

r2

2σ2]
0

∞

= 2π J0σ2  

 

 

 
 
 
(5) 

The total gas rate through a surface limited by an 
outer radius R, is  

  
 

ṁ = 2π ∫  J0e
-

r2

2σ2  r dr
R

0

     = 2π J0σ2 (1-e
-

R2

2σ2)  

 

 

  
(6) 

 
The ratio of mass surfacing inside a radius R and the 
total mass is thus 

 ṁ

ṁtot
= 1-e

-
R2

2σ2 
  

(7) 

 
The relative amount of gas surfacing within the 
radius defined by the standard deviation, R = σ, is 
thus 

 ṁσ

ṁtot
= 1-e-

1
2 = 0.39   

(8) 

 
This means that 39% of all gas surfaces within a 
radius equal to the standard deviation, and 
subsequently 86% within 2 standard deviations and 
99% within 3 standard deviations. Bear in mind that 
this is only true if the surfacing profile is perfectly 
described by a Gaussian profile. 

This might come as a surprise since some might 
believe that the amount represented by the 
distribution within the extent of the standard 
deviation is 68%. This number comes from statistics 
where they perform a straight integration of the 
profile without multiplying with r.  

 
∫ e

-
r2

2σ2σ

0
 dr

∫ e
-

r2

2σ2∞

0
 dr

= 0.68   
(9) 

 
 
This is in principle a 1D version of the above derivation 
which holds for  a 2D case. 
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ABSTRACT 
Bubbly flows are central to many processes in the minerals 
extraction and metal production industries, mainly because they 
enhance heat and mass transfer rates. These transfer rates 
depend on the turbulence level in the multiphase flow. Bubbles 
rising in a liquid give rise to an additional component of 
turbulence in the continuous phase, known as bubble-induced 
turbulence.  Various models have been proposed in the 
literature to account for this mechanism in two-fluid Reynolds-
averaged (RANS) simulations of bubbly flow, but there is 
considerable uncertainty about the form of terms that should be 
added to account for the effect, and even the flow physics 
underlying the phenomenon is poorly understood.  Simulations 
are carried out of flow around a simplified bubble arrangement 
in order to clarify this flow physics, to allow a consistent 
definition of bubble-induced turbulence, and to point the way 
to a reliable determination of the source terms. It is argued that 
a component of the fluctuations due to flow around bubbles 
should not be considered to be turbulence since the energy of 
these fluctuations is actually recoverable. This fact seriously 
complicates efforts to obtain bubble-induced turbulence from 
experimental velocity measurements or direct numerical 
simulations.  Simulations of flow around a bubble using the 
SST turbulence model allow the prediction of the source of 
actual bubble-induced turbulence for a single isolated rather 
than the pseudo-turbulence related to bubble motion. The 
source of actual turbulence for an isolated bubble of diameter 5 
mm with a mobile interface is predicted to be very small, while 
for an immobile interface, a finite source is distributed in the 
wake of the bubble. The source of “bubble-induced” turbulence 
for a bubble swarm is a more complex issue, but the present 
simulations can give insights and point the way forward to a 
more complete formulation. 

Keywords: Multiphase flow, bubble induced turbulence, two 
fluid simulation, turbulence kinetic energy, CFD.  
 

NOMENCLATURE 
 
Greek Symbols 
 
  Volume fraction, [-]. 
  Dissipation rate of turbulence energy, [m2/s3]. 
  Empirical constant, [-]. 
  Kinematic viscosity, [kg/m.s]. 
  Mass density, [kg/m3]. 
  Dynamic viscosity, [kg/m.s]. 

  Total shear stress, [kg/m.s2]. 
  
 
Latin Symbols 
 

2b  Coefficient, [-]. 

2c  Coefficient, [-]. 

dC  Drag coefficient, [-]. 

vmC  Virtual mass coefficient, [-]. 

bd  Bubble diameter, [m]. 
 k Kinetic energy of turbulence, [m2/s2]. 
 
p  Pressure, [Pa]. 
T  Tensor stress, [kg/m.s2]. 

bU  Bubble slip velocity, [m/s]. 
U  Velocity, [m/s]. 
 y Coordinate perpendicular to velocity, [m]. 
 
 
Sub/superscripts 
 
BI Bubble induced. 
BIT Bubble induced turbulence. 
𝑔 Gas. 
𝑙 Liquid. 
t Turbulent. 
 

INTRODUCTION 
Many processes in the chemicals and mineral processing 
industries involve injection of bubbles into a liquid, 
either as a direct reagent or to induce flow and mixing. 
Examples include bubble columns, three-phase fluidized 
beds, mineral flotation cells, some intensive smelting 
processes, as well as numerous specialized processes 
such as ladle refining, aluminium smelting, and so on. 
Computational Fluid Dynamics (CFD) modelling is a 
powerful tool to assist design and optimisation of such 
processes, but the complexity of the multi-scale flow 
involved means that approximations involving 
‘modelling’ of micro- and meso-scale phenomena are 
required in order to simulate large-scale industrial 
systems (Schwarz and Feng, 2015).  
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In large-scale chemical and mineral reactors of the sort 
mentioned above, heat and mass transfer phenomena are 
usually central to the process operation. Bubbles can play 
a critical role here, both in participating directly through 
chemical reactions, and also by stirring the liquid. For 
example, in bubble columns and mineral flotation 
columns, the buoyancy of bubbles results in large-scale 
mixing within the reactor. At the same time, bubbles 
cause mixing at a wide range of length scales in such 
reactors, leading to local enhancement of heat and mass 
transfer rates, as well as overall mixing. So the ability to 
design and control the bubble flow and the associated 
transfer phenomena is crucial to the successful operation 
of such a process. This is the reason there has been an 
increasing trend of applying detailed multi-dimensional 
CFD modelling of the two-phase flow as a design tool.  
 
The typical number of bubbles in large-scale reactors 
such as bubble columns and flotation cells is huge, so that 
direct simulation of the full detail of all bubble–liquid 
interactions is still not computationally feasible. For this 
reason, techniques have been developed in which the 
Navier-Stokes equations are averaged over fluctuations 
associated with individual bubbles. In this way, separate 
averaged equations are obtained for the liquid and gas 
phases, and for this reason, the approach is known as the 
multi-fluid model, (see, for example, Spalding, 1981). 
The gas and liquid velocity equations are coupled 
through interaction terms, that can in principle be 
determined as part of the averaging process. In practice, 
the flow interactions are usually so complex that theory 
and empiricism must be used to define and evaluate the 
interaction terms.  The primary interaction term is of 
course drag, but there are several others such as the so-
called lift force. 
 
Bubbly flow in large-scale reactors is almost invariably 
turbulent. Because of the large scale and physico-
chemical complexity, industrial simulations still treat 
turbulence in the flow using Reynolds averaging (the so-
called RANS approach), and so in this case averaging is 
simultaneously carried out over fluctuations due to 
turbulence and over those due to individual bubble 
motion. Even in Large Eddy Simulations (LES), the very 
large scale of the reactor relative to bubble size means 
that sub-grid scale averaging occurs over both turbulence 
and bubble-related fluctuations. These fluctuations are 
coupled, in that bubble motion generates turbulence 
directly at a scale comparable to the bubble size, that is, 
so-called bubble-induced turbulence.  
 
At this point it is important to distinguish between such 
bubble-induced turbulence and turbulence generated by 
decay of large-scale mean flows driven by bubbles. As an 
example of the latter, bubbles concentrated into a bubble 
plume can generate very strong upward flow, and the 
resulting shear generates turbulence through the 
conventional instability mechanism. 
 
It is also important to distinguish bubble-generated 
turbulence from turbulence modulation caused by 
particles; this latter effect is generally understood to 
mean the damping of turbulence that arises from drag 
between particles by turbulence eddies. By contrast, 

bubble-generated turbulence arises from the disturbance 
to liquid streamlines resulting from the movement of 
liquid around bubbles. Crowe (2000) presented data that 
indicates that turbulence enhancement occurs for large 
particles/bubbles, whereas damping occurs for small 
particles/bubbles. This paper deals with the enhancement 
effect, and focuses on bubbles, but most of the results 
would also be applicable to large particles.   
 
Bubble-generated turbulence has been the subject of 
several theoretical studies, but no generally accepted 
formulation suitable for the multi-fluid model has yet 
been developed. Furthermore, experimental studies of the 
phenomena are few because of the difficulty of isolating 
the effect from the multitude of other related ones. The 
approach taken is usually a variant of that pioneered by 
Johansen and Boysen (1988), in which a theoretical 
expression for energy generation is modified by means of 
a multiplicative coefficient, which is determined by 
comparison of simulation results with experiment. 
 
The theoretical approaches that have been used to 
account for bubble induced turbulence are reviewed 
briefly in the next section. The benefits and drawbacks of 
each approach will be discussed. Then, a simple CFD 
simulation for flow around a single bubble is discussed, 
in order to better understand the assumptions behind 
these theoretical approaches. 
 

THEORETICAL APPROACHES TO BUBBLE-
INDUCED TURBULENCE 
 
Bubble-induced eddy viscosity 
 
The first estimate of the shear stress associated with 
bubble motion was by Sato and Sekoguchi (1975), who 
assumed that the total shear stress, τ, could be considered 
to be the sum of three components: that due to liquid 
viscosity, that due to momentum exchange resulting from 
conventional turbulence, and that due to momentum 
exchange resulting from bubble agitation: 
 

 
𝜏 = 𝜌𝑙𝛼𝑔(𝜈 + 𝜈𝑡 + 𝜈BIT)

𝑑�̅�

𝑑𝑦
 (1) 

 
where ρl is the liquid density, αg is void fraction, ν is 
kinematic viscosity, and νt is turbulent eddy viscosity. A 
two-dimensional configuration was analyzed in which �̅� 
is the mean velocity perpendicular to the y direction. To 
evaluate the “bubble induced eddy viscosity”, νBIT, they 
considered the liquid velocity fluctuations associated 
with flow past a bubble (assuming two-dimensional 
inviscid flow), as illustrated in Fig. 1.  The fluctuations 
are the difference between velocities indicated in Fig. 1, 
and velocities in the flow without a bubble (or cylinder 
in 2D). They then averaged these fluctuations over a 
volume containing many such bubbles, to obtain: 
 

 𝜈BIT = 𝜅𝛼𝑑𝑏𝑈𝑏 , (2) 
 
where κ is an empirical constant, α is gas void fraction, 
and db and Ub  are average values of bubble diameter and 
relative velocity (or bubble slip velocity). Sato et al. 
(1981) recommend a value of 0.6 for κ based on 

406



comparison with experimental data. They also point out 
that Eqn (1) is just a Prandtl mixing length expression for 
eddy viscosity in a wake behind a solid body based on a 
mixing length and velocity deficit. 
 

 
Figure 1: Streamlines for inviscid flow over a cylinder. 

 

Turbulent stress due to bubble disturbances 
 
Arnold et al (1989) carried out a similar but more 
rigorous analysis for the turbulent stresses generated by 
bubble-induced velocity fluctuations. Their analysis was 
also based on inviscid flow, though in three dimensions 
(i.e. around spheres). Because they take a more rigorous 
approach to the averaging procedure, they obtain a much 
more complex expression for the tensor stress, T, due to 
bubble-related fluctuations: 

 
 T =  𝑎2I + 𝑏2(Ug − Ul)(Ug − Ul) + TS (3) 

 
plus terms in the gradient of the slip velocity, which can 
be neglected if the bubble size is locally uniform, as is 
usually the case. Here I is the identity tensor, and Ug and 
Ul are averaged gas and liquid phase velocities 
respectively. The coefficients were found to be: 
 

 𝑎2 =
3

20
𝜌l𝛼𝑔|Ug − Ul|

2
 (4) 

 
 𝑏2 =

1

20
𝜌l𝛼𝑔 (5) 

 

The last term in Eqn. (3), TS , is a second order function 
of gradients of mean flow velocity, and is proportional to 
αgdb

2. The authors argue that this implies that the 
effective eddy viscosity is also predicted to be 
proportional to αgdb

2, and to mean velocity gradient. For 
Stokes flow, Ub  ∝ db, so it could be argued that the eddy 
viscosity should be of a similar form to the Sato and 
Sekoguchi [3] expression, eq.(1), except for the presence 
of the factor dependent on velocity gradient. 

It is important to understand that Sato and Sekoguchi 
(1975) and Arnold et al (1989) (as well as various authors 
who have followed this approach such as Nigmatulin 
(1979)) consider the velocity deviations associated with 
the flow of liquid around the sphere to be turbulence.  
Now the assumption of irrotational flow around a sphere, 
as used by these authors implies no dissipation. For a 
single isolated bubble, the upstream and downstream 
flows are (mirror image) symmetrical in this model, so 
that while the liquid is associated with velocity deviations 
as it passes the sphere (or as a bubble moves upward 
through liquid), the energy associated with these 
deviations is completely recoverable. Consequently, 
these velocity deviations should not be considered to be 
turbulence in the true sense. A rising bubble “carries” 
these velocity deviations with it as it rises, so there is no 

source of turbulence energy and no dissipation. If these 
deviations are indeed considered to be a form of pseudo 
“turbulence energy”, the value of this energy is constant: 
there is no net source or sink as bubbles rise.  

If the flow is strictly inviscid, then there can be no “eddy 
viscosity” associated with the bubble-generated velocity 
deviations for a single isolated bubble. As a bubble rises, 
liquid elements will oscillate as a result of these 
deviations, but will then return to the original locations – 
there will be no diffusion of fluid concentrations or 
momentum, and hence zero effective eddy viscosity.  

We argue here that even in less ideal flows where the 
inviscid assumption is relaxed, a component of the 
fluctuation energy associated with bubble rise will be 
recoverable in the sense of inviscid flow, and should not 
be counted as bubble-induced turbulence. We use the 
term “recoverable energy” to mean the pseudo-
turbulence component of the fluctuation energy that is 
not dissipated. 

Thus the fluctuations associated with bubble motion in a 
real liquid (with viscosity) can be considered to consist 
of two components. The first is the deformational motion 
of streamlines around the bubble that can be predicted for 
inviscid flow similar to that shown in Fig. 1.  As 
mentioned above, the kinetic energy of this component is 
constant, and there is no source or sink. The second 
component is the motion within the wake. Unlike the first 
component these fluctuations are indeed dissipated, and 
so are likely to resemble turbulence. 

Since the turbulence kinetic energy is 𝑘 =
1

2
𝑢𝑖

′𝑢𝑖
′̅̅ ̅̅ ̅̅ , where 

𝑢𝑖
′ is the i-th component of liquid phase fluctuation 

velocity and the summation convention applies, the 
Arnold et al (1989) expression, eqs.(4) and (5), implies 
that the kinetic energy of the disturbed motion around 
bubbles (the pseudo-turbulence) is: 

 
 𝑘BI =

1

4
 𝛼𝑔|Ug − Ul|

2
 (6) 

 
Lopez de Bertodano et al (1994) argued that since Eqn 
(6) was based on inviscid flow for which the virtual mass 
coefficient, 𝐶vm, is ½, and the turbulence energy relates 
to the volume in the wake, the equation can be written 
more generally as: 
 

 𝑘BI = 1

2
 𝛼𝑔𝐶vm|Ug − Ul|

2
. (7) 

 
They have used a CFD model incorporating the Sato et 
al (1981) bubble-induced eddy viscosity and Eqn (7) to 
simulate bubbly pipe flow, and have then compared the 
results with detailed measurements of velocity, 
turbulence and void fraction. Note that Eqn (7) was not 
used in determining eddy viscosity, but was needed to 
determine the total mean fluctuation in velocity (or 
equivalently the components of normal stress) for 
comparison with data. The best agreement is generally 
found for 𝐶vm = 2. This value is consistent with 
theoretical calculations by Lance and Bataille (1991) for 
oblate bubbles moving in helical paths, which yield 
values between 1.2 and 3.4. 
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Extending the argument given by Lopez de Bertodano et 
al (1994), the turbulence energy in the wake component 
could be obtained by subtracting the pseudo-turbulence 
component from total energy as estimated from the 
virtual mass, in other words: 

 
𝑘BI = 1

2
 𝛼𝑔(𝐶vm − 0.5)|Ug − Ul|

2
. (8) 

 
They also argue that their comparisons between CFD 
simulation and experiment suggests that 𝐶vm = 2 for 
bubbly flow in a pipe. 
 
Lance and Bataille (1991) use a different argument. They 
roughly estimate the wake contribution to the kinetic 
energy from the dissipation rate, which is a fraction of the 
work performed by the drag force experienced by the 
bubbles, 

 
 𝜀w ~ 𝛼𝑔𝐶d|Ug − Ul|

3
/𝐷. (9) 

 
where 𝐶d is the drag coefficient and D is the bubble 
diameter, where the tilde here has the meaning 
approximately equal to within a factor of order unity. 
They then assume that the velocity fluctuations 
associated with this dissipation have a length scale ℓw, 
then the r.m.s. value of the fluctuations satisfies 
 

𝑢′w
3

ℓ𝑤⁄ ~ 𝛼𝑔𝐶d|Ug − Ul|
3

/𝐷. (10) 
 
Lance and Bataille (1991) argue that Eqn (10) implies 
that the energy associated with turbulence production in 
the wakes should vary as 𝛼𝑔

2/3.  This is different from 
the normal linear assumption. 
 
Lance and Bataille (1991) appear to have understood the 
point we make that a fraction of the fluctuation energy 
associated with bubble rise is recoverable and does not 
contribute to real turbulence.  They mention both 
“inviscid pseudo-turbulent contributions” and “the 
turbulent fluctuations produced by the wakes of the 
bubbles”, but the descriptions are not precise, and in later 
experimental work, the distinction is lost and the term 
“pseudo-turbulence” has become synonymous with 
bubble-induced turbulence (Wijngaarden, 1998; 
Hosokawa and Tomiyama, 2013).  
  
The experimental LDA data collected by Lance and 
Bataille (1991) imply that the turbulent fluctuations 
produced by the wakes of the bubbles contribute only a 
small part of the overall fluctuating kinetic energy, with 
the vast majority contributed by the pseudo-turbulence. 
This of course means that it is extremely difficult (if not 
impossible) to determine an expression for bubble-
induced turbulence from such experimental 
measurements. For the same reason, it would difficult to 
determine an expression for bubble-induced turbulence 
from direct numerical simulation of a bubbly flow. One 
possible alternative approach would be to numerically 
study the situation of flow around a single bubble, where 
it may be easier to separate the contributions of pseudo-
turbulence and wake turbulence. This is the approach 
followed below. 
 

Generation rate of turbulence energy 
 
Since a two-equation RANS model such as k-ε is often 
used in industrial CFD modelling, it is natural to seek to 
incorporate bubble-induced turbulence into this 
formalism. The approach has been to determine source 
terms for the k and ε equations to characterize the bubble 
effect.  
 
The expression usually used for the rate of generation of 
turbulence energy originates from analysis by Besnard 
and Harlow (1988) and Kataoka and Serizawa (1989) of 
the averaged two-phase Navier-Stokes equations. They 
identified the fluctuations generated by the dispersed 
phase as turbulence. The source term for this turbulence 
was shown to be, under certain assumptions, to the 
product difference between the mean velocities of the 
two phases and the drag force: 
 

 lgDkS UUF •                         (11) 
 
As argued above, the velocity fluctuations generated by 
bubbles include both pseudo-turbulence as well as true 
turbulence, so the suitability of this formula is suspect. 
Nonetheless, many researchers have used it as the source 
term describing bubble-induced turbulence in RANS 
simulations of bubbly flow, though generally with an 
empirically determined multiplying factor (e.g., Rzehak 
and Krepper, 2013; Feng et al., 2015).  Unfortunately, the 
value of the empirical factor is found to vary over a very 
wide range (two orders of magnitude) depending on the 
data used, and this limits the predictive value of the 
formula (Schwarz, 2015). 
 
As discussed by Schwarz (2015) and Rzehak and 
Krepper (2013), the source term for ε is even more 
uncertain than that for k.  

CFD MODEL OF FLOW PAST A SINGLE 
BUBBLE 
 

CFD model formulation 
 
A CFD model of liquid flow past a single bubble is 
developed and analysed to determine the strength of 
wake turbulence. The model is transformed to a frame of 
reference in which the bubble is stationary: this should be 
a reliable approach except in cases where a substantial 
spiralling motion occurs as the bubble rises. 
  
The bubble is taken to be spherical, as would be the case 
for high surface tension. The simulations for spherical 
bubbles are useful as a base case, with which turbulence 
generation by deformed bubbles can later be compared.  
 
Bubble diameter is taken to be 5 mm, and the rise velocity 
of the bubble is 0.2 m/s. The density and viscosity of the 
liquid are taken to be those of water. Simulations are run 
for both mobile and immobile bubble interface, by 
applying respectively free-slip and no-slip boundary 
conditions. 
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The CFD model is a transient Reynolds Averaged 
Navier-Stokes (RANS) model applying the SST 
turbulence model equations. 
  
The inlet condition is taken to be constant velocity, and 
the outlet condition is set to a so-called “outlet”, in which 
pressure is uniform and the streamwise derivative of 
convected quantities is zero. The computational domain 
is taken to be a cylinder, with free-slip wall conditions 
sufficiently far from the sphere that they should not 
appreciably affect the flow (namely at 10 bubble 
diameters). 
 
The flow equations are solved using ANSYS CFX. 
 

Model results (immobile interface) 
 
The flowfield computed by the CFD model for immobile 
interface is illustrated in Figure 2 on a plane through the 
centre of the bubble. The entire domain is larger than that 
shown, but only the flowfield in the immediate vicinity 
of the bubble is of interest. There is clearly some 
asymmetry between upstream and downstream flows, 
which indicates the effect of viscosity. The computation 
is transient, but the computed Reynolds averaged flow is 
almost steady, with only a slight oscillation in the wake. 
Vortex shedding is expected to start for Reynolds number 
around 300 (Wu and Faeth, 1994) whereas the Re for the 
computed case is 1000. It is likely that the application of 
a turbulence model delays the onset of vortex shedding, 
and an LES or DNS simulation would undoubtedly give 
a more accurate prediction of the transition. However, the 
calculation and interpretation of a source of turbulence 
becomes more difficult for the results of such 
simulations. LES simulations will be analysed in the 
future. 
 
 

 
 

Figure 2: Computed flowfield past the spherical bubble 
(immobile interface). Colour indicates speed (m/s). 

 

 
Figure 3: Contours of turbulence kinetic energy (m2s-2) for the 

computed flow past spherical bubble (immobile interface). 
Maximum value: 5.22 x 10-4 m2s-2 

 
Figure 3 plots contours of turbulence kinetic energy for the 
computed flow past the immobile interface spherical 
bubble, and Figure 4 plots contours of the turbulence 
frequency. The spatial distribution of the generation term 
for turbulence energy is plotted in Figure 5. 
 
It should be mentioned that the standard k-ε turbulence 
model is not appropriate for this flow situation. Such a 
model predicts relatively high levels of turbulence 
generation in the boundary layer around the bubble, 
including the leading surface. The SST model is known to 
better capture flow in such boundary layers, and in fact, 
predicts a laminar boundary layer in this particular case. 
Turbulence generation only occurs in the wake.  
 

Figure 4: Contours of turbulence frequency (s-1) for the 
computed flow past spherical bubble (immobile interface). 

Maximum value: 1.0 x 102 s-1 
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Figure 5: Contours of production rate of turbulence kinetic 
energy (m2s-3) for the computed flow past spherical bubble 

(immobile interface). Maximum value: 2.2 x 10-2 m2s-3 
 

 
Figs 3 and 5 indicate that the turbulence energy and 
generation rate are distributed asymmetrically at this 
instant of time. While there is some movement in these 
zones as time progresses, they continue to be asymmetric. 
This is related to slight asymmetry in the computed 
flowfield which may be caused by an intrinsically unstable 
flow, perhaps aggravated by asymmetries in the 
computational mesh. 
 
The total source of turbulence kinetic energy integrated 
over the entire domain is 1.03 x 10-6 kgm2s-3.   

 
 
 

  
 
Figure 6: Computed flowfield past the spherical bubble (mobile 

interface). Colour indicates speed (m/s). 
 

Figure 7: Contours of turbulence kinetic energy (m2s-2) for the 
computed flow past spherical bubble (mobile interface). 

Maximum value: 1.19 x 10-21 m2s-2 
 

Model results (mobile interface) 

The flowfield computed by the CFD model for a mobile 
interface is illustrated in Figure 6 on a plane through the 
centre of the bubble.  The lateral and longitudinal extent 
of the wake region is reduced relative to that formed for 
an immobile interface (Figure 2).  

Figure 7 plots contours of turbulence kinetic energy for the 
computed flow past the mobile interface spherical bubble, 
and Figure 8 plots contours of the turbulence frequency. 
The spatial distribution of the generation term for 
turbulence energy is plotted in Figure 9. These plots clearly 
indicate that the generation of turbulence energy in the 
wake is insignificant for a mobile interface when the 
bubble size is 5 mm. 

 
Figure 8: Contours of turbulence frequency (s-1) for the 
computed flow past spherical bubble (mobile interface). 

Maximum value: 1.31 x 10-5 s-1 
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Figure 9: Contours of production rate of turbulence kinetic 
energy (m2s-3) for the computed flow past spherical bubble 

(mobile interface). Maximum value: 2.0 x 10-13 m2s-3 

DISCUSSION 
As mentioned above, according to the turbulence model, 
the total source of turbulence kinetic energy integrated 
over the entire domain for the immobile interface bubble 
of size 5 mm is 1.03 x 10-6 kgm2s-3.  One would expect 
that this source term would be one component of the 
source term for turbulence energy generated by the 
bubble.  
 
The mean flow shown in Figure 2 consists of two 
components: the flow attached to the bubble whose 
energy is recoverable, and the energy in the wake which 
will contribute to the turbulence energy generated by the 
bubble. There is no well-defined procedure for separating 
these components, but we assume that the energy at two 
diameters downstream can be taken to be the wake 
energy.  In this case (immobile interface bubble of size 5 
mm) we find the energy source to be 1.26 x 10-6 kgm2s-3.   
 
Now the theoretical argument encapsulated in Eqn (11)  
means that the turbulence energy generation should be 
given by the product of drag and slip velocity. If we 
assume that in steady state the drag force equals the 
buoyancy force on the bubble, then we can readily 
calculate the theoretical generation rate to be 1.28 x 10-4 
kgm2s-3.  This is substantially greater than the turbulence 
energy generation rate predicted by the CFD model. This 
difference can be explained by the fact that the product 
of drag and slip velocity is the total energy dissipation, 
but only part of that occurs through turbulence 
generation. The Reynolds number for the situation 
modelled is relatively low, so one would expect that a 
large fraction of the energy dissipation could occur 
directly through viscous forces, rather than indirectly via 
turbulence generation. After all, for laminar flow, the 
entire energy dissipation is directly through viscous 
forces. Thus, it appears that the theoretical formula often 
used as a basis for estimating bubble-induced turbulence 

generation is not application for low Reynolds number 
(i.e. small bubbles). 
 
Simulations are presently being carried out for larger 
bubbles, where it might be expected that higher rates of 
turbulence energy generation occurs, and the theoretical 
formula may better predict the generation rate. However, 
bubbles of size 1 cm and larger (at least in water) are 
subject to substantial distortion as they rise, so the 
simplified method used here would not be appropriate 
unless a greater surface tension was assumed.  
 
The theoretical formula is even less applicable for the 
case of mobile interface. As seen in Figures 7-9, the 
generation rate of turbulence in this case is predicted to 
be negligible for the SST turbulence model. In effect, this 
flow is entirely viscous.  Real bubbles will always have a 
certain degree of immobility, and in the case of water 
with surfactants, the interfaces can be substantially 
immobile. Larger bubbles with mobile interfaces will be 
subject to deformation, which will introduce additional 
sources of turbulence generation. 
 
The equivalent values of turbulence dissipation rate can 
be computed for the SST model from turbulence energy 
and frequency. For the immobile case, the total 
dissipation rate is calculated form the CFD simulation 
results to be 1.005 x 10-6 kgm2s-3.  It is noteworthy that 
this value is only slightly smaller than the total turbulence 
energy generation rate. That is to say, almost all the 
turbulence energy generated is dissipated locally, within 
the wake attached to the bubble. Very little energy is 
transported away from the bubble into the bulk flow. 
 

CONCLUSION 
 
Models proposed to account for bubble-induced 
turbulence in two-fluid Reynolds-averaged (RANS) 
simulations of bubbly flow have been reviewed, and the 
assumptions underlying the models have been critically 
assessed. 

1. There has been a neglect of the difference 
between so-called “false turbulence” (velocity 
fluctuations attached to the bubble whose 
energy is recoverable) and true turbulence 
(fluctuations not attached to the bubble, which 
can diffuse into the flow as modelled by the 
transport equation for k). 

2. The estimates of bubble-generated turbulence 
by Arnold et al (1989) and others are entirely of 
the false turbulence, since they assume inviscid 
flow, in which the “fluctuation energy” is 
entirely recovered.  

3. Consideration of the false turbulence 
component of the fluctuations raises very real 
issues of definition of bubble induced 
turbulence, and also implies that direct 
measurement of real bubble induced turbulence 
(using LDA for example) will be very 
problematic. 

4. Simulation of the rise of a 5 mm bubble 
underlines how most of the fluctuation energy is 
recoverable. Most of the energy dissipation is 
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through direct viscous dissipation, rather than 
indirectly via generation of true turbulence. 

5. Generation of true turbulence will undoubtedly 
be greater for larger bubbles and intrinsically 
unsteady bubble rise, but it is unclear whether 
the conventional theoretical formula for 
generation rate will be applicable, given that it 
does not appear to apply in the case of 5 mm 
bubbles. 
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ABSTRACT 

The paper presents the extension of the GENTOP model 
for phase transfer and discusses the sub-models used. 
Boiling flow inside a wall heated vertical pipe is 
simulated by a multi-field CFD approach. Sub-cooled 
water enters the pipe from the lower end and heats up 
first in the near wall region leading to the generation of 
small bubbles. Further along the pipe larger and larger 
bubbles are generated by coalescence and evaporation. 
This leads to transitions of the two-phase flow patterns 
from bubbly to churn-turbulent and annular flow. The 
CFD simulation bases on the recently developed 
GEneralized TwO Phase flow (GENTOP) concept. It is a 
multi-field model using the Euler-Euler approach. It 
allows the consideration of different local flow 
morphologies including transitions between them. Small 
steam bubbles are handled as dispersed phases while the 
interface of large gas structures is statistically resolved. 
The GENTOP sub-models and the Wall Boiling Model 
need a constant improvement and separate, intensive 
validation effort using CFD grade experiments. 
 
Keywords:  multi-phase, boiling, GENTOP, multi-
scale, CFD 

NOMENCLATURE 

𝛼  Void fraction 
𝜌𝑘   Density of the phase-k 
𝐶𝐷   Drag coefficient 
Cclust constant 
dlg   Interfacial length scale, i.e., the mean   
  particle diameter for the particle model 
GasC potentially continuous gaseous phase 
GasD disperse gaseous phase 
𝜎   Surface tension coefficient 
𝐶𝑐𝑑  Interface drag force for the FAD    
  turbulence dispersion model 

  Transition range width 
fb  blending function for bubble regime 
fd   blending function for droplet regime 
𝑀𝑘𝑗

𝑖   Interfacial momentum transfer per unit  
  time between the fields k and j 
𝜇    Molecular (dynamic) viscosity 
 

 
surf   Blending Function 

sf  Interface blending function 
𝜈𝑡   Kinematic eddy viscosity 
�̇�   Evaporation mass transfer rate per unit  
  wall area 
Nu  Nusselt number 
ℎ𝑔,𝑠𝑎𝑡   Specific enthalpy of saturated vapor 
ℎ1   Specific enthalpy of sub-cooled liquid 
𝑐𝑙𝑔

(ℎ)  Volumetric heat transfer coefficient 
𝜆   Thermal conductivity 
𝑇𝑠   Interfacial temperature 
𝜏𝑑𝑔→𝑐𝑔 Time constant 
ℎ𝑙   Heat transfer coefficient for liquid 
ℎ𝑔   Heat transfer coefficient for gas 

1. INTRODUCTION 

Two-phase flows can be found in various industrial 
applications: nuclear power plants, processing 
industries, heat transfer systems, transport systems, 
and of course also in nature in general (ocean 
waves, river flooding). 
 
Various classifications of two-phase flows exist and 
they are mainly based on flow morphologies. Such 
classifications are often difficult to make since the 
interface structure changes occur continuously. One 
of the two-phase flow classifications is divided in 
three major groups and several subgroups - flow 
regimes: 
 

- Stratified flows (film flow, annular flow, 
horizontal stratified and jet flow),  

- Mixed or transitional flows (cap, slug, 
churn-turbulent flow, bubbly annular flow, 
droplet annular flow and bubbly-droplet 
annular flow),  
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- Dispersed flows (bubbly flow, droplet 
flow and flow with solid particles).  

Much progress has been achieved in establishing 
models to describe various multiphase flow 
phenomena using Computational Fluid Dynamics 
(CFD). 
 
The GENTOP-concept (Hänsch et al., 2012) 
enables to consider such transitions in a consistent 
way as coalescence and breakup processes. The 
potential of this concept was demonstrated in 
Hänsch et al. (2012) and Hänsch et al. (2014) for 
adiabatic flows without heat and mass transfer. In 
this paper the GENTOP concept is applied to 
simulate boiling effects in a vertical pipe where 
transitions from bubbly flow to churn turbulent and 
then annular flow are involved. 
 
Boiling is a process in which heat transfer causes 
liquid evaporation. Flow boiling refers to a boiling 
process when the fluid is imposed by a forced flow. 
It can be classified as saturated boiling and 
subcooled boiling. In the saturated boiling, the bulk 
temperature of the fluid is as equal as its saturation 
temperature, in the subcooled boiling regime the 
bulk temperature of the fluid is less than its 
saturation temperature.  Due to latent heat transport, 
boiling heat transfer plays a very important role in 
wide number of applications in many technological 
and industrial areas including nuclear reactor 
cooling systems, car cooling and refrigeration 
systems. 
 
Thus, in order to fully understand and predict the 
boiling phenomenon, the high gas volume fractions 
must be taken into account. Realizing this need, the 
GENTOP concept was utilized and further 
developed for flows with heat and mass transfer in 
this paper. It allows the modelling for bubbles 
smaller than the grid size and tracking the interface 
of large continuous bubbles (larger than the grid 
size). Thus, it is like a combination of Euler –Euler 
two fluid modeling and interface tracking 
techniques. It has been further advanced and 
validated for churn turbulent flow regimes 
(Montoya, 2014). 
 
The concept has not yet applied to the situation 
involving transitions from bubbly flows to churn 
turbulent and then annular flows. This paper 
presents a simulation of a generic boiling 
phenomenon in a vertical pipe with the help of the 
GENTOP concept in ANSYS-CFX, where 
important new models have been discussed and 
applied.  

2. CFD SIMULATION OF GAS-LIQUID TWO 

PHASE FLOWS 

2.1 The generalized two phase flow 

(GENTOP) concept 

 
Figure 1 Scheme of the extended GENTOP model 

including phase transfer 

 
The GEneralized TwO Phase flow (GENTOP) 
concept is based on a multi-field two-fluid 
approach. The flow is represented by a continuous 
liquid phase l, one or several poly-dispersed gas 
phases GasD and a continuous gas phase GasC.  
 
The dispersed gas GasD is modelled in the 
framework of the inhomogeneous Multiple Size 
Group (iMUSIG) -approach to deal with different 
bubble size groups and associated velocity fields 
(Krepper et al. 2008). Within the poly-dispersed gas 
phases, transfers between different bubble size 
groups due to coalescence- and breakup as well as 
due to condensation and evaporation are taken into 
account by appropriate models.  
 
The GENTOP concept has been developed as an 
extension of the inhomogeneous MUltiple SIze 
Group (iMUSIG) by adding a potentially 
continuous gas phase GasC which is included 
within the MUSIG framework. (Fig. 1). This last 
velocity group represents all gas structures which 
are larger than an equivalent spherical bubble 
diameter, d_(dg,max). The interactions between 
GasC and the liquid phase are handled in a similar 
way like in the AIAD-concept (Höhne et al. 2011). 
This includes the blending for bubbly flow, 
interface and droplet regions allowing to apply e.g. 
for a low volume fraction of GasC closures for 
bubbly flow. For this reason it is called potentially 
continuous phase. 
 
In the actual paper the GENTOP concept is 
extended by mass and heat transfer (Fig. 1). 
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2.2 Turbulence modeling 

In terms of turbulence treatment, the dispersed 
phase zero equation is used for the dispersed 
gaseous phases, while the SST k-ω approach is used 
for the liquid phase. One of the advantages of the k-
ω model over the k-ε is the treatment when in low 
Reynolds numbers for a position close to the wall. 
The effect of bubbles on the liquid turbulence is 
considered by additional source terms (Rzehak and 
Krepper, 2013). 

2.3 Modeling of momentum transfer 
between the dispersed phases and liquid 

Due to the averaging of the conservation equations 
all information on the interface is lost, but has to be 
reintroduced by the use of closure relations. The 
closure laws objective is to account for the mass 
and momentum transfer between the different fields 
and phases while providing the functional form 
expected from the interfacial forces. The present 
models are limited by the need of local condition 
dependent coefficients, derived from the fact that 
the closure laws have been developed for ideal 
bubbly flow and are now being applied to churn-
turbulent flow and slug conditions. 
 
Rzehak et al. (2015) have tested and successfully 
validated a number of poly-dispersed closure laws 
for Euler-Euler calculations and set up a so called 
Baseline Model for multiphase poly-dispersed 
bubbly flows (Table 1).  
 
The total momentum exchange between dispersed 
gas and continuous liquid phase can be expressed as 
the superposition of several component forces (see 
Eq. 1). 
 

           𝐌𝑘
𝑖 = 𝐌𝑘

𝐷 + 𝐌𝑘
𝑉𝑀 + 𝐌𝑘

𝑇𝐷 + 𝐌𝑘
𝐿

+ 𝐌𝑘
𝑊 

  (1) 

 
In the baseline model (Rzehak et al., 2015) the drag 
force 𝐌𝑘

𝐷 is calulated accordimng to Ishii and Zuber 
(1979). 
 
Table 1: Baseline model (Rzehak et al., 2015) for 
poly-dispersed flows used in GENTOP 
 

Model Name 
Drag coefficient (𝐶𝐷,𝑘), Ishii and Zuber (1979) 
Interfacial lift force Tomiyama (2002) 
Turbulent dispersion 
force 

Burns (2004) 

Wall lubrication force Hosokawa (2002) 
 

2.4 Handling of the potentially continuous 

phase GasC 

2.4.1 Interface detection 
To resolve the interface of continuous gas 
structures, the interface has to be localized. This is 
based on an appropriate blending function surf  
(Gauß and Porombka, 2015). It bases on the volume 
fraction and its gradient and is designed in a 
generalized form capable for later applications 
describing not only bubble regions but also droplet 
regions. It replaces the blending taken from the 
AIAD model (Höhne, 2014) which was combined 
with a volume fraction based interface function in 
the original GENTOP concept of Hänsch et al. 
(2012).  
 
The interface blending function is defined as 
 

 dbsfFS ff        (2) 
 
which is equal to zero for at a interphase boundary. 
Additionally, it provides information about the 
morphology: 
 













1
0
1

FS  

 
In the actual application only the bubble region and 
the interface region are of interest. The blending 
functions for the potentially continuous-phase 
bubble regime fb and droplet regime fd are given by:  
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The interface blending function is given by:  
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2.4.2 Complete coalescence 
During the calculation low fractions of dispersed 
gas in the region of mainly continuous gas might 
arise. To solve this unphysical situation a special 
coalescence method for complete gaseous mass 
transfer was established and is now included in the 
concept in order to replace the coalescence due to 

bubble region 
interface 
droplet region 

417



T. Höhne, E. Krepper, D. Lucas 
 

the averaged coalescence models when the critical 
void fraction is reached. The coalescence rate is 
turning all the remained dispersed gas, within a 
specific grid cell, into continuous gas. The 
complete coalescence is turned off inside the 
interface in order to allow coalescence and breakup 
at those positions. The mass transfer is defined by:  
 

cgdgGasC /)1(    dgdgGasDS  (6) 
 
Where 𝜏𝑑𝑔→𝑐𝑔 = ∆𝑡 is a time constant that regulates 
how fast the mechanism occurs in consistency with 
the numerical scheme. 

2.4.3 Clustering force  

The clustering force (Figure 2) allows the transition 
from the dispersed towards the continuous gas 
phases using an aggregative effect within the 
volume fraction of the continuous gas. Modeling 
using an Eulerian approach will produce smearing 
of the volume fraction by numerical diffusion, thus 
this force produces interface stabilizing effects. 
This force is additional interfacial force acting 
exclusively between the continuous gas and the 
liquid phase and is included in the interfacial 
momentum transfer. This force acts proportionally 
to the gradient of the volume fraction of the liquid 
as given in the following eq. (7) 
 

 
 

 
 
(7) 

(7) 

 
Figure  2 Detail of a continuous gas liquid 

interface, and the blending function for a filtered 
interface (from Hänsch et al., 2012) 

As soon as the specific critical void fraction of 
continuous gas is reached, this force will create 
regions of continuous gas volume fraction by 
inducing aggregation on the continuous gas phase 
volume fraction until a complete formation of gas 
structures is reached. The force acts outside the 
interface region, agglomerating the gas, and blends 
out as soon as the critical gradient of volume 
fraction appears, completely disappearing as soon 
as a fully formed interface occurs ( surf = 0). 
The clustering force disappears within the 
continuous structure. A constant value of 𝑐𝑐𝑙𝑢𝑠𝑡 = 1 
is recommended for the GENTOP application. 

2.4.4 Interfacial momentum transfer 

The Algebraic Interfacial Area Density (AIAD) 
model, shown in Höhne et al. (2014), allows 

detection of morphological form of two phase flow 
and is able to distinguish between bubbles, droplets 
and the interface through a corresponding switching 
via a blending function of each correlation from one 
object pair to another. 
Based on surf (blending function), formulations 
for interfacial area density and drag are defined as 
in eqs. (8) and (9), 
 

  dsurfsign

bsurfsignfssurfGasC

Aa

AaAA





1

)1(   
 
(8) 

  dDsurfsignbDsurfsign

fsDsurfGasCD

CaCa

CC

,,

,,

1

)1(




 

 
 
(9) 

2.5 Phase change model for GasD and 

GasC 

For the simulation of boiling, the thermal phase 
change model has been used for the disperse gas 
phase (GasD) and liquid pair and the continuous 
gas phase (GasC) and liquid pair.  
 
In our case of heat transfer between liquid and gas, 
the use of overall heat transfer coefficient is not 
sufficient to model the interphase heat transfer 
process. This model considers separate heat transfer 
process on each side of the phase interface. This is 
achieved by using two heat transfer coefficients 
defined on each side of the phase interface. 
 
The sensible heat flux to liquid from the interface is 
given as: 
 
𝑞𝑙 = ℎ𝑙(𝑇𝑠 − 𝑇𝑙)  
 

(10) 

Similarly, the sensible heat flux to gas from the 
interface: 
𝑞𝑔 = ℎ𝑔(𝑇𝑠 − 𝑇𝑔)  
 

(11) 

The fluid specific Nusselt number is given by: 
 
𝑁𝑢𝑙 =

ℎ𝑙𝑑𝑙𝑔

𝜆𝑙
  

 

(12) 

For spherical bubbles the Ranz Marshall correlation 
can be applied to calculate the Nusselt number. In 
the present simulation the Ranz Marshall (1952) 
correlation was used for the the disperse gas phase 
(GasD) and liquid pair. The Hughes and Duffey 
(1991) model uses the surface renewal theory and is 
used for the potentially continuous gas phase 
(GasC) and liquid pair.  
 
The wall boiling model is only activated for the 
disperse gas phase (GasD) and liquid pair. Initially, 
water is below its saturation temperature.  Water 
becomes supersaturated locally, leading to the 
formation of bubbles. The bubbles will start 

𝑀𝑐𝑔
𝑐𝑙𝑢𝑠𝑡 = max (𝜓𝑐𝑙𝑢𝑠𝑡, 0) 𝑐𝑐𝑙𝑢𝑠𝑡 𝜌𝑙𝛻𝛼𝑙 
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departing and before the formation of next bubble, 
some of heat will go in superheating the water. This 
process is known as quenching. In regions of the 
wall not affected by bubble growth, wall heat 
transfer to the water is described by single phase 
convective heat transfer. 
 
In the actual paper the wall boiling heat flux 
partitioning model developed at RPI (Kurul, 1991) 
and implemented in CFX with its basic submodels 
and parameters is applied. In the present paper the 
basic framework of the GENTOP concept is in the 
focus of interest. A detailed discussion of the 
aspects of wall boiling can be found in Krepper et 
al. 2013. 

3 DEMONSTRATION CASE OF A WALL 

HEATED TUBE 

To illustrate the previous described concept a 
demonstration example of a vertical side wall 
heated tube is given. The tube has a length of 0.5 m 
and a diameter of 0.025 m.  Water is considered at a 
pressure of 1 bar. At this pressure the saturation 
temperature amounts to 372 K. The initial 
temperature was set to a subcooling of 3 K. The 
temperature of the heated wall is set to a 
superheating of 13 K. The inlet velocity is 0.2 m/s. 

3.1 Geometry, mesh and general setup 

 

 
Figure  3 Pipe Geometry 

 
The pipe is presented by a fully 3D geometry 
shown in Fig. 3 along with the name of the different 
zones (i.e., inlet, hot wall and outlet). The resulting 
mesh is made of approximately 127,300 hexahedral 
cells. A grid resolution study was conducted to 
ensure that convergence with respect to the spatial 
resolution has been achieved. A multiphase 
simulation was set up. Gas was described in the 
inhomogeneous poly-dispersed multiple size group 
(iMUSIG) framework by the dispersed gaseous 
phases GasD1 and GasD2 and the continuous gas 
phase GasC.  
 

A total of four velocity fields, three gas and one for 
the continuous liquid were solved. Gas was 
assumed at saturation temperature. Properties of dry 
steam at saturation temperature have been taken 
from the steam tables. At the hot wall a wall boiling 
model generating GasD was applied. GasC then 
arise either by coalescence of GasD of by 
evaporation in the bulk. For the heat and mass 
transfer between gas and liquid in the bulk the 
implemented phase change models using the Ranz-
Marshall correlation for the pair GasD/Liquid and 
the  Hughes and Duffey (1991) model for the 
potentially continuous gas phase (GasC) and liquid 
pair were applied.  
 
The following table 2 shows the numerical scheme 
used in the case: 

 

Table 2 Solver setup 

Advection 
scheme 

Option  High Resolution 

Transient 
scheme 

Option 
∆𝑡  

Second Order 
Backward Euler 
0.005 s 

Convergen
ce control 

Timescale 
control 
Min./max. 
coeff. loops 

Coefficient loops 
4/50 

Convergen
ce criteria 

Residual type 
Residual 
target 

RMS 
1e-04 

 

3.2 Overview of the settings and models 

used in the GENTOP framework 

For the specified fluid water/steam at a pressure of 
1 bar the critical bubble size, were the lift 
coefficient changes its sign, is found for dB = 5.4 
mm. For GasD (dispersed gas) the iMUSIG model 
with 3 size fractions for GasD1 and 3 size fractions 
for GasD2 was applied. In this way the lift 
coefficient for GasD1 is clear different from the lift 
coefficient of GasD2. GasC was considered as last 
size fraction of the iMUSIG framework, to include 
it in the coalescence and fragmentation process. All 
gas structures equal or larger than 15 mm sphere 
equivalent diameter are assigned to GasC. The 
coalescence and breakup models according to Luo 
& Svendsen (1996) and Prince & Blanche (1990) 
with coefficients of FB=0.01 and FC=2 were 
applied. Momentum exchange between GasD and 
liquid was simulated considering all usually applied 
exchange terms for drag and non-drag forces were 
used. Concerning the drag between GasC and 
Liquid the formulation of AIAD was applied 
(Höhne 2014). The liquid phase was simulated as 
turbulent using the shear stress transport model. 
The influence of bubbles of GasD on the liquid 

Hot wall 

Outlet 

Inlet 
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turbulence was considered. The exchange models 
were implemented using subdomains. Surface 
tension for the pair GasC and Liquid was 
implemented. Effects of numerical diffusion were 
compensated by an additional force, the Clustering 
force acting between GasC and Liquid to keep the 
interface between GasC and Liquid stable. The 
disappearance of unphysical fractions of dispersed 
gas in zones of prevailing GasC was enforced by 
complete coalescence. Concerning the turbulence of 
the liquid at the presence of an interface to GasC 
experiences with the AIAD model were used. 
Turbulence damping at the interface was considered 
and waves smaller as the grid resolution were 
treated as in the AIAD model. 

1. RESULTS AND DISCUSSION 

Figure 4 shows the time course of volume the 
averaged parameters in the whole flow domain. 
During the first 0.8 s only dispersed gas is 
generated by boiling (see Fig. 4b). After this time 
also continuous gas arises, mainly by coalescence 
of dispersed gas. After about 1 s the whole domain 
is heated up. 
 
In Figure 5 the cross sectional averaged values of 
liquid temperature (a) and gas volume fractions (b 
to c) dependent on the height z are shown. 
 

 

 
Figure 4 Time course of the averaged liquid 
temperature (up) and the volume fractions for 

dispersed and continuous gas (down) 
 

Figure 6 presents gas volume fractions for 
dispersed gas (GasD), continuous gas (GASC) and 
the sum of both (GasTot) after a heating time of 3.0 
s. During this time a steady state oscillating period 
is reached (compare Fig. 4b). 
 
At the beginning of the heating up process mainly 
small bubbles occur near the wall. The wall boiling 
model releases bubbles having a diameter of about 
1 mm. By the agglomerative effect of the cluster-
force and using the principles of the GENTOP-
concept it is possible to create continuous gas 
structures out of a dispersed gas phase as 
demonstrated in Fig. 6. After the wall boiling of 
small bubble sizes the domain with the smallest 
bubble size group the dispersed gas phase is 
characterized by an increase of mean bubble 
diameter due to the coalescence processes in the 
MUSIG-framework.  
 
When the mass transfer to the continuous gas 
begins and the volume fraction of GasC exceeds the 
threshold value cg > clust,min, here set to 0.5 , the 
cluster-force agglomerates the continuous volume 
fraction until the complete coalescence replaces the 
dispersed gas fractions and large gas structures are 
resolved.  
 
They further coalesce to larger gas structures 
forming distorted cap-bubbles and larger slugs 
represented in the picture (Fig. 6). In grid cells 
where the continuous gas volume fraction stays 
below the threshold value cg < clust,min the gas is 
treated as a dispersed phase following the particle 
model formulations.  
 
Close observation of the GasD and GasC / Liquid 
interface show that the flow regimes discussed in 
chapter 1 except the annular mist flow regime can 
be found in the simulation.  
The bubble flow regime occurs at relatively low gas 
flow rates, for which the gas phase appears in the 
form of small bubbles in the lower part of the pipe.  
 
Later Bubbly–slug flow is characterized by the 
presence of relatively large cap-shaped bubbles, 
which occupy nearly the entire pipe cross-section 
and flow alongside smaller, deformable bubbles.  
 
The tendency to annular flow can be seen clearly. 
The churn turbulent flow appears to be highly 
chaotic and frothy and may seem to move upwards 
at some instants and downwards at other instants.  
 
Also in the annular flow regime at the end of the 
pipe, one may notice the existence of a gas core and 
a relatively uniform annular liquid film on the pipe 
wall as well as liquid slugs.The annular film mostly 
moves upwards but occasionally may seem to 
pause. This pause occurs when a liquid slug fills the 
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local cross-section of the pipe, thus blocking the 
flow of gas in the core.  

 
a) Liquid temperature 

 
b) t = 1 s 

 
c) t = 3.0 s 

 
Figure 5 Cross sectional averaged profiles for the 

liquid temperature (a) and the gas volume fractions 
for different times (b to c).  

Shortly afterwards, however, the liquid slug gets 
penetrated by gas and the upward annular-type flow 
is resumed. 
 
Fig. 7 represents essential GENTOP parameters at 2 
s. The interface detection marks the identified 
interface. The cluster force is accting stabilizing the 
interface between GasC and Liquid. From the other 
side the surface tension force is acting in 
contradiction to the cluster force. 

SUMMARY AND FUTURE WORK 

The GENTOP concept, which allows dealing with 
configurations involving dispersed and continuous 
interfacial structures, was coupled with a wall 
boiling model and extended to consider heat and 
mass transfer between gas and liquid in the bulk. 
 
New model aspects of GENTOP were implemented 
and tested. Starting with a sub-cooled liquid in a hot 
pipe, bubbles (boiling) start to appear as soon as the 
liquid reaches its saturation temperature. Since, the 
temperature of pipe wall is above the saturation 
temperature of the liquid, a series of flow regimes 
appear starting from bubbly flow, churn turbulent 
flow to annular flow. The simulation of the 
transitions between different flow regimes during 
boiling in a pipe is now feasible.  
 
Next the demonstration case using the GENTOP-
concept will follow experiments for a qualitative 
comparison of simulation results. The GENTOP 
sub-models and the Wall Boiling Model need a 
constant improvement and separate, intensive 
validation effort. 
 

 

GasDtot 

 

GasC 

 

GasTot 

 

Figure 6 Distribution of the gas volume fraction 
at 3.0 s (stretched height) 
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a)Interface 

detection (2D 
and 3D view) 

 

 
b) Cluster 

force 

 
c) Surface 

tension 

Figure  7 Essential parameters of the GENTOP 
model framework at t=3 s 
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ABSTRACT
A fluid-structure interaction problem with the melting of water
around a heated horizontal circular cylinder is analysed with nu-
merical simulations. Dynamic meshing was used for evolving the
flow domain in time as the melting front extended radially outward
from the cylinder; a node shuffle algorithm was used to retain mesh
quality across the significant mesh deformation. We simulated one
case above the density inversion point of water and one case below,
yielding pear-shaped melting fronts due to thermal plumes either
rising or falling from the cylinder, respectively. Results were com-
pared with previous experimental studies and the melting front pro-
files matched reasonably well and melting rates were in agreement.
We confirm that natural convection plays a significant role in the
transport of energy as the melt zone increases, and needs to be con-
sidered for accurately modelling phase change under these condi-
tions.

Keywords: Fluid-structure interaction, Stefan problem, melting,
natural convection, density inversion.

NOMENCLATURE

Greek Symbols
α Thermal diffusivity (k/ρcp), [m2/s].
εεε Strain tensor, [-].
θ Angle, [rad].
µ Dynamic viscosity, [kg/ms].
ν Kinematic viscosity (µ/ρ), [m2/s].
ρ Mass density, [kg/m3].
σσσ Stress tensor, [Pa].
τ Dimensionless time (Fo ·Ste, Equation 5), [-].

Latin Symbols
A Cross-sectional area, [m2].
cp Specific heat, [J/kgK].
CT Temperature coefficient, [1/K].
E Young’s modulus, [Pa].
Fo Fourier number (αt/R2

w), [-].
g Acceleration due to gravity, [m/s2].
G Shear modulus, [Pa].
∆h f Latent heat of fusion, [J/kg].
k Thermal conductivity, [W/mK].
m Mesh displacement vector, [m].
n̂ Unit normal vector to interface, [-].
Nu Nusselt number (Equation 13), [-].
Po Poisson’s ratio (Equation 12), [-].

q Temperature index, [-].
r Radial coordinate, [m].
R Radius, [m].
Ra Rayleigh number (Equation 6), [-].
Ste Stefan number (Equation 4), [-].
t Time, [s].
T Temperature, [◦C].
v Velocity vector, [m/s].
V Dimensionless volume ratio (Equation 1), [-].
x Horizontal coordinate, [m].
y Vertical coordinate, [m].

Sub/superscripts
0 Initial condition.
f Fusion.
film Evaluated at the film temperature ((Ti +Tf )/2).
i Interface.
m Physical properties of water at 4.029325 ◦C.
w Cylinder wall.

INTRODUCTION

Thermal energy storage plays an important role in utilising
energy resources effectively because often the timing of gen-
eration and consumption of energy can vary from hours to
months. For example, solar energy is only available during
the day and therefore effective energy storage is required for
utilising solar energy during the night. Similarly, power sta-
tions must design for peak loads whereas adequate energy
storage would allow more efficient use of generators as peak
times can be offset by stored energy from off peak times. An
efficient method of storing thermal energy is with latent heat
which provides a high storage density and requires a smaller
difference between storing and releasing temperatures com-
pared with the sensible heat storage method (Farid et al.,
2004). There has also been recent studies on using phase
change materials for passive cooling in buildings where lat-
ent heat is used to increase the thermal inertia of building en-
velopes, regularising the ambient temperature (Akeiber et al.,
2016).
The moving boundary problem where the solid and liquid
phase change process occurs forms the classical Stefan prob-
lem (Stefan, 1891); named after the Slovene physicist Joz̆ef
Stefan (1835-1893). This moving boundary is a function
of both time and space and is unknown a priori; creating a
coupled fluid structure interaction problem to model.
Heat transfer by conduction dominates as the mechanism re-
sponsible for melting in the initial stages, when a thin layer
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of water is present. However, natural convection (due to
the temperature dependent water density) plays an import-
ant role as the melting front advances outward from the heat
source and the volume of the flow domain increases (White
et al., 1977; Sparrow et al., 1978; Bathelt et al., 1979). The
flow induced from these buoyancy effects creates temperat-
ure fields which lead to a pear-shaped solid-liquid interface.
Water has a density inversion near 4.0 ◦C which influences
the location of enhanced melting (either the warmer water
rises or falls around the cylinder). An inverted pear-shaped
interface was found for cylinder temperatures below 8.0 ◦C
(Herrmann et al., 1984) and near concentric interface evolu-
tion at 8.0 ◦C. We simulate one case below and another above
this critical cylinder temperature to explore both scenarios
due to the density inversion of water.
Experiments have previously been undertaken on the melting
of phase change materials around horizontal cylindrical heat
sources of: n-paraffins (n-heptadecane and n-octadecane)
(Bathelt and Viskanta, 1980) where no density inversion ex-
ists; and water (White et al., 1986) at temperatures around
the density inversion point. We simulate water as the phase
change material and quantitatively compare our results with
the latter set of experiments.
Previous simulation approaches include numerical mapping
techniques where the transformed domain morphs over time
(Rieger et al., 1982; Ho and Chen, 1986), and another by us-
ing the latent heat content which varies between zero (solid)
and 1 (liquid) (Darzi et al., 2012). The first approach involves
tracking the melting interface via domain mapping and cal-
culating the governing equations on a stationary grid. The
second approach employs a single mesh where cells have a
liquid fraction assigned and the interface is determined based
on a fraction threshold criteria. Alternatively, we directly
tracked the moving boundary by dynamically updating the
mesh throughout the simulation based on the heat flux at the
solid-liquid interface.

METHODS

Problem description

The physical problem studied in this paper is of ice melting
radially outward from a horizontal isothermal heated cylin-
der. Initially, the ice has a uniform temperature of Tf and
the cylinder is heated to Tw > Tf . We model the molten ice
as a single phase with the interface boundary imitating the
Stefan condition. The interface is tracked across discrete
time steps where the mesh dynamically updates. Flow is
solved in steady state at each time step, leading to a quasi-
steady state simulation.
Considering the complexity of modelling phase change ma-
terials with dynamic boundaries, the following assumptions
were made: (1) motion of water is laminar, 2-D and is in-
compressible; (2) thermophysical properties of water, except
density, are constant across the temperature range modelled;
(3) the Boussinesq approximation (density variations only
feature in the buoyancy source term); (4) viscous dissipation
and volume difference due to phase change are neglected;
and (5) thermal equilibrium exists at the interface.

Geometry and boundary conditions

The heated cylinder, bounded with a radius of Rw = 12.7mm,
is located at the centre of the computational domain and re-
mains stationary. We selected two cylinder wall temperature
values: Tw = 2.3 ◦C and Tw = 14.1 ◦C, to directly compare
our simulation results with existing experimental data (White

Figure 1: Computational mesh evolution from initial (top left) to
final (bottom right) geometry for one of the simulations.

et al., 1986); one below Tm (heat source sinks) and one above
Tm (heat source rises).
Ice surrounds the cylinder outward to infinity and the inter-
face between the ice and water is described with the radial
distance Ri(θ,τ). The computational domain resides between
the heated cylinder wall boundary and the dynamic melting
interface.
A dimensionless melted ice volume ratio was defined as the
ratio of molten ice to the isothermal cylinder, calculated with

V =
Ai−Aw

Aw
(1)

using cross-sectional areas because the depth is an arbitrary
parameter for our 2-D model. The area enclosed by the in-
terface Ai was calculated by treating the nodes outlining the
boundary as a simple polygon, and the constant wall area was
calculated with Aw = πR2

w.
A structured O-grid mesh of 40×80 (radial × circumferen-
tial) was used in all of the simulations. Uniform cell lengths
were specified around the perimeter and a bias was applied
in the radial direction to cluster cells near both of the bound-
aries; in order to resolve the thermal boundary layers. The
outer boundary (solid and molten ice interface) expands and
the mesh dynamically updates accordingly throughout the
simulation as shown in Figure 1. Computational cells within
the mesh are deformed and translated without creating or
destroying cells; a constant number of finite volume cells are
retained throughout each simulation.
Dirichlet conditions were applied to the cylinder wall and
interface boundaries with temperatures of Tw and Ti respect-
ively, and no slip shear conditions were also imposed. The
front and back boundaries of the O-grid domain were set as
symmetry with one cell depth to enforce the 2-D assumption.

Initial conditions

The experiments (White et al., 1986) started with the solid
ice in contact with the cylinder such that R0 = Rw (no mol-
ten ice was present). However, our simulations require a fi-
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nite volume to begin with and therefore we used R0 = 1.2Rw
and offset the time appropriately with t0 (as calculated based
on the analytical solution of heat transfer by conduction de-
scribed in the Results subsection on Validation with uniform
density).
As the heat transport within the molten ice is dominated by
conduction in the initial stages, we initialised the computa-
tional domain with the analytical solution to this conduction
problem. Velocities were set to zero and the temperature field
was initialised using

T = (Ti−Tw)
ln(r/Rw)

ln(Ri/Rw)
+Tw (2)

with the substitution Ri = R0.

Fluid properties

The nonlinear variation of water density was included in our
simulations by using a ρ relation in the range of T = 0 to
20 ◦C (Gebhart and Mollendorf, 1977)

ρ = ρm(1−CT |T −Tm|q) (3)

where ρm = 999.9720kg/m3, CT = 9.297173×10−6 /K,
Tm = 4.029325 ◦C and q = 1.894816.
Thermophysical properties of water were evaluated at an
average temperature of T ≈ 5 ◦C: cp = 4.20kJ/kgK, µ =
1.52g/ms and k = 0.57W/mK. These properties vary
slightly across the temperature range simulated but have a
negligible influence on the melting rate compared to the
density variation.
The constant temperature of the heated cylinder Tw was non-
dimensionalised with the Stefan number

Ste =
cp(Tw−Tf )

∆h f
(4)

where ∆h f = 333.55kJ/kg. The time was made dimension-
less with the product of the Fourier and Stefan numbers with

τ =
αt
R2

w
Ste (5)

The Rayleigh number is a measure of the intensity of natural
convection within the molten ice. A density based defini-
tion (White et al., 1986) was chosen to handle the non-linear
density variation and density inversion feature, with

Ra =
gR3

w(ρm−ρfilm)

ναρm
(6)

where g = 9.80665m/s2. Ra approaches zero at the dens-
ity inversion point (Tw = 8.0 ◦C and therefore Tfilm = 4.0 ◦C)
where natural convection plays an insignificant role. Con-
versely, Ra increases further from this point and is positive
for both upright and inverted pear-shaped melting fronts.

Numerical procedure

Our simulations were performed using ANSYS Fluent R17.0
as the computational fluid dynamics software. Data analysis
and visualisation of results were coded in MATLAB 2016b.

Governing equations

Fluent is a cell centred finite volume solver and was em-
ployed to solve the momentum, continuity and energy equa-
tions. Second order spatial discretisation methods were set
for the pressure, momentum and energy equations. Pressure

and velocity were coupled with the PISO scheme. Under-
relaxation factors of 0.3 (pressure), 1 (density), 1 (body
forces), 0.7 (momentum) and 0.7 (energy) were used.
The fluid time step specified in Fluent was 1×106 s (quasi-
steady state assumption) whereas the dynamic mesh step
used for deforming the interface was ∆t = 250s (τ = 0.006)
resulting in 120 steps for the inverted pear-shape and ∆t =
20s (τ = 0.003) with 200 steps for the upright pear-shape
case. A maximum number of 50 iterations per time step was
used as this number gave iterative convergence of the solu-
tion.

Melting interface boundary

The velocity of the melting front at the solid-liquid water
interface was given by the Stefan condition (Moore, 2017)

vi =−
αcp

∆h f

dT
dn

∣∣∣
i
n̂ (7)

where n̂ is directed toward the solid phase. The vi was posit-
ive for all cases because a negative temperature gradient ex-
isted at the interface boundary; yielding an outward melting
front from the warm cylinder throughout the simulations.

Dynamic mesh

The dynamic mesh model in Fluent was employed for hand-
ling the changing mesh through time. Nodes on the interface
boundary were displaced with

∆xi = ∆tvi (8)

using user-defined functions.
A node shuffle algorithm (Hewett and Sellier, 2017) was used
to uniformly distribute the nodes around the interface at each
mesh update. Without this algorithm, mesh quality degrades
as the profile of the boundary morphs into its new shape and
the simulation diverges.
The interior nodes were updated with a linearly elastic solid
model (with the mesh smoothing based option in Fluent).
Mesh motion was governed by

∇ ·σσσ(m) = 0 (9)

σσσ(m) = Etr(εεε(m))I+2Gεεε(m) (10)

εεε(m) =
1
2
(∇m+(∇m)T) (11)

and was parameterised with Poisson’s ratio

Po =
1

2(1+G/E)
(12)

where we used the default of Po = 0.45 which gave robust
mesh deformations and retained similar thermal boundary
layer resolutions throughout the simulations.

RESULTS

We first validated our model by using a phase change ma-
terial with uniform density (no natural convection; conduc-
tion only) and compared the results with the analytical solu-
tion. Next, we simulated one case below the temperature
threshold Tw = 8.0 ◦C where an inverted pear-shape interface
developed, and one case above where an upright pear-shape
melting front formed.
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Figure 2: Melting interface evolution assuming uniform density
with Tw = 2.3◦C. Profiles are equally spaced in time.
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Figure 3: Time step convergence of melt volume over time for the
uniform density case at Tw = 2.3◦C.

Validation with uniform density

The Stefan problem is simplified when a uniform fluid dens-
ity is employed such that no natural convection exists and
the heat is transferred exclusively by conduction. Equation 2
describes the temperature field throughout the melting evolu-
tion for this reduced one-dimensional case. The temperature
gradient in Equation 7 was calculated by numerically differ-
entiating the temperature at the interface boundary.
Evolution of the melting interface between the solid and li-
quid water phases are shown in Figure 2. All time interface
profiles are concentric with the cylinder, caused by uniform
temperature gradients at the boundary, because no flow was
generated within the fluid. The melting front is quickest dur-
ing the initial period where the ice is almost in contact with
the heated cylinder and slows as the interface recedes out-
ward.
The rate of melt volume (Figure 3) is greatest at the begin-
ning and reduces over time; monotonically increasing. Simu-
lations overestimate the melting rate because the temperature
gradient was explicitly calculated at each step (essentially an
Euler method). The coarse mesh time step of ∆τ = 0.024
significantly overestimates the melt volume and time steps
of ∆τ 6 0.006 agree well with the analytical solution.
Mesh independence was studied on a case by case basis as
the flow features requiring varying mesh resolution levels
differed across the cylinder temperatures and whether natural
convection occurred or not. For example, the pure conduc-
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Figure 4: Melting interface profiles for Tw = 2.3◦C, comparing
simulation with experiment using paired dimensionless
times of τ = 0.039, 0.172, 0.223, 0.350 and 0.524 (ex-
tending outward from the cylinder respectively).

tion case achieved mesh independence with a coarser mesh
than the cases where natural convection occurred; recircula-
tion of the flow needed to be resolved. Similarly, the mesh
time step was converged for each case.

Inverted pear-shape (T < 8.0 ◦C)

A low cylinder temperature of Tw = 2.3 ◦C (Ste = 0.029,
Ra = 6700) was chosen such that the coldest water had the
lowest density (below the density inversion point). The melt-
ing interface, shown in Figure 4, initially advances concent-
rically from the cylinder at the same rate as the uniform dens-
ity case (Figure 2).
Buoyancy driven flow develops as the melt volume increases
causing recirculation as shown in Figure 5. The warm water
sinks (due to the density variation specified via Equation 3),
enhancing the melting rate at the base causing an inverted
pear-shape form.
Molten ice volume over time is shown in Figure 6 where
both our simulation and the experiment (White et al., 1986)
closely follows the uniform density during the early stages
of melting. This uniform density approximation begins to
deviate at τ≈ 0.2 where the fluid heat starts to be transported
by natural convection in addition to conduction, causing the
approximation to underestimate V .
A spike in V at τ = 0.223 was observed in the experiment
(Figure 6) which was not featured in our results. However,
the slope of V with τ match closely between the final two ex-
periment data points and the second half of our simulation.
Furthermore, the shape Ri(θ) closely resembles the experi-
ment but lags slightly behind in time.

Upright pear-shape (T > 8.0 ◦C)

The final case included the density inversion effects of wa-
ter by prescribing a cylinder boundary temperature of Tw =
14.1 ◦C (Ste = 0.178, Ra = 7400). The melting interface for
this case also begins with a concentrically evolving profile as
shown in Figure 7.
A thermal plume develops as the molten ice volume increases
and this plume generates two counter-rotating vortices as
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Figure 5: Streamlines for Tw = 2.3◦C at τ = 0.524.
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Figure 6: Molten ice volume over time with Tw = 2.3◦C.
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Figure 7: Melting interface profiles for Tw = 14.1◦C, comparing
simulation with experiment using paired dimensionless
times of τ = 0.045, 0.122, 0.177, 0.272 and 0.370 (ex-
tending outward from the cylinder respectively).
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Figure 8: Streamlines for Tw = 14.1◦C at τ = 0.370.
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Figure 9: Molten ice volume over time with Tw = 14.1◦C.

shown in Figure 8; these vortices were also observed in ex-
periments (White et al., 1986). This rising warm water and
corresponding vortices causes an upright pear-shape profile
to emerge.
The molten ice volume deviates from the uniform density
approximation earlier for this warmer case as shown in Fig-
ure 9. The ice melting rate observed in the experiments ap-
pear to exceed that of by pure conduction even in the early
stages of the process at τ = 0.045 whereas our simulations
follow this rate until τ≈ 0.1. Similar to the low temperature
case, the slope of V with τ match reasonably well between
the experiment and our simulations during the natural con-
vection dominated heat transfer regime.
Instantaneous interface profiles match closely with the exper-
iment (Figure 7) but are out of sync; slightly lagging in time.
Small asymmetric features were observed in the experiment
during the final time snapshots whereas our simulations pre-
dicted symmetric profiles about the vertical plane.

DISCUSSION

The solid-liquid interface advanced radially outward from
the heated cylinder in all cases; causing a monotonically in-
creasing melt volume. Resolidification of the molten ice was
not allowed in our model as a positive temperature gradient
was present at the interface boundary (since T > Tf through-
out the domain); and resolidification was not observed in ex-
periments (White et al., 1986). The conduction only case ex-
hibited uniform melting rates as a function of θ, resulting in
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Figure 10: Variation of the local and total Nusselt numbers over
time for the inverted pear-shape case (Tw = 2.3◦C).
Angle θ is measured from the base of the cylinder and
is positive in the anti-clockwise direction.

concentric interface profiles, whereas the other two cases in-
volving natural convection featured eccentricity in their inter-
face shapes beyond the initial conduction dominated period.
The location of eccentricity was determined by the oppos-
ite direction of the thermal plume: either above or below the
cylinder.
The local Nusselt number around the melting interface was
defined as

Nui =
Ri

Tf −Tw

dT
dn

∣∣
i (13)

where an area averaged radius of Ri =
√

Ai/π was used to ac-
count for the time-dependent expansion of the domain. Fig-
ure 10 shows that the total heat transfer rapidly decreases in
the early stages as the conduction heat transport mechanism
accelerates the melting process. Heat transfer was uniform
around the cylinder up until τ ≈ 0.05 where the local angle
dependent Nu numbers split and natural convection begins
to develop. However, the melt volume rate deviates between
the two cases at τ≈ 0.2 (Figure 6) indicating that the average
melting rate is similar, regardless of the non-uniform melting
rate, for 0.05 < τ < 0.2. Average Nu appears to plateau to-
ward the end of the simulation (τ > 0.6), indicating that an
equilibrium of the melting rate has been reached; also shown
as the slope of V with τ in Figure 6.
Heat transfer by conduction dominated the early stages of the
process and natural convection became a significant factor as
the molten ice volume expanded, allowing recirculation to
occur (Figures 5 and 8). Experiments observed a spike in
the rate of melting at the transition between the conduction
and natural convection dominated heat transfer regimes. Our
simulations did not capture this counter-intuitive local spike,
possibly due to our simplified assumptions including 2-D
steady flow. Local transient fluid motion induced from the
transition from conduction to natural convection (unsteady
flow) or 3-D effects may have been responsible for this en-
hanced melting rate. White et al. (1986) observed 3-D vor-
tex motion in the later stages of the melting process causing
ripples around the interface along the cylinder axis.
Standard uncertainties in measurements (either explicitly or
implicitly via perturbing the rig) and values used for the
thermophysical properties are other possible sources for the
quantitative discrepancy between simulations and experi-
ment. Melting rates and flow features are highly sensitive to
the temperature of the heated cylinder. However, it is import-
ant to note that the interface shapes closely match throughout

the melting process; and only the time dependent interface
evolution at the flow regime transition differs.
The Rayleigh numbers of the two pear-shape cases involving
natural convection were similar: 6700 (inverted) and 7400
(upright). However, each case was either side of the density
inversion point of water. The inverted pear-shape had a posit-
ive monotonic relationship of density to temperature yielding
a relatively simple recirculation flow pattern on each side of
the pear. In contrast, the upright pear-shape encompassed the
density inversion point causing more complex flow features
such as counter-rotating vortices above the cylinder separ-
ated by the thermal plume (Figure 8). An instability of the
thermal plume was observed in the experiment (White et al.,
1986) at τ ≈ 0.3 as the melt layer grew. These instabilities,
and any unsteady flow features, are absent in our steady state
model which could explain the discrepancy between the melt
rates from τ = 0.3 for the Tw = 14.1 ◦C (Figure 9).
We assumed the flow field was in steady state for each
discrete flow domain update (mesh step). The streamlines
shown in images produced with an interferometer during the
experiments (White et al., 1986) indicate a mostly symmet-
ric and steady flow field. However, slight perturbations and
unsteady behaviour could cause greater heat mixing lead-
ing to faster melting, particularly for the Tw > 8.0 ◦C case.
For example, assuming 2-D steady flow significantly overes-
timates the skin friction in the wake of an eroding cylinder
evolving to a different shape than that of simulating with 3-
D unsteady flow (Hewett and Sellier, 2017). Another step
would be required for including these unsteady effects: the
time-averaged wall temperature gradient must first be estab-
lished before calculating vi or the mesh would be deformed
based on instantaneous local transients.

CONCLUSION

Numerical simulations were used to model the classical
Stefan problem around a heated horizontal cylinder near
the density inversion point of water by modelling both con-
duction and natural convection heat transfer. The melting
front was explicitly tracked with a dynamic mesh and a
node shuffle algorithm was employed to retain mesh quality
through significant mesh deformation.
Heat transfer by conduction was dominant for the early
stages of melting and natural convection played an important
role as the melt zone increased. A stable steady flow field was
found for the case below the density inversion point whereas
a more complex and less stable flow was simulated when
including the density inversion point. Pear-shaped melting
interfaces developed as a thermal plume from the heated cyl-
inder interacted with the solid-liquid boundary.
This paper provides a validation for modelling Stefan prob-
lems by tracking the melting front interface using only the
local temperature gradient and fluid properties. The con-
stitutive relation, along with the tools for handling the mesh
deformation, form a useful approach for simulating this melt-
ing boundary problem found in latent heat thermal energy
storage systems. This approach can also be applied to other
scenarios of moving boundary problems.
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ABSTRACT 

Flow dynamics of liquid steel within the Continuous 
Casting (CC) mould are critical for process stability and 
the quality of final products. An “optimal” flow 
provides enough circulation of the metal to avoid 
freezing, but it is stable enough to avoid defects during 
solidification. This requires a trade-off between speed 
and stability that is difficult to achieve for the variety of 
conditions faced by the Scandinavian steel industry 
(e.g. small orders with high variability in size and steel 
grades). This is difficult to address with typical CFD 
models used by the industry and suppliers for design of 
flow control devices (nozzle, stoppers, etc.), since flow 
optimization requires a better understanding of the level 
instabilities inside the mould (i.e. free surface) and its 
highly turbulent behaviour. Consequently, CC requires 
advanced multiphase models as well as accurate 
turbulent and time scales resolution.  
The investigation presented uses a multiphase approach 
(Volume of Fluid, VOF + Discrete Phase Modelling, 
DPM) to solve the molten steel and argon injection 
within the mould combined with Large Eddy Simulation 
(LES) to improve the resolution of turbulent scales 
compared to typical 2-equation models. CFD 
simulations were successfully validated with results 
from a Continuous Casting Simulator using a low 
melting point alloy. Then, these tools were used to 
design and test different SEN types for various mould 
sizes in order to optimize their flow pattern and 
performance in the mould. The project included a 
comprehensive set of plant trials at an industrial caster 
to validate/calibrate model predictions, test nozzle 
resistance and explore process improvement 
opportunities. 
 
Keywords: Numerical modelling, Continuous Casting, 
SEN, LES, design, optimization. 

NOMENCLATURE 

𝑔, Gravitational acceleration [𝑚 𝑠2⁄ ] 

𝜙, Velocity potential [𝑚2 𝑠⁄ ] 

{𝑑, 𝑎, 𝑏}, Spatial lengths [𝑚] 

{𝑥, 𝑦, 𝑧}, Spatial coordinates [𝑚] 

𝜂, Surface offset [𝑚] 

𝑓, Frequency in Hz [1 𝑠⁄ ] 

)(dFd , Dimensionless scaling function 

𝜌, Density [𝑘𝑔 𝑚3⁄ ] 

D , Nozzle port diameter (mm) 

 , Nozzle port angle (mm) 

V , Velocity [𝑚 𝑠⁄ ] 

{𝑚, 𝑛}, integer numbers 

INTRODUCTION 

The Swedish steel industry currently operates in a niche 
market where orders are small and products can differ 
significantly in composition and size. Thus, steelmakers 
seek a deeper process understanding to enhance quality 
for short production runs. Common quality problems in 
CC are related to flow instabilities in the mould, which 
may cause slag entrapment and cracking due to 
differences in shrinking and solidification for the variety 
of slab sizes ordered by the customers. The movement 
of liquid steel within the mould is critical to process 
stability and quality of final products where an 
“appropriate” behaviour of the metal level ensures a 
minimum of defects during solidification (Dauby, 
2011). Therefore, there is a demand for a more flexible 
production where stable casting conditions are reached 
promptly to minimize defects. Consequently, the metal 
flow in the mould has been widely studied through 
simplified numerical models and physical models with 
water. Unfortunately, these approaches are not enough 
to capture the behaviour of the interface between metal 
and slag (e.g. single phase models) as well as the 
magnitude and frequency of level fluctuations at the 
interface due to different physical properties of liquid 
metal and water (e.g. water models).  Advanced 
multiphase models are an efficient tool to address these 
shortcomings as well as testing different mould and 
nozzle geometries in a cost and time efficient manner. 
The advanced simulations carried out in this 
investigation use LES (Large Eddy Simulation) coupled 
to a DPM (Discrete Phase Model) model developed by 
Olsen et al. (Olsen et al., 2009) for stirred ladles. This 
has been adapted to handle Argon gas injection in the 
nozzle and flow dynamics in the Continuous Casting 
mould (Ramirez Lopez et al., 2014).  
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The Continuous Casting (CC) process 

Continuous Casting is a process by which molten metal 
is poured from a ladle into a copper mould through a 
Submerged Entry Nozzle (SEN). The metal fills the 
mould and forms a solidifying shell which contains the 
liquid steel as it is slowly pulled out at a specified 
casting speed (𝑚/𝑚𝑖𝑛). Slag is added on top of the 
mould forming a slag-metal interface which prevents 
direct contact with air to avoid re-oxidation. As the 
strand is drawn out, it is bent by a series of cylindrical 
rolls. Once the strand has completely solidified it is cut 
into slabs by a gas torch. Figure 1 presents an overview 
of the CC process where red represents liquid metal, 
blue illustrates the solidified shell in the strand and grey 
represents the slag cover. 

 
Figure 1: CC-Mould process. 

Numerical modelling 

There are several complex physical processes acting 
simultaneously in the mould during casting. Firstly, 
there is a strong recirculating flow of liquid steel which 
is determined by the nozzle shape and mould size. 
Secondly, the injection of Argon (small bubbles, 
typically <5 mm in ) affects the main flow and 
disturbs the metal level as they leave the surface. 
Additionally, the slag acts as a semi-wall by dampening 
the fluctuations at the slag-metal interface (Pericleous et 
al., 2010). This behaviour is highly dependent on the 
SEN design, mould and casting conditions. 
Furthermore, in some cases, external fields such as 
electro-magnetic breaking and/or stirring can be used to 
modify the flow. However, a model able to capture each 
of these phenomena to the smallest detail is not feasible 
for industrial application. Therefore, several 
simplifications have to be made in order to achieve 
predictions with enough accuracy at a reasonable 
computational cost. These include the following: 
 

 Viscosity and density variations with 
temperature do not affect to a large extent the 
flow in the mould. Thus, the flow is assumed 
to be isothermal. 

 The mushy zone close to the solidified shell in 
the mould walls can be approximated by a 
non-slip wall. 

 The hydrostatic pressure and temperature 
variations in the liquid steel do not affect the 
Argon bubbles diameter significantly. 

 The mesh is adapted for computational 
efficiency. Thus, boundary layers are not fully 
resolved at the walls (e.g. not ensuring 𝑦+ ≈ 1) 
while time-step increments do not achieve 
Courant numbers below 1 in all of the 
geometry. However, it was concluded that an 
element count of ~2 Million cells provides a 
good compromise between accuracy and 
computational time for the available resources. 
A mesh study has been carried out to verify the 
accuracy of the simulations (Barestrand et al., 
2016). 

Figure 2 illustrates the geometry and different mesh 
zones for the model, (1) is a constant velocity inlet, (2) 
is a pressure outlet and (3) is a constant velocity outlet.  

 
Figure 2: Mould model geometry & coarse mesh. 

The mesh is completely conformal and joined by 
transition zones. It is highly refined at the metal level 
(red) and nozzle (green) to enable capturing of surface 
fluctuations and turbulence. The SIMPLE C-algorithm 
is used together with a Least Squares Cell Based 
gradient description for time-stepping. A body force 
weighted formulation was used for pressure, whereas a 
bounded central differencing is used for momentum. A 
second order upwind scheme is used for the volume 
fraction.  
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The following parameters were used for the LES 
(turbulence), VOF (Eulerian frame) and DPM 
(Lagrangian frame) sub-models for solving the Navier-
Stokes equations: 

 Large Eddy Simulation 
o WALE Subgrid model 
o WALE constant (Cw = 0.325) 

 VOF: Eulerian frame type model 
o Implicit body force  
o Dispersed interface 
o Constant interfacial surface tension 

 Discrete phase model: 
o Updated every third time-step 
o Coalescence 
o Custom User Defined Function (UDF) 

for drag-force 
 Two-way coupling interaction between 

continuous phase (steel) and Disperse phase 
(Argon bubbles) including turbulent 
interactions.  

Further details on the standard solver are not discussed 
here in detail since they can be found in the ANSYS-
FLUENT theory manual (ANSYS-Inc., 2013) while 
specific changes to the solution procedure and User 
Defined Functions can be found in a detailed report 
(Barestrand et al., 2016). ANSYS-FLUENT was 
executed on a 128 core cluster. 

Physical modelling 

A numerical model that aims to incorporate all the 
phenomena described previously needs substantial 
amounts of data for validation. This was partly done at a 
Continuous Casting simulator located at Swerea 
MEFOS. The simulator is based on a low-melting point 
alloy with similar properties to liquid steel. The 
properties used in the CFD simulations for steel and the 
low melting point alloy in the casting simulator is 
presented on Table 1.  

Table 1: Casting Simulator Details and material properties 

Continuous Casting Simulator specifications 
Mould size 1.2 x 0.22 x 0.9 m 

Tundish (metal 
holder) h = 0.7-0.9 m 

Argon flow rate Variable : up to 12 lit/min 
Immersion depth Variable within  150 mm 

Bi-Sn alloy (MCP-137) & liquid steel 
properties 

 
viscosity,  

 
(Pa-s x10-3) 

density, 
 

(kg/m3) 

kinematic 
viscosity,  

 
(m2/s x10-6) 

Steel 
(1500 C°) 6.28 7193.7 0.9 

MCP 137 
(150 C°) 10.7 8580 1.25 

MCP 137 
(170 C°) 8.6 8580 1 

 
Further details on the CC simulator were presented 
previously at CFD 2014 in Trondheim (Ramirez Lopez 
et al., 2014) (Figure 3).  

 

Figure 3: CCS-1.5 Continuous Casting SimulatorThe 
CC simulator was used to test two different SEN types; 
namely mountain and cup, based on the shape of the 
bottom of the nozzle and ports (Figure 4). The mountain 
and cup types are designated M and C, respectively. 

 
Figure 4: Mountain & Cup nozzle geometries and design 

parameters. 

Experiments were carried out for all the casting 
conditions in the operational range of the industrial 
caster under investigation as well as testing the 
resistance and performance of the new nozzle designs. 
The industrial mould size varied between 1200 mm to 
1680 mm in width and 220 mm to 290 mm in thickness, 
whereas validation in the CC simulator was carried out 
in a mould with 1200 mm width and 220 mm thickness 
for both nozzles. An optical probe was used for 
characterization of the surface fluctuations by means of 
a distance measurement with high acquisition rate, 
which resulted in reliable evaluation of the surface 
behaviour for the different nozzles and casting 
conditions (Figure 5a). The signal accuracy of the probe 
is up to 0.4 𝜇𝑚 with a sampling frequency of 1000 𝐻𝑧. 
The probe was positioned at half the distance between 
the mould short face and nozzle as well as in the middle 
of the thickness for all measurements (Figure 5b-5c). 

433



Forslund, Barestrand, Ramirez Lopez, Jalali, Olofsson and Roos 

 

Large transient events were discarded in the processing 
of these signals, which leaves only the short period 
variations (e.g. Ts<5s) to characterize the fluctuations at 
the metal interface. 

 
Figure 5: Measurement of fluctuations at the metal interface 

using an optical probe. 

Plant trials 

A variety of velocity and surface profile measurements 
were carried out during actual production runs at an 
industrial CC machine. The velocity measurements 
were done using the nail board method where a rack of 
nails is dipped for a few seconds in the mould between 
the nozzle and narrow side. The steel forms a solidified 
tip whose profile can be related to the velocity and 
direction of the steel flow at that moment (Figure 6) 
(Liu et al., 2011). 
 

 
Figure 6: Schematics of nail dipped into the molten steel-slag 

interface (left) and nail board rack (right). 

The velocity of the liquid metal at the nail position may 
be approximated by the formula. 

g
Vh
2

2

       (1) 

Where 𝛥ℎ is the difference in height between the two 
sides of the nail; 𝑉 is the velocity at the interface and 
𝑔 is the gravitational acceleration. The nail board 
presented in Figure 6 (right) provides a 3x6 resolution 
map of the interface velocities. Furthermore, the main 
flow direction may be determined by measuring the 
positions of maximum and minimum height of 
solidified tip on the nail. These measurements were 
used as basis to validate the velocities and level 
fluctuations measured in the Casting Simulator and 
CFD models. 

Analytical model 

The analytical behaviour of surface waves has been 
extensively studied for liquids with a free surface 
(Lighthill, 2001). Thus, the free surface frequencies of 
the metal in the mould can be derived by assuming two 
completely inviscid fluids with density ( and 

𝑥
) 

separated by an interface (𝑧 =  0) confined into a 
rectangular geometry of  𝑆𝑖𝑧𝑒𝑖 = {𝑎, 𝑏, 𝑑}. The velocity 
potential in the fluids may be regarded as a general 
function dependent on spatial position and time. 
Further, it may be also assumed to be separable; so, the 
velocity potential can be written as: 

)()()()(),( tzyxtx tzyxj      (2) 

Naturally, the velocity potential needs to satisfy the 
continuity equation since an incompressible fluid is 
assumed. Thus, this can be written as:  
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If a new variable   is introduced to represent the offset 
of the surface from position 𝑧 = 0, the boundary 
conditions for the domain can be written as: 
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Where 𝑎 represents the width of the geometry 
containing the fluid, 𝑏 is the length and 𝑑 is the depth. 
The last condition for the interface comes from 
Bernoulli’s equation for unsteady flows:  
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Linearizing this equation (omitting 2)(  ) gives the 
final boundary condition for Equation 6: 
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The derivation is straightforward by inserting 
Equation 2 into Equation 3. An oscillatory solution with 
the frequency (Equation 7) is obtained after applying the 
boundary conditions (Equations 4 and 6): 
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Where 𝑎 and 𝑏 are the side lengths (e.g. mould width 
and thickness) and 𝑔 is the gravitational acceleration. 
Note that this expression only holds true when there is 
significant density differences between the fluids 
(e.g. water and air). The frequencies obtained through 
this equation are the eigenfrequencies at which the 
liquid steel within the mould resonates. These 
frequencies are independent of viscosity, density and all 
other properties of the fluid (i.e. these are only a result 
of the interaction between continuity and body forces).  
The general expression for the eigenfrequencies, 
ignoring the mould depth can be written as in 
Equation 8: 
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Uneven whole numbers in this equation represent the so 
called “sloshing frequencies”, while even modes 
represent “symmetric frequencies” as observed in Figure 
7. Generally even modes are induced by symmetric flow 
features and uneven modes by asymmetric structures 
(such as jet oscillation)(Gupta et al., 1997). 

 
Figure 7: Sloshing and symmetric mould frequencies. 

These frequencies naturally resonate with the mould and 
may lead to amplification of the surface waves 
(i.e. interface fluctuations in the mould); thereby, flow 
patterns in these frequency ranges must be avoided. 
Additionally, these frequencies affect the circulation 
time and roll frequencies. Ultimately the nozzle design 
affects all these flow structures and plays a major role 
on how these frequencies are induced. 

RESULTS & VALIDATION 

Overall flow patterns 

Processing of CFD results is quite complex since it must 
portray the long-term behaviour of the flow pattern as 
well as its frequency fluctuations without simple 
averaging of the data. Figure 8 presents a volume render 
of velocities, eddy viscosity and Argon bubbles 
(i.e. DPM-distribution) for the 1200 x 220 mm mould. 

 
Figure 8: Volume render of velocity (left), eddy viscosity 

(centre) and Argon bubble distribution (right) for a 
1200mm×220mm mould with M-type nozzle. 

Steel interface 

The steel surface behaviour is of particular interest since 
the validation depends on the surface behaviour; thus, 
an iso-surface was used to define the steel-slag interface 
at VOF=0.5 steel fraction (Figures 9 and 10).  

 
Figure 9: Standard Deviation of metal level fluctuations at the 

free surface. 

 
Figure 10: Averaging of metal level fluctuations at the free 
surface (red denotes an increase in level and blue denotes a 
decrease in level). 

The surfaces in Figures 9 and 10 were extracted at a rate 
of 40 Hz and contain the height of the fluctuations 
measured from a steady reference level 0.0. (red denotes 
an increase in level and blue denotes a decrease in 
level). Figure 9 clearly indicates that the main source of 
surface fluctuations is the dissipation of momentum at 
the narrow sides as well as the bubble departure 
positions. Figure 10 indicates that the most prominent 
surface feature is the standing wave sending metal 
upwards due to momentum in the narrow walls and the 
neighbouring valley (i.e. level depression). This is an 
interface feature that was confirmed during the plant 
trials. 

Argon bubbles  

The Discrete Phase Model (DPM) is able to predict the 
argon distribution and flow differences for the various 
mould sizes. However, there is no method available to 
map the bubble departure positions during industrial 
operation and/or liquid metal experiments. Therefore, 
the results are only indicative of the possible argon 
behaviour in the mould.  
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Nevertheless, the flow and velocity patterns observed 
during plant trials and experiments are similar to those 
predicted in the CFD simulations. This could well 
indicate that the argon model predictions are in line with 
the actual flow patterns in the mould. Bubble departure 
positions and termination points are presented in 
Figures 11 and 12, respectively. Figure 11 indicates that 
the bubble departure positions are spread more evenly 
for the larger geometry while bubbles tend to cluster 
around the nozzle for smaller moulds. This is mainly 
due to the different jet velocities for the widest (1680 

mm) and narrowest (1200 mm) moulds. Bubble 
termination points in the x-y plane (parallel to the wide 
walls) are shown in Figure 12 where termination points 
indicate coalescence or escape. Results show that 
smaller geometries produce more coalescence in the 
upper part of the nozzle, while bubbles are more evenly 
distributed for larger geometries. This suggests that the 
residence times for smaller moulds are significantly 
larger, which allows more coalescence.  
 

 
Figure 11: Scatter plot of bubble departure positions coloured by dimensionless concentration (upper) and particle mass (lower). 

 
Figure 12: Bubbles termination points: y≈0.1 indicates escape while y< or y> 01 indicates coalescence  

(bubbles coloured by mass at termination).
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Nozzle frequency signature 

Predictions show that nozzle performance is the main 
deciding factor for the length, distribution and 
periodicity of stable flows within the mould. 
Furthermore, each particular flow pattern gives rise to a 
Nozzle Frequency Signature (NFS) which varies with 
design, mould geometry and casting speed. Examples of 
these frequency signatures are presented in Figure 13. 

 
Figure 13: NFS for mountain and cup nozzles. 

The main nozzle variables which affect NFS for a given 
mould and casting speed are: 
 

 Inlet angle 
 Inlet diameter 
 Type (Mountain or Cup) 

Frequency comparison 

Table 2 presents the predicted frequencies from 
analytical and numerical modelling compared to the 
actual frequencies measured in the physical caster. 

Table 2: Frequency comparison in Hz 

 

Results in Table 2 show a good agreement between 
Theoretical, Numerical and Experimental frequencies, 
which indicates the validity of the CFD and analytical 
models developed. Nevertheless, the offsetting of the 
modelling results towards lower frequencies reveals 
possible over relaxation as observed in Figure 14. The 
CFD predictions were further improved by disabling the 
sharp interface and interfacial anti-diffusion, which 
provides an excellent match for the Simulator 
frequencies in Table 3. 

Table 3: Frequencies from numerical models in Hz (1/s). The 
number after C or M denotes the port diameter d in mm, while 

the inlet angle in θ degrees is next. Frequencies in bold 
numbers have higher amplitudes. 

 
Substantially better agreement between models and 
experiments are evident by comparing these frequencies 
to the physical caster in Table 2. This means that anti-
diffusion algorithms should be avoided when modelling 
mould frequencies and determining the NFS 
numerically 

Figure 14: Sharp interface numerical model frequencies compared to physical. 
 

Peak # 1 2 3 4 5
Theoretical 0.8069 1.1412 1.3977 1.6140 1.8045
Numerical 0.7688 1.118 1.246 1.409 1.491
CCS-1.5 0.75 1.16 1.35 1.62 1.74

Peak # 1 2 3 4 5
1200x220 - C 65-15 0.778 x 1.328 1.612 1.745

1200x220 - M 65-15 0.709 1.211 1.471 1.588 1.720
1200x220 - M 70-15 0.782 1.148 1.339 1.61 1.739
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Surface velocity comparison 

A comparison between surface velocities in the CFD 
models and plant measurements is presented in 
Figures 15 and 16. A dispersed phase formulation is 
used in Figure 15 for the velocity gradient resulting in 
poor agreement due to the dispersive layer. In contrast, 
a sharp anti-diffusive interface formulation is used in 
Figure 16 resulting in excellent agreement. 

 
Figure 15: Interface velocities for the dispersed phase 

formulation compared to plant measurements. 

 
Figure 16: Interface velocities for sharp anti-diffusive 
interface formulation compared to plant measurements. 

 
 

DISCUSSION 
The combination of LES+VOF+DPM seems suitable to 
predict the phenomena inside the mould and casting 
nozzle for different Argon loads and casting speeds. 
However; at this stage, the model does not account for 
bubble breakup which is expected to have a minor 
influence in the flow pattern (i.e. larger bubbles with 
more buoyancy would have a stronger effect on the 
flow). The surface velocity comparison shows that a 
non-dispersive model should be used in order to capture 
interface velocities with high accuracy. This is the 
opposite of the surface frequency results in the previous 
section. This requires further investigations and work is 
being carried out by the authors to explain and elaborate 
on these findings.  
Ultimately, the aim of the present model is to find 
optimal conditions for caster operation which includes 
the ideal bubble size (to avoid entrapment of the 
bubbles in the solidifying shell). However, this requires 
coupling of LES with a more complex solidification 
model as those presented by the authors for a simpler 
turbulence model; k-epsilon (Ramirez Lopez et al., 
2014). This would also imply a non-isothermal solution 
with the subsequent thermal gradient effects on the 
continuous and dispersed phases (e.g. gas expansion, 
increased lift, convective effects, etc.). However, it is 
expected that these have a minimum impact on the flow 
since the argon temperature is already close to steel 
when reaching the injection point as observed by 
(Iguchi et al., 1995) while the same minor influence  
can be expected for the convective effects since the 
inertial forces in the mould are considerably greater than 
any velocities induced by changes in density of the 
liquid steel. Even if those become more important 
towards the end of solidification further down the 
strand.  

CONCLUSIONS 

The present investigation compared results from 
numerical and analytical models developed for 
Continuous Casting with Industrial trials and 
experiments on a Casting Simulator. The following 
conclusions can be drawn from these comparisons:  
 

 Eigenfrequencies in the mould are almost 
exclusively dependent on the mould geometry, 
except for offsets in the frequency created by 
small differences in flow features. These are 
caused by minor changes in the nozzle design 
(e.g. port angle and diameter). 

 The nozzle performance can be characterized 
by a Nozzle Frequency Signature (NFS) which 
varies between mould sizes and casting speed. 

  The NFS can be evaluated using numerical 
methods validated on the Casting Simulator in 
liquid metal. This allows for a quick and 
efficient way to test the performance of a 
nozzle for a given geometry as well as finding 
optimal casting conditions. 

 The analytical approach developed for 
prediction of frequencies in CC is in very good 
agreement with experiments and simulations, 
confirming the existence of the NFS.  
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 All measurements performed in the CC 
Simulator clearly show the presence of 
eigenfrequencies, although the uneven modes 
are offset compared to the theoretical ones by 
an average 0.06 Hz. 

 It was confirmed that the amplitude of the 
eigenfrequencies is dependent on nozzle 
geometry, while the mode amplitudes are 
dependent on casting speed. 

 The dispersed iso-surface VOF model for level 
monitoring and frequency analysis is proven to 
better capture the resonance frequencies. 
However, the sharp interface anti-diffusive 
interface formulation provides a better 
agreement with the interface velocities 
measured industrially.  

 The major flow features can be captured using 
a relatively coarse mesh aiding computational 
efficiency. 

A deeper study is undergoing to study the dependence 
of the flow patterns on different nozzle parameters such 
as how the interface, jets and argon-distribution are 
affected by changes in diameter and inlet angle of the 
nozzles. 
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ABSTRACT
Coil-wound heat exchangers (CWHE) are commonly adapted in
process engineering for the efficient transfer of heat between fluids
which feature wide temperature and pressure ranges. The field
of application for this apparatus ranges from heating or cooling
of single-phase flows, over the evaporation or condensation of
fluids, to the utilization as isothermal reactor. Due to their large
specific heat transfer area accompanied by a compact design,
coil-wound heat exchangers are widely used in various process
plants (e.g., LNG plants). Depending on the application, two-
phase flows may occur at both, the tube- as well as the shell-
side of the apparatus. For the design of a CWHE, the fluid and
thermodynamic processes in the unit are commonly represented by
a system of one-dimensional correlations. This approach implies
uniform thermohydraulic conditions on horizontal cutting planes of
the exchanger. Fluid and thermodynamic effects in the apparatus
which result in radial parameter variations are inaccessible to these
conventional design tools. To this end, a multidimensional CFD
model has been established to enhance the representation of fluid
and thermodynamic phenomena in CWHE design. The shell-
side of the CWHE and all tube-side sections are each numerically
represented by separate domains which are coupled by source terms
to account for the thermodynamic interaction between tube- and
shell-side. In each flow region, the hydraulic effect of the tube
bundle is modeled as a porous medium with corresponding fluid
dynamic characteristics. The gas-liquid dynamics in each flow
region is modeled based on an Euler-Euler approach. Unlike
classical Euler-Euler models, local phase fractions and fluid
properties are calculated from species relations as well as pressure
and temperature fields. This model framework is augmented by
locally evaluated correlations for pressure drop and heat transfer
to account for apparatus internals and thermal coupling. The
models for gas-liquid interaction forces are derived from standard
correlations and augmented by findings from detailed CFD studies.
Remaining parameters are specified by a parameterization study
based on experimental findings.

Keywords: process industry, heat exchanger, multiphase heat
transfer, Euler-Euler approach.

NOMENCLATURE

Greek Symbols
α Phase volume fraction, [−]
ε Porosity, [−]

ρ Mass density, [kg/m3]
τ Stress tensor, [N/m3]

Latin Symbols
a Velocity profile coefficient, [−].
A Area, [m2].
C Model constant, [−].
~f Volumetric force, [kg/ms2].
g Gravitational acceleration, [m/s2].
p Pressure, [Pa].
~u Velocity, [m/s].

Sub/superscripts
ax Axial.
cent Centrifugal force.
g Gas.
h Homogeneous.
i Phase indicator.
j Phase indicator.
l Liquid.
li f t Lift force.
rad Radial i.

INTRODUCTION

In various process engineering applications coil-wound heat
exchangers (CWHE) are adopted for the efficient transfer of
heat between fluids. The potential operating conditions of
this type of apparatus feature a wide range of temperature and
pressure levels and the transfer of heat between multiple fluid
streams can be realized in one heat exchanger. CWHEs are
specifically robust to transients of flow properties (Pacio and
Dorao, 2011) and are characterized by a large specific heat
transfer area per volume in combination with a comparably
compact design. In a CWHE, multiple layers of tubes
are wound helically around a central pipe (see Fig. 1)
where several tubes are grouped into sections with varying
fluid streams. Apparatuses with up to 10,000 tubes enable
complex heat exchange processes with heating surfaces
of 30,000 m2 and more. Maximal bundle diameters of
approx. 5,500 mm and unit heights up to 20 meters can be
manufactured. (Walter et al., 2014)
In many large scale plants for the production of liquified
natural gas (LNG) CWHEs represent a key equipment. In
these applications, the gaseous natural gas is fed to tube
sections at the bottom of the apparatus and is cooled,
liquefied or subcooled while streaming upwards. In the

441



T. Acher, M. Knaup, K. Braun, H. Zander

remaining tube sections the refrigerant is precooled by
streaming concurrent to the natural gas. Subsequently, the
refrigerant is applied to the top of the shell-side as a dispersed
two-phase stream which evaporates while streaming towards
the bottom of the CWHE. The natural gas liquification is
driven by the complex thermodynamic interaction across the
tube bundle with the multiphase flow at the shell-side of the
CWHE. The gas-liquid flow characteristics determine local
heat transfer and affect the efficiency and functionality of the
entire apparatus.

tube-side inlet

tube-side outlet

shell-side outlet

shell-side inlet

Figure 1: Exemplary sketch of a coil-wound heat exchanger.

In general, one-dimensional correlations are applied to
represent fluid and thermodynamic processes in order to
design CWHE apparatuses (Wang et al., 2015). Merely axial
variations of thermohydraulic parameters are captured by
this approach while radial parameter variations, specifically
fluiddynamic inhomogeneities, are neglected. In order to
incorporate these potentially influential phenomena a two-
dimensional CFD model has been developed. The following
sections explicate this approach, specifically the gas-liquid
flow representation as well as the effect of radial varying
geometry parameters at the shell-side. Remaining model
constants are specified by parameterization and CFD model
results are presented.

CFD MODEL DESCRIPTION

A numerically efficient representation of the CWHE is
realized by the consideration of a two-dimensional cross-
section of the cylindrical form (see Fig. 2). While assuming
rotational symmetry of the apparatus, radial variations of
thermohydraulic parameters are represented by this modeling
setup. The individual fluid dynamic regions on the shell-
side and the tube-side of the CWHE are reflected by
separate simulation domains, where multiple tube sections
are represented individually. To model the heat transfer
between the shell- and the tube-side the independent flow
regions are thermodynamically coupled by respective source
terms and the hydraulic effect of the tube bundle is
represented as a porous medium with corresponding fluid
dynamic characteristics. This setup enables a coherent
decomposition of the numerical meshes of the individual
domains to allow for an efficient computation on multiple
processors.

shell-side tube-side︷ ︸︸ ︷
section 1 section 2 section N

Q̇

Figure 2: Two-dimensional representation of the CWHE with a
shell-side domain and multiple tube sections (Göll et al.,
2013).

The fluid dynamics at both the tube- as well as the shell-
side of the CWHE are modeled by an Euler-Euler approach
(e.g., (Drew and Passman, 1999; Ishii and Hibiki, 2010))
since two-phase flows may occur at any flow region. The
respective transport equations for momentum read

∂

∂t
αiρi~ui+∇ ·αiρi~ui~ui =

−αi∇pi +∇ ·αiτi +αiρi~g+~frad,i +~fh,i (1)

where αi, ρi, ~ui and τi denote the volume fraction, density,
velocity and shear stress tensor of phase i. The fluid
dynamic interaction between gas and liquid as well as the
flow resistance in the porous media are modeled by the phase
specific body forces in axial direction fh,i and radial direction
frad,i.
The Euler-Euler CFD solver twoPhaseEulerFoam of the
program package OpenFOAM represents the basis for the
model implementation which is interfaced to submodels for
the evaluation of local void fractions and fluid parameters,
pressure drop in the porous media and transferred heat
between flow regions (see Fig. 3). In contrast
to classical Euler-Euler models, local phase fractions
are computed from the local composition of chemical
species and thermodynamic conditions which requires the
inclusion of transport equations of the comprised species
instead of a respective formulation for local void fraction.
Local thermodynamic equilibrium is assumed to determine
relevant fluid properties (i.e. viscosity, density, thermal
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conductivity and surface tension) and phase composition in
each numerical cell based on local species concentrations
and thermodynamic relations (Jakobsen, 2008). Local
thermodynamic conditions are computed from the energy
transport equation which includes source terms for the heat
transfer across the simulation domains.
As depicted in Fig. 3 the evaluation of fluid parameters at
vapor/liquid-equilibrium in each numerical cell is realized by
coupling the CFD solver to Linde’s inhouse software. This
program is used for cell-wise conduction of flash calculations
(pH-flash) in order to evaluate local phase fractions and fluid
properties. Energy transport equation source terms which
represent heat transfer effects are based on one-dimensional
correlations used for CWHE design at Linde which are
determined by flow parameters and single- or two-phase
flow conditions. At the shell-side as well as at the tube-
side, the flow resistance due to the tube bundle is integrated
in the CFD model by a porous zone. The corresponding
pressure drop properties are evaluated from CWHE design
correlations analogous to the heat transfer calculations. For
additional information on the CFD model framework the
reader is referred to previous publications (Acher et al.,
2016).

heat
transfer

pressure
drop

fluid
properties

CFD solver
(steady state)

Q̇

p,~u, e

∆p|irr

local thermo-
dynamic

equilibrium

Figure 3: Depiction of numerical model components and their
interaction.

As mentioned above, potential radial variations of fluid
dynamic parameters might impact the heat transfer
performance of the CWHE. These non-uniformities can
originate from two-phase flow effects on the shell-side
of the apparatus. The consideration of these phenomena
necessitates the incorporation of submodels for an enhanced
depiction of gas-liquid flow conditions.

Two-phase flow model development

The shell-side of the CWHE features a gas-liquid flow which
is applied as a dispersed stream above the tube bundle and
evaporates on its way to the bottom of the apparatus. The
related thermohydraulic effects are commonly depicted by
empirical correlations which resort to pseudo-homogenous
parameters describing the multiphase flow. In contrast, in
an Euler-Euler context the prevalent retaining and interfacial
forces have to be modeled individually to yield phase-
specific velocity fields (see Fig. 4).
In order to ensure consistency with the pseudo-homogeneous
concept for a radially uniform flow field, the two-
phase pressure drop characteristics along the bundle are

fh fh,l fh,g

liquid gaseous liquid gaseous

Figure 4: Schematic depiction of the volume force acting on fluid
elements in a numerical cell (Knaup, 2015). Left:
pseudo-homogenous flow resistance. Right: phase-
specific flow resistance.

retained as specified by the one-dimensional model and the
homogeneous force field fh is divided into phase-specific
contributions fh,i:

fh,i =Ci fh =
fax,i

fax, j + fax,i
fh (2)

where the weighting coefficient Ci is a function of the axial
forces acting on the gas phase fax,g and the liquid phase fax,l
inside the tube bundle.
The axial retaining and interfacial forces for the individual
phases fax,g and fax,l are further subdivided according to the
bilateral interaction between gas, liquid and tube bundle. To
do so, a basic perception of the gas-liquid flow pattern in the
tube bundle is required. Figure 5 depicts the assumed liquid
flow structures on the shell-side of the tube bundle which are
comprised of vertical films enclosing the coiled tubes and
dispersed droplets between tube layers.

Figure 5: Sketch of the presumed gas-liquid flow conditions at the
shell-side of the CWHE bundle

Due to their fundamentally different characteristics with
regard to gas-liquid interaction the liquid film and droplets
are modeled independently. Hence, the axial phase-specific
forces at the shell-side are formulated as

fax,g = fgs + fgl,d + fgl, f , (3)
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fax,l = fls− fgl,d− fgl, f . (4)

Table 1 gives a description on each of the phase-specific
interfacial forces and states the modeling approach selected
for their evaluation. As the gas-liquid interaction fgl,d is a
function of the volume fraction of liquid droplets and drop
sizes these parameters are derived from model correlations
based on local fluid dynamic equilibrium considerations
(Sirignano, 2010; Ishii and Mishima, 1989). Consistent
to experimental observations, it is assumed that liquid
velocities are dominated by the film around the tubes
as the volumetric contribution of droplets is considered
subordinate. This conception arguably justifies the adoption
of simple approaches for the evaluation of droplet sizes and
local volume ratios of droplet to film. Yet, this assumption is
further validated by detailed 3D CFD simulations presented
below.
Analogous to the representation of phase-specific axial
forces the numerical model includes a formulation for radial
volume forces frad,i in the Euler-Euler momentum equations
Eqn. 1. Two prevalent mechanisms which induce radially
acting volume forces were identified based on experimental
findings, operational data analysis and detailed 3D CFD
simulation of single- and multiphase flows. Table 2 gives a
brief description of both the lift and centrifugal force. A more
detailed explication with a focus on the origin of both effects
with regard to the apparatus at hand is part of the following
subsections.
The phase-specific cumulated effect of radial fluid dynamic
processes is incorporated as

frad,l = fli f t,l + fcent,l , (5)

frad,g =− fli f t,g + fcent,g. (6)

The formulations for both radially acting forces fli f t,i and
fcent,i feature a model constant which has to be adjusted to
experimental findings and is further explicated in the last
section of this work.
The subdivision of retaining and interfacial forces fh,i,
explicated above, is a prerequisite to the evaluation of radial
fluid dynamic processes as the respective models for fli f t,i
and fcent,i depend on individual phase velocities ui. Locally
determined phase-specific velocities which are inaccessible
to common one-dimensional CWHE design correlations are
required to investigate radial inhomogeneity of the two-
phase flow on the shell-side of the apparatus. Radial
parameter variations in the CWHE can be ascribed to radial
inhomogeneity of the two-phase flow on the shell-side which
impacts the efficiency of heat transfer processes.

Incorporation of the centrifugal force

The helical motion of gas in between the coiled tube rows
as sketched in Fig. 6 effects a centrifugal force which
is directed radially outward independent of the tube layer
coiling direction. The gaseous flow pattern was confirmed
by three-dimensional numerical simulations of single-phase
flow through the resolved bundle geometry. It is assumed
that liquid droplets follow this spiral motion (analogous to
the flow in a cyclone used as a separator) and consequently
are subject to the centrifugal force in radial direction.

Incorporation of the lift force

The lift force effect is initiated from radial variation of the
axial gas flow velocity due to the geometrical inhomogeneity

Figure 6: Delineation of the helical gas flow alternating in
orientation for each tube layer. The arrows indicate the
direction of the gas motion.

of the tube bundle. To illustrate this connection, a section
of a CWHE tube bundle geometry for an experimental setup
is depicted in Fig. 7. It shows several layers of coil-wound
tubes in between the central pipe (i.e. the mandrel) and the
outer shroud of the apparatus. A constant distance between
tube rows and layers is maintained by tube spacers which are
depicted in Fig. 7 in an abstracted manner by vertical beams.
At different radii the spacers block varying portions of the
free space between two layers of wound tubes. This results
in a radial dependency of shell-side flow resistance which is
to be adopted in the numerical modeling.
The non-uniform blocking of the free area between tube
layers is represented in the CFD model via radially variant
values of porosity defined as the ratio of actual void area to
void area without any spacers:

ε =
Avoid−Aspacer

Avoid
(7)

Using this values of porosity a representative gas velocity for
a heat exchanger without spacers can be derived from the
local gas velocity:

ug,∞ =

(
1
ε

)a

·ug (8)

This velocity is the input for the calculation of the
homogenous flow resistance fh in equation 2 and leads to a
radially varying flow resistance generating a velocity profile
which can be adjusted by the coefficient a in equation 8.
The parameter a is deduced from single phase 3D CFD
simulations of the shell side flow through a representative
section with detailed resolution of the tube bundle geometry
as explained in the following section.

Submodel validation and parametrization

The aforementioned setup for the calculation of the gas-
liquid flow through a coil wound heat exchanger requires
many different sub-models, whose accuracy is crucial for
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Table 1: Considered phase-specific axial forces on the two-phase flow at the shell-side of the CWHE bundle

Description Evaluation method

Gas-solid interaction fgs
Retaining force on the gas flow by the

partial blocking of the flow cross-section
Evaluation from single phase pressure drop
correlation (Steinbauer and Hecht, 1996)

Liquid-solid interaction fls
Liquid film flow resistance

due to tube wall friction
Adaption of the Nusselt water skin theory

to flow across tubes (Rogers, 1981)

Gas-liquid droplet interaction fgl,d
Drag force on droplets

induced by the gaseous flow
Calculation from conventional

drag force model (Schiller and Naumann, 1935)

Gas-liquid film interaction fgl, f
Shear forces at the fluidic interface

between gas and liquid film
Effect is considered as subordinate

and therefore neglected

Table 2: Considered radial forces on the two-phase flow at the shell-side of the CWHE bundle

Description Evaluation method

Droplet lift force fli f t,i
Radial force on the droplet due to

inhomogeneous gas flow through the porosity
Determination from common lift force approach

with an adapted coefficient (Ishii and Hibiki, 2010)

Centrifugal force fcent,i
Centrifugal effect on liquid droplets
due to rotational motion of the gas

Definition of the centrifugal force on the droplet
with a model factor

Figure 7: CAD model of a section of an experimental CWHE tube
bundle with highlighted tube spacers. (Kiewat, 2015)

the correct prediction of the heat transfer inside the bundle.
These models were derived under several assumptions and
so have to be validated and parametrized with numerical and
experimental data.
For the numerical investigation a CFD simulation resolving
the gas-liquid and liquid-solid interface and most of the
turbulence spectrum is required. In this case, the Volume-
of-Fluid (VOF) method for the two-phase flow is coupled
with an LES approach for the description of turbulence.
With this approach the phase interaction and the effects
of turbulence are derived directly from the Navier-Stokes-
Equations instead of physical models.
The VOF approach is accompanied by a high computational
effort to resolve most of the relevant length scales. In this
case the smallest cell size was chosen to have a dimension of
about 10 micrometers to resolve the vast majority of expected
droplets. The total number of cells is decreased by limiting
the simulation domain to a representative cutout of a coil
wound heat exchanger using periodic boundary conditions
as depicted in Figure 8 for one tube layer.

Figure 8: Schematic depiction of the periodicities in one layer of
a coil wound heat exchanger (Bassfeld, 2017). Left:
periodicity in axial direction; Right: periodicity in
azimuthal direction.

To account for the interaction within the coil three layers
were considered in the simulation setup. To this end,
the non-overlapping boundaries resulting from the different
orientated slope in the layers were associated with periodic
boundary conditions as can be seen in Figure 9. As only
fluiddynamical aspects were examined here, the flow was
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regarded as incompressible without heat transfer from the
tube-side or vaporization of the shell-side flow.

Figure 9: Schematic depiction of the periodicities in radial
direction. (Bassfeld, 2017). Same colour indicates
periodic connection. For better comprehension also one
section above and below is depicted in transparent.

Figure 10 shows an instantaneous depiction of the liquid
phase distribution which is color-coded by the local velocity.
This confirms the current perception of gas-liquid pattern
in the coil as shown in Figure 5. Especially the droplets’
volume fraction of the whole liquid could be determined
to about 0.05, justifying the rather simple approach for the
droplet interaction in the previous section.

velocity (m/s)

Figure 10: Isometric view of the liquid flow inside the tube bundle.
(Bassfeld, 2017).

Most of the liquid is present as a falling film while the
reminder forms droplets which are generated by liquid
separation from film waves. These droplets are transported
away from the tube layer and cause the radial migration of
liquid. The accumulated effect is captured by the radial
fluid interaction submodels in the Euler-Euler context in an
abstracted manner.
The helical gas motion as sketched in Figure 6 is confirmed
by the averaged velocity field resulting from the VOF

simulation. Figure 11 depicts the respective azimuthal
component of the time-averaged gas flow indicating the swirl
flow pattern.

velocity (m/s)

Figure 11: Plot of the azimuthal velocity component of the gas
flow. (Bassfeld, 2017).

To determine the coefficients for the radial profile of the axial
gas velocity a single phase RANS simulation was performed.
The resulting profile is depicted in Figure 12. By adapting
the coefficient a in equation 8 to a value of 2.5 this velocity
profile could be reproduced in the Euler-Euler model.
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Figure 12: Plot of the axial velocity component of the gas flow
over the radius. Local velocity values are normalized
by average axial velocity.

To supplement the numerical data also an experimental
campaign was launched using a pilot scale CWHE (see
(Walter et al., 2014) for details). It completes the validation
data set for the measurement of the radial liquid distribution
for many different flow conditions with and without heat
transfer. These results were used for a parametrization study
in order to specify model constants in the definition of the
radial forces fli f t,i and fcent,i

MODEL RESULTS

The final model setup was then used to simulate various
experimental cases and the measured radial variation of the
liquid distribution below the tube bundle was used to validate
the CFD model setup.
The simulation results of the numerical model with a fixed
parameter set show good accordance with the experimental
findings for the entire spectrum of investigated fluid dynamic
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parameters. As an example, a comparison of numerical
and experimental results for two cases with strongly varying
vapor quality is shown in Figures 13 and 14.

Experiment

Simulation

Uniform

Outer Middle Inner
Figure 13: Liquid flow distribution at the bottom of the tube bundle

for an experimental case with high gas throughput.

Experiment

Simulation

Uniform

Outer Middle Inner
Figure 14: Liquid flow distribution at the bottom of the tube bundle

for an experimental case with low gas throughput.

CONCLUSION

A two-dimensional CFD model was introduced in the present
work to represent the thermo- and fluid-dynamic processes in
a coil-wound heat exchanger. Specifically the representation
of the gas-liquid hydrodynamics is explicated with a focus
on the incorporation of retaining and interfacial forces.
The model framework represents a modified Euler-Euler
approach adopting the concept of local thermodynamic
equilibrium to determine volume fractions and phase
properties. The local heat transfer across the exchanger
fluid regions is represented by one-dimensional model
formulations which are commonly used for coil-wound heat
exchanger design. These thermohydraulic correlations also
determine the characteristics of the porous media model to
consider the impact of the tube bundle on the fluid dynamics
through and within the tube bundle.
The representation of individual retaining and interfacial
forces at the shell-side of the tube bundle enables the
computation of phase-specific velocities. In association
with the consideration of radial geometry variations the
differences in the phase velocities effect a radial motion of
the liquid. This effect is superimposed by a centrifugal
effect which is induced by the helical motion of the
gaseous phase phase following the coiled tubes. Both fluid-
dynamic processes are represented in the numerical model
by the incorporation of corresponding source terms in the
momentum equations.

Detailed 3D CFD simulation and experimental investigations
have been conducted in order to validate specifics of
phase interaction models. The Volume-of-fluid simulations
indicated local liquid flow conditions, specifically with
regard to droplet sizes, quality and behavior. Additionally
these investigations confirmed observations regarding helical
gas flow for a multiphase system. The experimental results
were used to obtain the coefficients for the radial forces.
A comparison with experimental findings showed that the
present two-dimensional CFD model was able to simulate
the inhomogeneity of cross-sectional liquid distribution with
agreement to measured values over a broad range of flow
conditions.
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ABSTRACT 
 
We investigate creeping flow of a viscoelastic fluid through a 
three dimensional random porous medium using computational 
fluid dynamics. The simulations are performed using a finite 
volume methodology with a staggered grid. The no slip 
boundary condition on the fluid-solid interface is implemented 
using a second order finite volume immersed boundary (FVM-
IBM) methodology [1]. The viscoelastic fluid is modelled using 
a FENE-P type constitutive relation. The simulations reveal a 
transition of flow structure from a laminar Newtonian regime 
to a nonstationary non-Newtonian regime with increasing 
viscoelasticity. We find that the flow profiles are mainly 
governed by the porous microstructure. By choosing a proper 
length scale a universal curve for the flow transition can be 
obtained. A study of the flow topology shows how in such 
disordered porous media shear, extensional and rotational 
contributions to the flow evolve with increased viscoelasticity.  

Keywords: CFD, IBM, Viscoelastic, Porous Media.  

NOMENCLATURE 
 
Greek Symbols 
 
  Fluid density, [kg/m3]. 

s  Solvent viscosity, [kg/m.s]. 

p Polymer zero shear viscosity, [kg/m.s]. 
  Total viscosity, [kg/m.s]. 
 
Latin Symbols 
 
p  Pressure, [Pa]. 
u  Velocity, [m/s]. 
τ    Viscoelastic Stress tensor, [Pa]. 
 λ    Relaxation time, [sec]. 
 L    Maximum dumbbell extensibility. 

  Viscosity ratio  /s  . 
  Solid fraction. 
 ϕ   Void fraction. 

pd Particle diameter, [m]. 

cR Particle radius, [m]. 

p
N Particle Number 

k  Permeability, [m2]. 

i Fluid variable. 
 
De Deborah number. 
 
Re Reynolds number. 
 
Sub/superscripts 
 
  Second rank tensor. 
VE Viscoelastic fluids. 
N   Newtonian fluids. 

INTRODUCTION 
 
The flow of complex fluids through porous media is a field of 
considerable research due to its wide range of practical 
applications including enhanced oil recovery, blood flow, 
polymer processing, catalytic polymerization, bioprocessing, 
geology [2–4]. The flow of Newtonian fluids though porous 
media is relatively well understood in the framework of Darcy’s 
law [2]. Also, a significant effort has been made to understand 
flow through porous media of non-Newtonian fluids with a 
viscosity that depends on the instantaneous local shear-rate 
(inelastic non-Newtonian fluids, or quasi-Newtonian fluids), as 
reviewed by Chhabra et. al. [5] and Savins [6]. However, flow 
through disordered porous media of viscoelastic fluids, i.e. non-
Newtonian fluids displaying elasticity, is far from being 
understood [5,7,8]. This is due to the complex interplay 
between the nonlinear fluid rheology and the porous geometry. 
Several types of numerical frameworks have been used to 
model flow of non-Newtonian fluids through porous media, 
including extensions of Darcy’s law [9], capillary based models 
[10], and direct numerical simulations based on computational 
fluid dynamics. Unfortunately, extensions of Darcy’s law and 
capillary based models are found to be inadequate to capture the 
complete physics of pore scale viscoelastic flow through porous 
media [11–13]. 
 
Many numerical studies focus on relatively simple geometries 
to learn about the essentials of non-Newtonian fluid flow 
through porous media [14–17]. Sometimes a full three-
dimensional random porous medium is studied, which is 
already closer to a realistic pore geometry, but such studies are 
then usually limited to power-law fluids, which are the most 
commonly applied quasi-Newtonian fluids [11,18–20]. For 
example, Morais et al. [18] applied direct numerical simulations 
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to investigate the flow of power-law fluids through a disordered 
porous medium. Simulations of fully viscoelastic fluid flows 
are limited to two dimensional pore geometries [21–25]. It is 
now commonly agreed that including viscoelasticity is 
important: both numerically and experimentally, viscoelasticity 
is found to lead to profound effects such as enhanced pressure 
drop and elastic instabilities (sometimes referred to as elastic 
turbulence) [5,26–28]. So, although it is known that viscoelastic 
fluids behave more complex than inelastic non-Newtonian 
fluids, the current literatures shows a lack of detailed 
simulations of fully three dimensional flows of viscoelastic 
fluids through random porous media. 

In this paper, we report on a numerical study of the flow of 
viscoelastic fluids through three dimensional random porous 
media consisting of packed arrangements of monodispersed 
spherical particles using a combined finite volume immersed 
boundary (FVM-IBM) methodology. Four different porosities 
are studied for a range of low to high Deborah numbers (defined 
later). We measure in detail the viscoelastic fluid flow structure 
and stress development in the porous medium. We will show a 
transition from a laminar Newtonian flow profile to an instable 
flow configuration, and will relate it to a strong increase in 
pressure drop. An analysis of the flow topology will show how 
shear, extensional and rotational dominated flow regimes 
change with increasing viscoelasticity for different porous 
structures. Finally, we will show how the distribution of energy 
dissipation in the porous medium changes with increasing 
viscoelasticity and correlate this with the flow topology. This 
analysis will help us to understand the interplay of pore 
structure and fluid rheology in three dimensional porous 
microstructures. 

MODEL DESCRIPTION 
 
The fundamental equations for an isothermal incompressible 
viscoelastic flow are the equations of continuity and 
momentum, and a constitutive equation for the non-Newtonian 
stress components. The first two are as follows: 
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The Newtonian solvent contribution is explicitly added to the 

stress and defined as 2 s D , where the rate of strain is 

( ( ) ) / 2T
   D u u . The solvent viscosity s  is assumed 

to be constant. In this work the viscoelastic polymer stress is 
modeled through the constitutive FENE-P model, which is 
based on the finitely extensible non–linear elastic dumbbell for 
polymeric materials, as explained in detail by Bird et al. [29]. 
The equation is derived from molecular theory, where a 
polymer chain is represented as a dumbbell consisting of two 
beads connected by an entropic spring. Other basic rheological 
models, such as the Maxwell model and Oldroyd–B model, take 
the elastic force between the beads to be proportional to the 
separation between the beads. The main disadvantage of such 
models is that the dumbbell can be stretched indefinitely, 
leading to divergent behavior and associated numerical 
instabilities in strong extensional flows. These problems are 
prevented by the use of a finitely extensible spring. The basic 
form of the FENE-P constitutive equation is: 
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In equation (3) the operator   represents the upper-convected 
time derivative, defined as 
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In equation (3) tr( )τ  denotes the trace of the stress tensor. The 

parameter 𝐿 equals the maximum length of a FENE dumbbell 

normalized by its equilibrium length. When 
2L   the 

Oldroyd–B model is recovered. 
 
We simulate an unsteady viscoelastic flow through a static array 
of randomly arranged monodisperse spheres, constituting a 
model porous medium, using computational fluid dynamics 
(CFD). The primitive variables used in the formulation of the 
model are velocity, pressure and polymer stress. All the mass 
and momentum equations are considered and discretised in 
space and time. A coupled finite volume – immersed boundary 
methodology [1] (FVM - IBM) with a Cartesian staggered grid 
is applied. In the FVM, the computational domain is divided 
into small control volumes V  and the primitive variables are 
solved in the control volumes in an integral form over a time 
interval t .  

 
 

Figure 1. Location of primitive variables in a 3D control 
volume (fluid cell). 

 
 

The location of all the primitive variables in a 3D cell are 
indicated in figure 1.  
 
We apply the discrete elastic viscous stress splitting scheme 
(DEVSS), originally proposed by Guénette and Fortin [30], to 
introduce the viscoelastic stress terms in the Navier-Stokes 
equation because it stabilizes the momentum equation, which is 
especially important at larger polymer stresses. A uniform grid 
spacing is used in all directions. The temporal discretization for 
the momentum equation (2) is as follows, 
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Here 2 1n

p


 u  and 2n
p p

n
 E u  are the extra variables we 

introduce to obtain numerical stability, where n indicates the 
time index. C  represents the net convective momentum flux 
given by: 
 

   C uu                                                           (6)                                                                                                   
 
Here the first order upwind scheme is used for the implicit 

evaluation of the convection term (called fC ). In the 

calculation of the convective term we have implemented a 
deferred correction method. The deferred correction 
contribution that is used to achieve second order spatial 

accuracy while maintaining stability is  n n

m fC C  and is 

treated explicitly. In this expression mC indicates the 

convective term evaluated by the total variation diminishing 
min-mod scheme. A second order central difference (CD) 
scheme is used for the discretization of diffusive terms. 
 
In equation (5) the viscoelastic stress part τ  is calculated by 
solving equation (3). The viscoelastic stress tensors are all 
located in the center of a fluid cell, and interpolated 
appropriately during the velocity updates. The convective part 
of equation (3) is solved by using the higher order upwind 
scheme.  
 
Equation (5) is solved by a fractional step method, where the 
tentative velocity field in the first step is computed from: 
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In equation (7) we need to solve a set of linear equations.  
 
The velocity at the new time step n +1 is related to the tentative 
velocity is as follows: 
 

 1n t
p
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where 1n np p p    is the pressure correction. As 
1nu

should satisfy the equation of continuity, the pressure Poisson 
equation is calculated as: 
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p
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We use a robust and efficient block – incomplete Cholesky 
conjugate gradient (B-ICCG) algorithm to solve the resulting 
sparse matrix for each velocity component in a parallel 
computational environment. The solver iterations are 
performed until the norm of the residual matrix is less than the 
convergence criteria, which is set at 10-14 for our simulations.  
 
As the viscoelastic stress tensor components are coupled 
amongst themselves and with the momentum equation, the 

velocity at the new time level 
1nu  is used to calculate the 

stress value accordingly.  
 
No-slip velocity boundary conditions at the interface between 
the viscoelastic fluid and solid objects are imposed through the 
immersed boundary method (IBM) at the level of the 
discretized momentum equations by extrapolating the velocity 
field along each Cartesian direction towards the body surface 
using a second order polynomial. To ensure a relatively high 
accuracy, we use a coupling method which works directly at the 
level of the discretized momentum equation (5). The discrete 
representation of the momentum equation is given by 
  
 

c c nb nb c
nb
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Where i  is a fluid phase variable (in this case a component of 

the fluid velocity). This equation indicates that the value of i  

for a fluid node “c” outside of the immersed object can be 
related to the values of its neighboring nodes “nb”, some of 
which may lie inside the immersed object.  
A schematic representation of this situation is shown in Figure 
2. 
 

 
 
Figure 2. Immersed boundary method implementation strategy 

for a fluid variable i  

 

We use a second order interpolation to describe the value of i  

as a function of the local coordinate (see Figure 2). 
 
This procedure is carried out for all solid nodes to ensure that 
the boundary condition is properly satisfied for all the solid 
nodes. The main advantage of using the immersed boundary 
method is that it requires no conformal meshing near the fluid-
solid interface, and the method is computationally robust and 
cheap. 
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RESULTS 
 
We employ our method to investigate the flow of viscoelastic 
fluid through a static array of randomly arranged spherical 
particles in a 3D periodic domain (figure 3). The domain size is 
set by the solids volume fraction , the diameter of each 

particle pd  and number of particles pN . To generate the 

random packing for   0.45, a standard hard sphere Monte-
Carlo (MC) method [31] is used. However, such a MC method 
does not provide sufficiently random configurations in highly 
dense packings [32]. Thus, to generate random configurations 
at   0.45, an event driven method combined with a particle 
swelling procedure is applied [33]. This ensures the particles 
are randomly distributed. The same approach was followed by 
Tang et al. for Newtonian fluid simulations for a range of low 
to intermediate Reynolds numbers [34]. 
 
In all simulations the flow is driven by a constant body force 
exerted on the fluid in the x-direction, while maintaining 
periodic boundary conditions in all three directions. 

Simulations of random arrays are carried out with pN = 108 

spheres arranged in different configurations. The particle 

diameter pd  is always kept constant. The solid fractions   

investigated are 0.3, 0.4, 0.5 and 0.6, respectively. Porosities 
therefore range from 0.7 to 0.4. 
 

 
 

Figure 3. Particle configuration at solid fraction  = 0.4 of a 
random array of monodisperse spheres. Note that the particles 

are scaled by 50% for better visualization. 
 

For the FENE-P viscoelastic fluid we use a constant extensional 
parameter (L2) of 100. The viscosity ratio is kept at 0.33. The λ 
is kept constant at 40 sec. As we want to study the interaction 
between the viscoelastic fluid and solid for different flow 
configurations we keep a constant value of L2 = 100. For 
reference, we also simulate a Newtonian fluid with the same 
zero-shear viscosity as the polymer solution. In all our 
simulations we keep the Reynolds number low, below a value 
of 0.01, ensuring we are always in the creeping flow regime and 
any type of inertial effects will be insignificant. Deborah 

numbed is defined as De / cR U R , based on the sphere 

radius and mean flow velocity U.      
 

We have performed simulations for three different mesh sizes

30cR  , 40cR   and 50cR  . The results for 

40cR   and 50cR   were virtually indistinguishable, 

even for DeR > 1 (not shown). Thus all results in this paper are 

based on the mesh size 40cR  . It should be noted that we 

need to keep the CFL number lower than 0.01 in all our 
simulations, leading to considerable computational costs. At 

DeR < 1 a larger time step can be utilized but at De 1R  , a 

small time step is required for smooth convergence. 
 
Figure 4 shows viscoelastic flow streamlines through the 
random sphere packings at DeR=1 for solid fractions 0.3 and 
0.5. The flow direction is indicated by the arrow and selected 
planes are colored with the normalized averaged flow velocity.   
 

      

 
 
        (b) 

Figure 4. Viscoelastic flow streamlines through a random 
array of monodisperse spheres at DeR = 1.0 for solid fractions 

(a)  = 0.3 and (b)  = 0.5. The planes are colored with 
normalized averaged flow velocity (arrows showing the flow 

direction). 
 

These streamlines provide an idea about the complex flow 
heterogeneity in the porous media. For solid fraction 0.3, the 
flow is rather homogeneous. However for solid fraction 0.5, the 
pore structure triggers more tortuous flow paths and more 
preferential pathways. 
 
To quantify the viscoelastic effects we use the Darcy law for 
flow through porous media. The volume averaged fluid velocity 

u  in porous media is controlled by the pressure drop across 

the sample. According to Darcy’s law, for a Newtonian fluid 

(a) 
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the relation between the average pressure gradient /p x   

and the average fluid velocity across the porous medium is: 

udp

dx k


 
 
 
 

                                                (12)                                                                                      

 
Here k is the permeability (units: m2), which is related to the 
porosity, pore size distribution and tortuosity of the porous 
medium. Eq. (12) presents an operational way of measuring the 
permeability k by flowing a Newtonian fluid of known viscosity 
through the porous medium. For a viscoelastic fluid, the 
viscosity is not a constant but generally depends on the flow 
conditions. However, if we assume k is constant for a specific 
porous medium, we can still define an apparent viscosity by 
using Darcy’s law. Dividing the apparent viscosity by its 
corresponding flow rate limit gives us insight in the effective 
flow-induced thinning or thickening of the fluid in the porous 

medium. In detail, the apparent relative viscosity app  of a 

viscoelastic fluid flowing with a volumetric flow rate q and 
pressure drop P  through a porous medium is given by: 
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Figure 5 depicts how the apparent relative viscosity changes 
with an increase in viscoelasticity for flow through 
configurations with different solid fractions. With increasing 
DeR we initially observe a (relatively weak) flow-induced 
thinning. Then beyond a certain flow rate we observe a strong 
flow-induced thickening, which means a sharp increase in flow 
resistance. With increasing solid fraction (decreasing porosity), 
the onset of this increased flow resistance shifts to a lower De 
number. This shows that the increased fluid-solid interaction 
facilitates the onset of such a flow resistance. Experimental 
evidence of this increase in apparent relative viscosity was 
previously reported in literature [5], especially for packed bed 
systems.  
 

 
Figure 5. Apparent relative viscosity versus DeR number for 

different porosity ϕ. Here DeR is based on the radius Rc of the 
sphere. 

 
The pore porosity and pore geometry are very important for the 
increase in apparent relative viscosity, but this is not reflected 
in the DeR number based on the radius of the spheres. Therefore, 

we next try to use the square root of the permeability, k  
obtained from Newtonian flow simulations, as the characteristic 
length scale. This altered Deborah number is defined as

De
k

U

k


  . Figure 6 shows the apparent relative viscosity 

versus Dek for different solid fractions. We find a collapse of all 
data sets of figure 4 to a single curve for the entire range of Dek 
numbers. This is remarkable considering the fact that, despite 
the different arrangement of pore structures for the different 
porosities, the resulting increase in flow resistance follows the 
same universal thickening behaviour. However, we should keep 
in mind that these results are strictly only valid for a FENE-P 
type of fluid with L2 = 100 flowing through a random array of 
monodisperse spheres. 
 

 
Figure 6. Apparent relative viscosity versus altered Dek, using 

k  as the characteristic length scale, for different solid 
fractions. Neglecting the slight flow-induced thinning around 

Dek = 0.1, most data can be fitted through the correlation
1.151 0.32Deapp k   .  

CONCLUSION 
 
We have employed a finite volume - immersed boundary 
methodology to study the flow of viscoelastic fluids through an 
array of randomly arranged equal-sized spheres representing a 
three dimensional disordered porous medium, for a range of 
solid fractions (or porosities). Irrespective of the solid fraction, 
we found a strong increase in flow resistance after a critical De 
number is reached. The increase in apparent relative viscosities 
measured for different solid fractions overlap with each other if 
the Deborah number is chosen with a length scale based on the 

permeability of the pore space (more precisely, 
U

De
k k


 , 

with k the permeability of the medium for a Newtonian fluid. 
The flow profile suggest that with increasing viscoelasticity the 
flow become more asymmetric, and increasingly preferential 
flow paths are found.  
A more detailed study of the flow topology (not given here) 
shows that for the porous media investigated in our study, shear 
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flow becomes more important than extensional or rotational 
flow at higher De number. So, even though the flow is shear 
dominated and the shear rheology is shear thinning, the 
apparent viscosity from a porous medium can be flow 
thickening. The likely cause of this thickening is the increased 
heterogeneity of the flow pattern, which is related to so-called 
elastic turbulence, and causes more energy dissipation.   
More generally, simulations such as shown here help us to 
understand the complex interplay between the fluid rheology 
and pore structure in porous media. In our future work we will 
study flow through three dimensional realistic porous media 
which have a larger distribution in pore and throat sizes. 
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ABSTRACT 
Extrudate swell simulations and experiments have been 
performed with a viscoelastic tire rubber compound at 
high flow rates through a circular die. A 3-mode PTT 
model was fitted onto rheological data of the rubber. The 
PTT model covers the range of shear rates present in the 
simulation. Convergence of the simulation was achieved 
with some wall slippage. The simulated and experimental 
extrudate swell is in good agreement at 20 mm from the 
die exit for a wide range of flow rates. 

Keywords: CFD, extrudate swell, die swell, PTT, 
viscoelasticity, tire rubber compound 

NOMENCLATURE 
Greek Symbols 
γ   Shear rate, [s-1]. 
ε Strain (elasticity) parameter of the PTT model, 

[-]. 
ξ  Slip parameter of PTT model, [-] [1]. 
η*  Dynamic viscosity, [Pa∙s]. 
η  Viscosity, [Pa∙s]. 
λ  relaxation time, [s]. 
ρ  Mass density, [kg∙m-3]. 
σn  Stress normal to plane direction, [Pa]. 
𝜏wall  The shear stress at the wall, [Pa].  
ω  Oscillation frequency, [rad∙s-1].  
 
Latin Symbols 
H  Diameter of the extrudate, [m]. 
H0  Diameter of the die, [m]. 
D  Rate of deformation tensor, [s-1].  
g  Gravity field, [m∙s-2]. 
G’  Storage modulus, [Pa]. 
G”  Loss modulus, [Pa]. 
k  Slip coefficient, [kg∙m-2∙s-1].  
mη*  Power law coefficient, [Pa∙snη*∙Rad1-nη*]. 
mG’  Power law coefficient, [Pa∙snG'-1∙Rad1-nG']. 
nη*  power law index, [-]. 
nG’  power law index, [-]. 
p  Pressure, [Pa]. 
Q  Flow rate, [m3∙s-1]. 

r  Viscosity ratio, [-]. 
rpm  Rotations per minute of the gear pump.  
S  Swell ratio, [-]. 
t  Time, [s].  
Tg  glass-liquid transition temperature, [°C]  
T  Stress tensor, [Pa].  
∆
𝑻1

  Upper-convected derivative of tensor T, [Pa]. 
∇
𝑻1

  Lower-convected derivative of tensor T, [Pa]. 

v  Velocity field, [m/s]. 
vs  Velocity at the wall, the slip velocity, [m∙s-1] 

INTRODUCTION 
Unvulcanized rubber extrusion is a key process in the tire 
industry. When rubber is extruded the extrudate will 
swell, a phenomenon called ‘extrudate swell’ or ‘die 
swell’. The degree of extrudate swell is dependent on 
many process parameters, among those parameters are 
the die shape, production rate, rubber composition and 
the elastic behavior of the rubber. Extrusion die design is 
a costly and time consuming process due to extrudate 
swell. Die design may be aided by numerical simulations 
of the extrusion process [2]. Flow patterns and pressure 
build up (flow resistance) within the die may be 
simulated with standard (fluid mechanics) numerical 
methods. However, extrudate swell poses specific 
problems because of the viscoelastic nature of the 
material, and because of the complex boundary 
conditions. There seems to be a growing interest in the 
tire making industry in simulating the extrusion of tire 
rubber [3-8]. This study proposes a procedure for aiding 
die design for industrial rubber extrusion by performing 
rheological measurements and numerical simulations. 
The simulated extrudate swell is verified with 
experimental extrudate swell.  

Theory 
Extrudate swell is a complex phenomenon. There are 
several contributing factors identified [9]. Swelling due 
to rearrangement of the velocity field, which happens in 
Newtonian fluids and Non-Newtonian fluids alike. This 
is only a small contribution for viscoelastic fluids like 
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rubber. The main cause of extrudate swell in viscoelastic 
fluids is elastic recovery. 
It is unlikely that an analytical solution can be found to 
calculate extrudate swell according to R. I. Tanner [9]. 
This is due to the stress singularity which occurs at the 
change of boundary conditions from zero velocity at the 
die wall into the free-surface.  

 
Figure 1: Schematic representation of extrudate swell. 
Velocities are zero at the die wall. At the free-surface 

the stresses normal to the free surface are zero [9]. 

Locating the free-surface is difficult. For this reason  
many attempts to calculate extrudate swell involve 
numerical methods. These methods need constitutive 
equations to describe the behavior of viscoelastic 
materials. Examples of viscoelastic models often applied 
in extrudate swell simulation studies are: 

 Kaye-Bernstein-Kearsley-Zapas model [10-14] 
 Pom-Pom model [14-17] 
 Algebraic Extra-Stress Model [16, 18-20] 
 Phan Thien & Tanner (PTT) model [8, 14-16, 

20-30] 
J.H. Kim and M.Y. Lyu have performed extrudate swell 
simulations with several viscoelastic models [16]. The 
PTT model shows good agreement with capillary 
rheometer experiments. Therefore the PTT model is 
applied in this study. Extrudate swell simulation studies 
are often conducted at relatively low flow rates and low 
shear rates [8, 14, 15, 31]. But in industrial rubber 
extrusion processes high flow rates and shear rates occur. 
This study is focused on extrudate swell at industrial flow 
rates.  

EXPERIMENTAL SETUP 

Extrusion experiments 
Apollo tyres provided a rubber compound  suitable for 
tire production. VMI Group performed several extrudate 
swell experiments. The rubber was extruded with a Shark 
70 extruder, the shape and dimensions of the extrudate 
swell was captured on camera from above the extrudate.  
 

 
Figure 2: Schematic diagram of extrudate swell 

measurement setup. 

The extrusion die is circular symmetrical and consist of a 
conical part and a capillary part. 

 
Figure 3: Cross-section of the circular symmetrical 
extrusion die, all dimensions are in mm. The rubber 

flow direction is from left to right. The red arrow points 
were the rubber exits the die.  

A conveyor belt transported the rubber away from the 
extruder. The conveyor-belt speed was visually matched 
to the extrudate velocity to avoid pulling on the rubber 
extrudate. Pulling on the rubber decreases the extrudate 
swell. Camera imaging was used to measure the 
extrudate swell at several distances from the die exit. The 
rubber curves downward upon exiting the die since the 
conveyor-belt is positioned lower than the die exit, see 
Figure 4. This results in lower accuracy measurements of 
the extrudate swell at greater distances from the die exit.  

 
Figure 4: Photograph of  the die, extruded rubber and 

conveyor belt, the camera is not included in this 
photograph. 

The Shark 70 extruder consists of a conveying screw 
extruder and a gear-pump. The conveying screw extruder 
was set to produce a pressure of 30 Bar. Experiments 
have been performed at 4 different gear-pump speeds.  
  

Die wall: vs=0   stress singularity     free-surface:  
     σn=0 

extrusion die 

extruder 

camera 

conveyor-belt 

die     extrudate     conveyor belt 
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Table 1: Set gear-pump speeds and corresponding flow 
rates. 

Gear pump speed Flow rate 
5 rpm 14.7 ml∙s-1 
10 rpm 29.3 ml∙s-1 
15 rpm 44.7 ml∙s-1 
20 rpm 58.7 ml∙s-1 

The flow rate was verified measuring the mass of 
extrudate collected during 36 s of extrusion. With each 
experiment, the temperature was measured at the inside 
of the extrudate. Extrudate swell (S) is expressed as the 
ratio of the diameter of the die and the extrudate 
diameter: 

0

0

H
HHS 

  1 

Rheological measurement setup 
The G’, G” and η* of the rubber compound were 
measured with an RPA2000 provided by the University 
of Twente. The RPA2000 is a cone-cone oscillatory 
rheometer. The cone geometry ensures that the shear rate 
is independent of the distance to the center of the cone. 

 
Figure 5: Schematic representation of the RPA2000, 

the conical dies are filled with a rubber specimen [32].  

A rubber sample was subjected to a series of 9 
measurements with a logarithmically increasing 
oscillation frequency of 0.07 rad∙s-1 up to 209 rad∙s-1. 
Measurements with the RPA2000 were performed at 90 
°C, 100 °C and 110 °C. The shear viscosity is calculated 
from the dynamic viscosity with the Cox-Merz rule [33]. 

   ω*ηγη  ; with ωγ   2 

SIMULATION SETUP 

Constitutive model 
The numerical simulations have been performed with 
Polyflow of the Ansys 17.2 simulation suite. Polyflow is 
FEM software which is often used for viscoelastic 
extrusion simulations [8, 10, 13, 14, 16, 17, 20, 31, 34-
36]. Polyflow calculates the extra stress tensor of the 
momentum conservation equation (3) with equation 4 
[37].  

𝜌 (
𝜕𝒗

𝜕𝑡
+ ∇ ∙ (𝒗𝒗)) = −∇𝑝 + ∇𝑻 + 𝜌𝒈 3 

T=T1+T2 4 

T2 is a purely viscous component which improves the 
convergence of the numerical method [37]. 

DT
r

rη



1

22  5 

T1 is calculated with the PTT viscoelastic model, 
equation 6 [37].   

e[
ελ
𝜂

tr(Τ1)]Τ1+λ [(1-
ξ
2
)
∇
T1+

ξ
2

Δ
T1] =2𝜂D 6 

When a multi-mode viscoelastic model is used, the total 
extra stress tensor is the sum of the individual 
viscoelastic components. In order to limit the 
computational costs only 3 modes have been used. 
All the simulations are isothermal. The finite element 
method is used for solving the system of equations, which 
involves a combination of the discrete elastic viscous 
stress splitting (DEVSS) and the  streamline upwind (SU) 
method [37]. 

Curve fitting the PTT model parameters onto 
rheological data 
The PTT model has several material specific parameters. 
The values of these parameters are found by fitting the 
PTT model onto the rheological data with Polymat. 
Polymat is an application for curve fitting and is available 
in Ansys 17.2. r, η, ε and ξ are fitted onto the measured 
G’ and G”. ε and ξ  are chosen to be identical for each 
PTT mode. The relaxation mechanism occurs near γ/ 1
[37]. The relaxation times are not curve fitted but set as 
the reciprocal of the typical shear rates of the simulation. 
These typical shear rates were determined with a trial 
simulation. The trial simulation is similar to the extrudate 
swell simulation. To limit computational costs, the 
extrudate and the free surface were not included in the 
trial simulation. A trial multimode PTT model with very 
high and a very short relaxation times was used, all the 
other parameters were curve fitted onto the measured 
data. The trial simulation shows that typical shear rates 
are between 1 s-1 and 2000 s-1. In the final multimode PTT 
model the relaxation times were chosen as 0.667 ms, 0.02 
s and 0.6 s, which correspond with the typical shear rates 
of the trial simulation. The simulations with the final 
multimode PTT model do not exceed shear rates of 2130 
s-1. 

Extrapolation of the measured data 
Measurements with the RPA2000 are limited to 208 
Rad∙s-1 at a maximum. The typical shear rates of the 
simulation were much higher, therefore the measured η*, 
G’ and G” were extrapolated in order to curve fit up to 
1500 Rad∙s-1. With many rubber compounds a shear 
thinning effect is measured up to very high shear rates 
[38-40]. It is assumed that a power law is applicable with 
shear rates up to 1500 s-1. Complex viscosity 
measurements are extrapolated using a power law which 
is fitted onto the rheological data. For G’ an exponential 
relation was found. Finally G” is calculated with the 
extrapolated η* and G’.  
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Boundary conditions 
It was assumed that there is no wall slippage in the 
extrusion experiments, but the simulation would not 
converge without a certain amount of slippage at the die 
wall. This is most likely due to the high Weissenberg 
number problem. The high shear rates mostly occur near 
the die exit. Wall slippage was introduced in the 
extrudate swell simulations in order to temper the shear 
rates at the die exit. The wall slippage is enforced with 
equation 10 [37, 40]. 

k
τv wall

s   10 

There is a full-slip condition when k=0 kg∙m-2∙s-1, there is 
no slip if  k=∞ kg∙m-2∙s-1. Wall slippage decreases the 
pressure drop in the die. The pressure drop can be 
expressed as a function of slip coefficient k. It was 
decided that a simulation performs sufficiently if the 
pressure drop is not significantly influenced by the wall 
slippage.  
A simplified simulation was performed in order to find 
the pressure drop within the die. The simplified 
simulation is without extrudate and free surface, the 
simulation does converge without wall slippage. The 
simplified simulation was subsequently subjected to an 
incrementally increasing wall slippage. At k=108 kg∙m-

2∙s-1 the pressure drop became more than 95 % of that of 
the simulation without wall slippage. The extrudate swell 
simulations were performed with a wall slippage with a 
slip coefficient k=108  kg∙m-2∙s-1. 
Finally, the surface of the extrudate is a free surface and 
the remeshing technique Optimesh-3D was applied [37]. 
At the outflow plane, a zero tangential and normal force 
condition was applied. This condition is applicable if the 
elastic tensions are completely dissipated.  

Mesh 
Several 3D meshes of the die and 40 mm of extrudate 
were designed. Some design consideration are: 

- High node density near the die exit is desirable 
since the greatest increase in extrudate diameter 
is expected to happen near the die exit.  

- Practice shows that a structured mesh of 
hexagonal cells results in a more stable 
simulation than an unstructured mesh.  

- The  computational costs increases rapidly with 
an increase in the number of nodes.  

- Sufficient node density near the die wall since 
the shear rates are greatest near the die wall.  

Figure 6 shows the cross-section through the length of the 
die and extrudate, the node density is higher near the die 
exit.  

 
Figure 6: A cross-section through the length of the die 
and extrudate. Blue is the rubber inside the die, green is 

extrudate with a free surface. Note the higher node 
density near the die exit and larger cells further away 

from the die exit.  

Simulations with several meshes were performed in order 
to find a mesh with a sufficient node density near the die 
wall. The node density near the die wall was determined 
by one variable, all other design parameters are kept 
constant, see Figure 7.  

 
Figure 7: Width cross-sections of the meshes. A: 

Schematic representation of the mesh designs, the mesh 
consists of a square mid-section (green) and a circular 

part (blue). The total number of nodes is determined by 
a constant number of nodes in the angular direction 
(black) and a variable number of nodes in the radial 

direction (red). B: Cross-section of a mesh with 4 nodes 
in the radial direction. C: Cross-section of a mesh with 5 
nodes in the radial direction. D: Cross-section of a mesh 

with 6 nodes in the radial direction.  

A mesh is sufficient if the extrudate does not increase 
much when the number of nodes increases. The diameter 
of the extrudate at 20 mm from the die exit as a function 
of the number of nodes is shown in Figure 8. 
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Figure 8: The extrudate diameter at 20 mm from the die 

exit as a function of the number of nodes in the radial 
direction with an flow rate of 13.9 ml∙s-1. The red cross 
at 5 nodes in the radial direction, this is the mesh used 

for the extrudate swell simulations.  

The mesh used in this study is with 5 nodes in the radial 
direction. The mesh is structured with hexagonal cells 
and contains 15906 cells.  

RESULTS AND DISCUSSION 

Rheological measurements and curve-fit 
The G’, G” and η were measured with the RPA2000, 
the rubber compound did not show a significant 
temperature dependence within the measured 
temperature range. This temperature independent 
behavior is expected since the rubber compound has a 
low Tg of less than 0 °C. The measurements at 100 °C 
have been used for extrapolation and curve-fitting. The 
measured G’, G” and η and the extrapolated data is 
shown in Figure 9.  
 
 
 

 
Figure 9: Measured and extrapolated G’, G” and η. 
Note: the dimensions differ between G’, G” and η. 
Note: all dimensions are presented on a logarithmic 

scale. 

Equations 7, 8 and 9 are applied for the extrapolation of 
G’, η and G”. The following values for the parameters of 
these equations were found: 

 mη* = 85422 Pa∙snη*∙Rad1-nη*  
 nη* = 0.241 
 mG’ = 72078 Pa∙snG'∙Rad-nG'  
 nG’ = 0.259 

A curve fit was made onto the extrapolated data and is 
shown in Figure 10. 
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Figure 10: Extrapolated and curve fitted G’, G” and η. 

Note: the dimensions differ between G’, G” and η. 
Note: all dimensions are presented on a logarithmic 

scale. 

The typical shear rates range between 1 s-1 and 2000 s-1 
as was determined with the trial simulation. Note that the 
fit matches well in the range of typical shear rates, but 
poorly at the shear rates of less than 1 s-1.  

Table 2: Curve-fitted values of the 3 mode PTT model. 
Note that there is only a single r for the multimode 
model, and that ε and ξ are identical for each mode.  

 First mode Second mode Third mode 
λ  0.667∙10-3 s 2∙10-3 s 0.6 s 
η 230.803 Pa∙s 3539.3 Pa∙s 79880.5 Pa∙s 
ε 0.7508015 0.7508015 0.7508015 
ξ 0.1360633 0.1360633 0.1360633 
r 0.41343∙10-6 - - 

Extrusion experiments 
During the extrusion experiments the extrudate 
temperature and mass flow rate have been measured. 
Apollo tyres determined that the density of the rubber 
compound is 1210 kg∙m-3. 

Table 3: Measured flow rate and extrudate temperature 
for each experiment.  

Gear pump 
speed 

Flow rate Extrudate 
temperature 

5 rpm 13.9 ml∙s-1 88 °C 
10 rpm 27.4 ml∙s-1 95 °C 
15 rpm 41.1 ml∙s-1 100 °C 
20 rpm 54.2 ml∙s-1 105 °C 

The measured flow rates of Table 3 are used for the 
simulations. 

Shear rates in the simulations 
The simulations show high shear rates within the 
capillary part of the die. At higher flow rates the shear 
rates increase, but do not surpass 2130 s-1. Which is in 
agreement with the typical shear rates found with the trial 
simulations and the chosen relaxation times. 
 

 
Figure 11: Shear rate in the extrudate swell simulations, 

upper diagram is 5 rpm, the lower diagram is 20 rpm. 

Extrudate swell 
The measured extrudate swell and the simulated 
extrudate swell are shown as a function of distance from 
the die exit:  

 
Figure 12: Experimental and simulated extrudate swell 
as a function of distance from the die exit, the legend 

shows the set gear pump speed of each experiment and 
simulation. 

In these experiments the extrudate swell increases as a 
function of distance from the die exit up until 20 mm 
from the die exit. A small decrease in extrudate swell at 
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30 mm from the die exit can be observed. This is most 
likely a measurement error due to the downward 
curvature of the extrudate. 
The simulations show a rapid increase in extrudate swell 
at a short distance from the die exit. The simulated 
extrudate swell seems to overshoot in comparison to the 
experiments. With more wall slippage, the overshoot 
disappeared.  
The simulations show an increase of extrudate swell near 
the end of the 40 mm of simulated extrudate. This swell 
increases when the simulation is repeated with a shorter 
(20 mm) extrudate. A shorter extrudate has less time to 
relax. The extra swell near the end is most likely due  to 
the boundary conditions at the outflow plane and the 
elastic tensions which have not completely been 
dissipated. 
Figure 13 shows the simulated and experimental 
extrudate swell as a function of the flow rate at 20 mm 
from the die exit. 

 
Figure 13: Experimental and simulated extrudate swell 

as a function of flow rate at 20 mm from the die exit.  

There is strong agreement between the simulated and 
experimental extrudate swell. Both the simulated and 
experimental extrudate swell increase with higher flow 
rates, but the increase becomes less at higher flow rates.  

CONCLUSION 
A procedure was proposed to simulate extrudate swell. A 
rubber compound was analyzed for its rheological 
behavior and a 3 mode PTT model was fitted onto the 
rheological data. Extrudate simulations at high flow rates 
and shear rates have been performed with the PTT model.  
Extrusion experiments at high flow rates and shear rates 
have been performed. The extrudate swell was measured, 
the accuracy of the extrudate swell measurement is 
decreases beyond 30 mm from the die exit. The simulated 
swell is overpredicted near the die exit, the simulated 
swell and the experimental swell is in good agreement at 
20 mm from the die exit.  

Recommendations / Future work 
The extrusion simulation was performed with a single 
circular die and a single tire rubber compound. Future 
work will focus on different die shapes and sizes, 

different tire compounds and different viscoelastic 
models.  
In this study, rheological data was extrapolated. Further 
study is needed to determine whether the behavior of 
rubber matches the extrapolation.  
Further research is needed to determine whether wall 
slippage is present in the die and how this might be 
included in the simulations. Wall slippage is not present 
at low shear rates, but might be present at high shear 
rates. The presence of wall slippage might be determined 
by experiments and simulations at low and high flow 
rates and shear rates. This could also be a validation of 
the simulation procedure at low flow rates. 
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ABSTRACT
In the wide and complex field of multiphase flows, bubbly flows
with non-Newtonian liquids are encountered in several important
applications, such as in polymer solutions or fermentation broths.
Despite the widespread application of non-Newtonian liquids, most
of the models and closures used in industry are valid for Newtonian
fluids only, if not even restricted to air-water systems. However,
it is well known that the non-Newtonian rheology significantly in-
fluences the liquid and bubble behaviour. CFD represents a great
tool to study such complex systems in more detail and gain useful
insights on the dynamics of gas-liquid (and possibly solid) systems
with the ultimate aim to help the development or the design of in-
dustrial reactors. In this study, a DNS Front Tracking (FT) method
is applied to study the rise of bubbles in different power-law flu-
ids. Detailed information is obtained regarding the flow of single or
multiple bubbles, especially concerning the viscosity profile around
single rising bubbles, their shapes and their rising velocity.
To describe the bubble rise velocity in less detailed model, a clo-
sure for the drag force is needed. With the use of Front Tracking, an
existing drag correlation, which was derived for Newtonian fluids,
is adapted and improved to non-Newtonian rheologies. When the
effect of the viscosity changes are limited, such as for not extreme
exponents (0.5 ≤ n ≤ 1.5), the correlation can predict reasonably
well the drag coefficient for power-law fluids.

Keywords: CFD, hydrodynamics, bubble and droplet dynamics,
rheology, multiscale. .

NOMENCLATURE

Greek Symbols
γ̇ Shear rate, [s−1]
ε Error, [−]
η Apparent viscosity, [Pas]
µ Dynamic viscosity, [Pas]
ρ Mass density, [kgm−3]
σ Surface tension, [Nm−1]
τττ Stress tensor, [Nm−2]
φ Volume fraction, [−]

Latin Symbols
A,S Surface, [m].
CD Drag coefficient, [−].
d Diameter, [m].
Eö Eötvös number Eö = gd2ρ

σ
, [−].

F Force, [N].

g Gravitational acceleration, [ms−2].
K Power law consistency index, [Pasn].
L Half distance between plates, [m].
n Power law index, [−].
n Normal, [−].
p Pressure, [Pa].
Re Reynolds number Re = ρud

µ , [−].

Re∗ Generalized Reynolds number Re∗ = ρu2−ndn

K , [−].
t Time, [s].
t Tangent, [−].
u Velocity, [ms−1].
V Volume, [m3].

Sub/superscripts
a,b,c, i,m Marker indicators.
G Gas.
i Index i.
j Index j.
rel Relative.
x,y Flow directions.

INTRODUCTION

Non-Newtonian bubbly flows are widely present in nature as
well as in many industrial applications, as for instance in a
bioreactor (Al-Masry, 1999) where the design is crucial for
the survival of microorganisms. Another well known appli-
cation is polymer production, where many processes, for in-
stance polycondensation or polymer devolatilization, involve
multiphase flows with non-Newtonian fluids (Li, 1999).
An accurate description of the hydrodynamics as well as
mass and heat transfer is decisive in rational the design of
industrial reactors. For this reason, Computational Fluid
Dynamics (CFD) represents a valuable tool to help gain-
ing insights in the underlying physics as well as in the ul-
timate optimization and design. To this end, we adopted
a multi-scale modelling technique (Deen et al., 2004; van
Sint Annaland et al., 2003) where small-scale detailed mod-
els give insights for the higher, less computational expensive,
scales. The latter can be summarized in two main categories:
Euler-Lagrange models, where bubbles are represented by
Lagrangian spheres moving in a continuum, and Euler-Euler
methods where both phases are treated as a continuum. With
the use of such tools, it is possible to describe small (lab)
scale models up to an industrial scale reactor. However,
they heavily rely on the accuracy of the used closure rela-
tions, needed to describe the interactions (drag, mass and
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heat transfer) between the dispersed elements and the con-
tinous phase.
The use of direct numerical simulations (DNS) to study the
smallest scale and develop such closures has been demon-
strated in the past for Newtonian fluids (Dijkhuizen et al.,
2010a; Roghair et al., 2011). Out of the many forces in-
volved, certainly the drag force, and hence the drag coeffi-
cient, represents one of the most relevant in determining the
bubble’s hydrodynamic. However, despite the widespread
use of non-Newtonian fluids, a complete and comprehensive
description of the drag on a sphere, bubble or droplet, in such
fluids (Darby and Chhabra, 2016) is still missing. In most
cases, the relatively scarce information comes from experi-
mental results and it is usually limited as a consequence of
the incredibly complex variety of fluids. In numerical stud-
ies, purely viscous cases, mainly power-law fluids represent
the most common type of fluids studied(Chhabra, 2006).
Ohta et al. (2010, 2012) developed through the years a
CLSVOF model which, together with experiments, was
used to study bubble shapes and velocities in different non-
Newtonian fluids (both shear-thinning and shear-thickening).
Radl et al. (2007) examined the rising of bubbles in a range
of purely viscous and viscoelastic media, including mass
transfer. In their work they use a hybrid front tracking/front
capturing model, restricted to 2D due to the high resolution
needed by the species solver. Zhang et al. (2010) examined
the velocity and viscosity distribution, motion and bubble
shape of a single bubble rising in a purely viscous shear-
thinning fluid, represented by the Carreau model. For the
computation, a level-set numerical approach was adopted.
Some attempts have been done in the past to adapt existing
drag correlations to non-Newtonian power-law fluids, such
as Rodrigue (2002), which considered shear-thinning poly-
mers at low to moderate Reynolds numbers. The proposed
correlation is not suitable for high Reynolds numbers, where
it does not converge to a constant as it has been well estab-
lished in the recent years.
The aim of this work is to give a description of the drag co-
efficient in non-Newtonian fluids (both shear-thickening and
shear-thinning), starting from considering single bubbles ris-
ing in power-law fluids. In the following sections, the front-
tracking model used in this work will be described and ver-
ified. Then, the bubble shapes and viscosity profiles will be
investigated with the numerical setup. To conclude, an out-
line of the drag coefficient with different power-law fluids
will be given.

MODEL DESCRIPTION

The model used in this paper is a front tracking model which
has been described in detail in Dijkhuizen et al. (2010b) and
Roghair et al. (2015, 2016). In the following section a gen-
eral description is provided, with focus on the implementa-
tion of the non-Newtonian viscosity model.

Hydrodynamics modeling

The fluid flow is described by the incompressible Navier-
Stokes equation and continuity equation:

ρ
∂u
∂t

+ρ∇ · (uu) =−∇p+ρg+∇ · τττ+Fσ (1a)

∇ ·u = 0 (1b)

where u is the fluid velocity and Fσ represents a singular
source-term for the surface tension at the interface. Here
τττ represents the stress tensor, which becomes the very well

known function of viscosity for Newtonian fluids. The veloc-
ity field is continuous even across interfaces, so a one-fluid
formulation has been used. The equations are solved with
a finite difference technique using a staggered discretisation
(see Figure 1). The flow field is solved using a two-stage
projection-correction method. After solving the momentum
balance for each velocity component separately, a pressure-
correction step is taken to satisfy the continuity equation.
These steps use an incomplete Cholesky conjugate gradient
(ICCG) method to solve the linearised equations. The bound-
ary conditions can be adjusted between free-slip, no-slip and
periodic, but only the first is used in this work. The formula-
tion of τττ will be discussed later.

Figure 1: A zoomed snapshot of a rising FT bubble (at a very low
resolution for illustration purposes), showing the tracking
points and surface mesh, and the background grid with
staggered velocity vectors. The colors of the background
grid indicate the pressure profile, and the colors of the
velocity vectors represent the magnitude.

Surface mesh

The gas-liquid interface is tracked by Lagrangian control
points, which connects to a mesh composed of triangular
cells, called markers (Figure 2). At every time step, after
the fluid flow has been calculated, the Lagrangian control
points are moved with the interpolated velocity to their new
locations. The velocity is interpolated with a cubic spline
method. The actual movement is performed using a 4th order
Runge-Kutta time stepping scheme.

Surface tension and pressure jump

Fσ is a force representing the surface tension, which can be
directly calculated from the position of the interface markers.
The individual pull-force of a general neighbouring marker i
acting on marker m can be computed from their normal vec-
tors and joint tangent as illustrated in Figure 2:

Fσ,i→m = σ(tmi×nmi) (2)

The sum of the surface forces of all markers yields the pres-
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sure jump of the bubble as a whole.∫
∂S
[p]dS =

∫
∂S

Fσ ·n

[p] =
∫

∂S Fσ ·n∫
∂S dS

=
∑m Fσ,m ·nm

∑m Sm

(3)

By distributing the total pressure jump equally back to the
Eulerian mesh, the pressure jump is incorporated in the right-
hand side of the momentum equations. For interfaces with a
constant curvature (i.e. a sphere), the pressure jump and sur-
face tension cancel each other out exactly, and if the curva-
ture varies over the interface, only a relatively small net force
will be transmitted to the Eulerian grid.

Phase fraction and physical properties

Since the marker positions are exactly known, the phase frac-
tion φ in each Eulerian cell can be computed exactly using
geometric analysis. With the phase fraction, the density of
each Eulerian cell is calculated by weighted averaging. The
viscosity (either Newtonian or the apparent non-Newtonian
viscosity) is obtained by harmonic averaging of the kine-
matic viscosities (Prosperetti, 2002):

ρ(x) =
nphase−1

∑
p=0

φp (x)ρp (4a)

ρ(x)
η(x)

=

nphase−1

∑
p=0

φp (x)
ρp

ηp
(4b)

The bubble properties i.e. total surface area, volume and cen-
troid position, can be efficiently obtained by summing over
all triangular markers of an interface (Roghair et al., 2015,
2016).

Remeshing

Due to the advection of the interface control points, the mark-
ers’ geometry changes at each time step, which may lead to
too large or too small triangles. This distortion affects the
grid quality and can decrease the accuracy in the surface ten-
sion forces computation. Moreover, due to the discrete nature
of the interface, small changes in the enclosed volume appear

Figure 2: The surface tension calculation on marker involves the
calculation of three pull-forces using the tangent and nor-
mal vectors shared with the neighbouring marker.

at every time step. Despite the small magnitude, the volume
alterations can accumulate during the simulation time and
must be prevented (Pivello et al., 2013). The remeshing ap-
proach consists of three different parts: edge splitting and
collapsing, edge swapping and smoothing. An edge is split
(node addition) or collapsed (node removal) based on the
edge length related to the Eulerian grid size. In some cases,
it is preferable to swap an edge instead of changing the num-
ber of points: this procedure ensures that equilateral markers
are preferred. Smoothing is used to enhance the quality of
the grid and reduce the need for the other remeshing algo-
rithms. The volume restoration/conservation is obtained us-
ing a method described by Kuprat et al. (2001). After each
interface advection step and remeshing, a volume defect can
be obtained by comparing the new volume with the original
volume. This defect is then corrected by shifting the edges in
order to restore the original volume, with particular attention
on minimizing the impact on the actual geometry. A more
detailed overview of the volume conservative remeshing has
been presented in Roghair et al. (2015, 2016).

Viscosity model

In (inelastic) non-Newtonian fluids, the viscosity is not a con-
stant but is a function of the strain rate. When considering a
Newtonian fluid, the stress tensor τττ is given by:

τττ =−µ
(

∇u+(∇u)T
)
≡−µγ̇γγ (5)

in which γ̇γγ represents the rate of strain tensor. A commonly
used model to describe a non-Newtonian fluid is the so called
generalized Newtonian model, consisting in simply replacing
the viscosity µ with an apparent viscosity η, which is a func-
tion of the shear rate (Bird et al., 2007). The shear rate can
be written as the magnitude of the rate of strain tensor:

γ̇ =

√
1
2
(γ̇γγ : γ̇γγ) (6)

In this framework, the stress tensor is calculated as:

τττ =−η

(
∇u+(∇u)T

)
≡−ηγ̇γγ with η = η(γ̇) (7)

Several empirical models are available to describe the rela-
tion between η and the shear rate, while the simplest and
most widely used is the power-law model:

η = Kγ̇
n−1 (8)

Here K represents the consistency index while n is a con-
stant characterizing the fluid: for n = 1 the relation reduces
to a Newtonian fluid, for n < 1 the fluid is shear-thinning
(viscosity reduces with the shear) and for n > 1 is shear-
thickening (viscosity increases with the shear). This model
presents a very important physical and numerical limitation,
as addressed by Gabbanelli et al. (2005). At zero shear, the
viscosity becomes infinite for a shear-thinning and zero for a
shear-thickening fluid. Furthermore, it is well known that
most non-Newtonian fluids do not show this behaviour in
the whole range of shear rates, but rather display Newto-
nian plateaus around a limited non-Newtonian region, de-
pending on the fluid rheology. More complex models have
been developed to overcome this problem, such as the Car-
reau model, but they usually hold for a limited type of fluid
(e.g. shear-thinning). A simple solution is to use a truncated
power-law model (Gabbanelli et al., 2005):
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η = η(γ̇) =


η0, γ̇ < γ̇0

Kγ̇n−1, γ̇0 ≤ γ̇≤ γ̇∞

η∞, γ̇ > γ̇∞

(9)

Where η0 and η∞ are the viscosities calculated with the re-
spective shear rates. To keep consistency between the differ-
ent cases, it has been selected to express the limits in terms
of η as:

η− = 10−5 Pas

η+ = 10−1 Pas
(10)

Note that in Equation 10 + or − represents 0 or ∞ accord-
ing to the type of fluid selected i.e. shear-thinning or shear-
thickening. Those limits have been selected in order to guar-
antee numerical stability especially during the first time step,
while at the same time obtaining power-law fluid rheology in
the whole domain for the remaining of the simulations. Pre-
liminary calculations showed that the limits are not reached
in the domain when the bubble is at pseudo steady-state. On
the other hand, this implicitly assumes that the viscosity at
the walls is not the bulk viscosity (η0); this could have an
influence because, due to the free slip boundary at the walls,
the bulk viscosity is not η0. Further investigation on this
matter is needed, perhaps with a broader domain or different
truncation limits (see Equation 9).

Verification

The front tracking model has been thoroughly validated in
the past, both numerically (see Roghair et al. (2015)) and
experimentally. For the latter, a drag correlation has been
derived for single (Dijkhuizen et al., 2010a) and multiple
(Roghair et al., 2013) bubbles rising in a initially quiescent
liquid. Nonetheless, the addition of the non-Newtonian vis-
cosity model must be verified as well. A simple test case to
verify the correct implementation of the viscosity model is
represented by a single phase unidirectional pressure-driven
flow between two parallel plates, separated by a distance 2L
in the direction, y, orthogonal to the flow direction, x. Since
the only non-zero component of the velocity is ux(y), the
Navier-Stokes equations are simplified and it is possible to
obtain the stationary solution as:

ux = L
n

n+1

(
L
K

∂p
∂x

)1/n(
1−
∣∣∣ y
L

∣∣∣ n+1
n
)

(11)

From this, it is possible to calculate the flux through the rect-
angular domain and thus, assuming it is a constant linear
profile, the inlet velocity uin. With some mathematical re-
arrangement, one can obtain the normalized velocity profile
as:

ux

uin
=

2n+1
n+1

(
1−
∣∣∣ y
L

∣∣∣ n+1
n
)

(12)

where y represents the distance from the center of the channel
in the positive or negative directions, as it is symmetric. It is
very important to notice that the simulated flow is not entirely
non-Newtonian, as in the regions close to the walls there is
a high shear while in the center there is zero shear at y = 0.
This will result in three separate regions:

• a Newtonian region close to the walls

• a power-law region in between

• a Newtonian region close to the center

Since the γ̇ limits are selected as broad as possible, it is pos-
sible to reduce the Newtonian regions to a very small frac-
tion, thus assuming a power-law model in the whole domain.
The simulations have been carried out with a rectangular do-
main where two dimensions are much larger (50cm) than the
distance between the two plates (12mm). In the y-direction
(perpendicular to the flow) a number of 100 grid nodes has
been used. The two plates have a no slip boundary condition,
while for the depth (the z-direction) a free slip boundary is
applied. The remaining parameters are a time step of 10−2 s,
an inlet velocity of uin = 0.01ms−1 and the fluid properties
are those of water (with a consistency index K = 10−3 Pasn).
A variety of different exponents has been tested, as well as
a fully Newtonian case for completeness. The results of the
validation are shown in Figure 3.

Figure 3: Comparison of simulations with the analytical solution
for the steady-state velocity profiles of a 2D single phase
non-Newtonian flow between parallel plates.

The simulation results match very well with the analytical
solutions (see Table 1), thus confirming the validity of the
power-law regime in the whole domain. The relative error
has been calculated as in Equation 13 for all the cases.

εrel =

∥∥∥ux−uanalytical
x

∥∥∥
2∥∥∥uanalytical

x

∥∥∥
2

(13)

Note that the relative error here is always a positive value,
while the one in the next sections is calculated without the
norm to show the sign of the deviations.

Table 1: Relative error between the numerical and analytical solu-
tions of the velocity profile for a 2D single phase non-
Newtonian flow between two parallel plates.

n εrel
0.2 0.36%
0.5 0.13%
0.8 0.11%
1 0.10%

1.2 0.10%
1.5 0.10%
1.8 0.10%
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RESULTS

Numerical setup

The domain is a square box described by an Eulerian grid of
100×100×100 grid nodes. An initially spherical bubble is
placed in an initially quiescent liquid with its center located
at 60% of the height to gain additional information regarding
its wake. While the bubble rises in a free slip domain, the
window shifts so that the center of the bubble is in approx-
imately the same position throughout the simulation (Deen
et al., 2004).
The typical simulation uses a time step of 1×10−5 s and it is
performed for a total of 1s. It is well known that, especially
for larger bubbles, the velocity is oscillating. To determine
the drag the terminal velocity is averaged starting from 0.2s
to discard initial start-up effects. In the case of viscous liq-
uids, or in general when viscous effects are important, it is
necessary to adequately describe the far field liquid motion.
This was also investigated by Dijkhuizen et al. (2010a) for
higher viscosity liquids. Since the objective of this work is
to indeed study the influence of the change in viscosity, it has
been decided to opt for a less resolved bubble (10 grid cells).
Further investigations are ongoing to assess the validity of
this assumption and eventually to resolve the bubble motion
in more detail.

Table 2: Physical properties of the air-water system.

Property Symbol Value
Gas density ρg 1.25kgm−3

Gas viscosity µg 1.8 × 10−5 Pas
Liquid density ρl 1000kgm−3

Surface tension σ 0.073Nm−1

The physical properties of the system were chosen with the
aim to resemble an air-water system for the Newtonian cases
(see Table 2). The liquid viscosity is of course depend-
ing on the power-law behaviour of the fluid. Simulations
have been performed for different exponents as well as bub-
ble sizes (see Table 3). One case has been selected with a
higher (100 times the one of the other cases) K, to inves-
tigate more viscous regimes. For this case, also the limits
have been shifted by 2 orders of magnitude while keeping
the same power-law window. For all these cases simulations
with n = 0.2,0.5,0.8,1,1.2,1.5,1.8 have been performed.

Table 3: Settings used in the different simulation cases.

Case db [mm] K×10−3 [Pasn] Eö
1 0.5 1 3.35 × 10−2

2 2.0 1 0.54
3 4.0 1 2.15
4 4.0 1001 2.15
1 Different viscosity limits

Viscosity profiles

As shown in the appendix, the non-Newtonian viscosity
model has a large influence on bubble shape, as well as the
bubble behaviour. In Figures 10, 11 and 12 in the appendix,
some snapshots of the different cases are shown. As ex-
pected, in all the shear-thickening cases the bubble shape
becomes more spherical as a consequence of the increased
viscosity in the fluid immediately surrounding the bubble.
Moreover, the bubble pattern is highly affected for the 4mm

(a) n = 1.5 (b) n = 1

Figure 4: Comparison of the Newtonian and shear-thickening cases
for a 4mm bubble. It is possible to notice a remarkable
change in shape and rising pattern, due to the viscosity
alteration.

(a) n = 1.5

(b) n = 1

Figure 5: Snapshots of the viscosity profiles around a 4mm bub-
ble in a Newtonian and in a shear-thickening. The col-
ors range from lower viscosity (blue) to higher viscosity
(red).

case; the Newtonian case shows a meandering and wob-
bling bubble while it is rising in a straight line for the non-
Newtonian cases, see also Figures 4 and 5. This is similar
to a bubble rising in a more viscous fluid. The viscosity is
mainly affected at the bubble front (where there is a highly
shear-thickening region) and then the liquid passes the bub-

473



A. Battistella, S. J.G. van Schijndel, M. W. Baltussen, I.Roghair, M. van Sint Annaland

ble forming a higher viscosity tail in the wake. Since the
larger bubble rises faster, the viscosity reaches a higher peak
in front of the bubble, while the viscosity is affected in a
larger part of the domain for the smaller 0.5mm bubble.
When inspecting the shear-thinning cases, one can observe
that the shape is slightly less spherical. The meandering
4mm bubble maintains the behaviour and this is also vis-
ible in the viscosity profile which follows the bubble pat-
tern. In all three cases two higher viscosity regions can be
observed at the walls (also observed in the past by Ohta et al.
(2010)). Interestingly, unlike the shear-thickening case, the
region with higher viscosity gradients is indeed at the walls,
and mostly in the wake. In addition, again in this case the
bubble rises faster for the 4mm case, so the viscosity reaches
higher (and lower) values due to higher velocity gradients.
The quantification of the effects on the drag coefficient is
discussed in the next sections.

Drag coefficient

The front-tracking model has been used in the past to derive
a drag correlation for both single bubble (Dijkhuizen et al.,
2010a) and bubbles rising in a swarm (Roghair et al., 2011),
to be used in higher scale model such as Euler-Lagrange
models. The terminal velocity of a single bubble rising in a
liquid is determined by the drag that the bubble experiences.
The macroscopic force balance on a bubble is given by:

m
du
dt

= FG +FP +FD +FL +FV M +FW (14)

Out of the many forces acting on the bubble, the drag force is
the most important in determining its rise velocity. Assuming
that the liquid is infinite (i.e. zero bulk velocity), this force
can be expressed as:

FD =−1
8

CDρlπd2
b |u∞|2 (15)

When the bubble is rising in a pseudo steady-state, the drag
force (FD) balances the buoyancy force (FP + FG); some
mathematical rearrangement from Equation 14 neglecting
the other forces leads to the well-known expression for the
drag coefficient:

CD =
4
3

db (ρl−ρg)g
ρl |u∞|2

(16)

In many higher scale models, such as Euler-Euler or Euler-
Lagrange models, the force balance on bubbles relies on the
use of closure relations; for this reason it becomes unques-
tionably important to properly predict the drag coefficient.
Many works exist in literature, starting from the drag on
spherical particles (Stokes, 1851; Clift et al., 1978) to arrive
at the work of Tomiyama et al. (1998, 2002). This work is an
extension to non-Newtonian fluids of the drag correlation ob-
tained by Dijkhuizen et al. (2010a) and Roghair et al. (2011).
In particular, Dijkhuizen et al. (2010a) described the drag co-
efficient as:

CD =
√

CD(Re)2 +CD(Eö)2 (17)

where the Reynolds dependent part is described as (Mei
et al., 1994):

CD(Re) =
16
Re

(
1+

2
1+ 16

Re +
3.315

Re

)
(18)

and the Eötvös dependent part as:

CD(Eö) =
4Eö

9.5+Eö
(19)

It is very important to notice that, while the Eötvös num-
ber can be easily calculated, for Equation 18 the Reynolds
number includes the viscosity, which is not a constant for a
power-law fluid. Therefore, a generalized Reynolds number
for power-law fluids has been introduced (Chhabra, 2006):

Re∗ =
ρu2−ndn

b
K

(20)

Figure 6: Drag coefficient (CD) of a 4mm bubble rising in different
power-law fluids, with consistency index K = 10−3 Pasn.
The relative error is shown with ±20% error lines.

Figure 7: Drag coefficient (CD) of a 4mm bubble rising in different
power-law fluids, with consistency index K = 10−1 Pasn.
The relative error is shown with ±20% error lines.

Eötvös dominant regime

The drag coefficient is determined by two different contribu-
tions: the Eötvös and the Reynolds dependent parts. At high
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Eötvös numbers, such as for bigger and deformed bubbles,
the CD(Eö) is dominant, while the CD(Re) becomes negligi-
ble. This is visible in Figure 6, showing that the total drag
is constant for most of the different exponents, as a result of
the high CD(Eö) contribution which is constant since the Eö
number is not affected by the viscosity. When the exponent
becomes higher, such as for n = 1.5 or n = 1.8, the liquid
is strongly shear-thickening. This affects the Re number, as
the bubble is slowed down by the higher viscosity and be-
comes more spherical, and a considerable deviation occurs
from the calculated drag coefficient. Despite this, for most
of the cases the drag correlation is able to properly predict
the total drag coefficient within a 20% deviation. When the
consistency index K is increased by two orders of magni-
tude (see Figure 7), the effect of the highly shear thickening
regime becomes much more pronounced with deviations up
to 85%. In both cases, this deviation can be explained by con-
sidering the higher viscous contribution to the drag, which is
more pronounced for the high viscosity case 4.

Figure 8: Terminal velocity of a 4mm bubble rising in different
power-law fluids, with two different consistency indexes.
The relative error is shown with ±20% error lines.

The calculated drag coefficient has been used to determine
the bubble terminal velocity (see Figure 8). The comparison
with the simulation’s data shows that the terminal velocity
of case 3 can be reasonably well predicted for all the given
exponents with a maximum relative error of 12% for the
higher shear-thickening exponent, while for the other cases
it is within 5%. Again, a more pronounced effect appears for
case 4, where the error is within 6% for the other cases while
it is 16% and 26% for the two higher exponents.
It is clear that the drag correlation of Dijkhuizen is able to
predict within a reasonable accuracy the terminal velocity,
until the fluid becomes vert shear-thickening (n> 1.5), where
strong deviations occur.

Reynolds dominant regime

For smaller bubbles the Reynolds number decreases and the
Reynolds dependent part of the drag starts to play a consid-
erable role in the total drag coefficient.
A similar trend as in the previous section can be discerned
from Figure 9. As soon as the exponent rises to n = 1.5 or
higher, the drag coefficient has a drastic increase and the ve-
locity decreases. Despite the similar behaviour, it is possible

to notice how, for both bubbles, there is a clear trend in the
error distribution, with many errors in the shear-thinning re-
gion outside the 50% area. This means that the correlation is
not able to fully describe the drag force in this regime, which
is where viscous effects are more important. Observing the
bubble with db = 0.5mm, it is clearly visible that the error is
large both in the shear-thickening and in the shear-thinning
regions. Moreover, also the 2mm bubble (which is in the
transition between the two regimes) shows a clear trend, with
a large deviation for the most shear-thinning case.

Figure 9: Terminal velocity of a 0.5mm and a 2mm bubble rising
in different power-law fluids, with consistency index K =
10−3 Pasn. The relative error is shown with ±20% error
lines.

In Figure 9 the terminal velocities are calculated. It is imme-
diately visible that there is a large deviation for the 0.5mm
bubble, which reaches a plateau in the velocity for low expo-
nents not described by the correlation. This might be due to
the fact that, for extreme shear-thinning cases, the liquid vis-
cosity approaches and even goes lower than the gas viscosity.
Moreover, this could also be a consequence of an insufficient
bubble or domain resolution, which needs to be farther inves-
tigated.
Despite the somewhat expected deviations from the Newto-
nian correlation, it is noticeable how we can predict the drag
coefficient with a reasonable agreement when the exponent
does not reach extreme values (e.g. within ±0.5 from 1).

CONCLUDING REMARKS

This work has shown the possibility to verify and ultimately
obtain drag information for single bubbles in non-Newtonian
power-law fluids using Front-Tracking simulations. The drag
relation proposed by Dijkhuizen is able to reasonably well
predict the drag coefficient and hence the terminal velocity
for moderately non-Newtonian fluids (e.g. 0.5 ≤ n ≤ 1.5)
while more research has to be carried out for more extreme
exponents. It is noticeable how the larger bubbles, where the
Eö number is the most important in determining the drag,
have in general a very good agreement with the correlation,
due to the limited importance of viscous effects. On the other
hand, for smaller bubbles large deviations occur from the cor-
relation when the power-law exponent is higher (or lower).
Moreover, special attention should be paid to the bubble res-
olution: more resolved simulations are being performed to
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gain more insights. Eventually, the work will be extended
to swarms of bubbles and the outcome will be used for the
development of a Euler-Lagrange model in the multi-scale
modelling approach.
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(a) n = 0.5 (b) n = 1 (c) n = 1.5

Figure 10: Snapshots of the viscosity profiles around a 4mm bubble in three different fluids: (a) shear-thinning, (b) Newtonian and (c) shear-
thickening. The colors range from lower viscosity (blue) to higher viscosity (red).

(a) n = 0.5 (b) n = 1 (c) n = 1.5

Figure 11: Snapshots of the viscosity profiles around a 2mm bubble in three different fluids: (a) shear-thinning, (b) Newtonian and (c) shear-
thickening. The colors range from lower viscosity (blue) to higher viscosity (red).

(a) n = 0.5 (b) n = 1 (c) n = 1.5

Figure 12: Snapshots of the viscosity profiles around a 0.5mm bubble in three different fluids: (a) shear-thinning, (b) Newtonian and (c)
shear-thickening. The colors range from lower viscosity (blue) to higher viscosity (red).
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ABSTRACT 
In petroleum drilling, cuttings transport problems, i.e. an 
accumulation of drilled of solids in the wellbore, are a major 
contributor to well downtime and have therefore been 
extensively researched over the years, both experimentally and 
through simulation. In recent years, Computational Fluid 
Dynamics (CFD) has been used intensively due to increasing 
available computational power. Here, the problem of cuttings 
transport is typically investigated as a laminar/turbulent, 
potentially non-Newtonian (purely shear-thinning) multiphase 
problem. Typically, an Eulerian-Eulerian two-fluid model 
concept is utilized, where the particle phase is treated as a 
second continuous phase. Optionally, a granular flow model, 
based on the Kinetic Theory of Granular Flow (KTGF), may be 
used to account for the dense granular flow properties of 
cuttings forming a sediment bed. One issue of the state of the 
art CFD approach as described above is the proper resolution of 
the bed interface, as this may not be accurately resolved in an 
industrial-relevant CFD simulation.  
In this paper, an alternative approach is taken based on 
modeling concepts used in environmental sediment transport 
research (rivers, deserts). Instead of including the sediment bed 
in the computational domain, the latter is limited to the part of 
the domain filled with the particle-loaded continuous fluid 
phase. Consequently, the bed interface becomes a deformable 
domain boundary, which is updated based on the solution of an 
additional scalar transport equation for the bed height, which is 
based on the so-called Exner equation (Exner, 1925), a mass 
conservation equation accounting for convection, and 
additionally deposition and erosion in the bed load layer. These 
convective fluxes are modeled with closures relating these 
fluxes to flow quantities. 
As a first step, a 2D model was implemented in ANSYS Fluent 
R17.2 using Fluent’s dynamic mesh capabilities and User-
Defined Function (UDF) interfaces. The model accounts for 
local bed slope, hindered settling, and non-Newtonian, shear-
thinning viscosity of the fluid phase as well as turbulence. 
Model results are benchmarked with experimental data for five 
different operating points. Most probably due to the utilized 
unsteady Reynolds-Averaging framework (URANS), the 
model is not capable of predicting flow-induced dunes; 
however, it does predict bed deformation as a consequence of 
for instance non-equilibrium boundary conditions. Other model 
issues such as e.g. non-Newtonian formulations of the closures 
are identified and discussed. 

Keywords: Drilling, cuttings transport, particle transport, 
sediment transport, bed load, turbulence, non-Newtonian, 
multiphase, deforming mesh, CFD. 

NOMENCLATURE 

Greek Symbols 
α Volume fraction, [-]. 
β Local bed slope, [rad]. 

�̇�𝛾 Shear rate, mag. of deformation rate tensor, [1/s]. 
ρ Mass density, [kg/m3]. 
µ Dynamic viscosity, [kg/m.s]. 
ν Kinematic viscosity, [kg/m.s]. 
τ (Wall) Shear stress, [Pa]. 
ϕ Angle of repose, [rad]. 
θ Non-dimensional shear stress, Shields number, [-]. 
ω Specific dissipation rate [1/s]. 
 

Latin Symbols 
c Coefficient of drag, [-]. 
C Bed slope model constant, ≈ 1.5, [-]. 
d Diameter, [m]. 
D Deposition, [m/s]. 
D Rate of deformation tensor, [m/s²]. 
E Entrainment, [m/s]. 
F Momentum exchange term, [kg/s².m³]. 
g Gravitational acceleration, [m/s²]. 
h Bed height, [m]. 
k Turbulent kinetic energy, [m²/s²]. 
n Exp. in rheo. models & hind. settling function, [-]. 
q Vol. bed load transport rate per unit width, [m³/s.m]. 
s Ratio of solid and fluid densities, [-]. 
S Source term, [kg/s.m³]. 
t Time, [s]. 
T Stress tensor, [kg.m/s².m³]. 
u Velocity vector, [m/s]. 
v Vertical velocity component, [m/s]. 
V Volume, [m³]. 

Sub/superscripts 
0 Horizontal or initial or zero. 
* Non-dimensional. 
b Bed. 
cr Critical/Treshold. 
CR Cross. 
D Drag. 
f Fluid. 
i Phase index. 
PL Power-law. 
s Solid. 
t Turbulent. 
T Transposed. 
x x-direction in space. 
y y-direction in space. 
z z-direction in space. 

Abbreviations 
2D   Two-dimensional in space. 
3D   Three-dimensional in space. 
CFD  Computational Fluid Dynamics. 
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GNF Generalized Newtonian Fluid. 
H2O Water. 
KTGF  Kinetic theory of granular flow. 
PAC Polyannionic cellulose. 
OBM Oil-based muds. 
UDF User-Defined Function. 
URANS Unsteady Reynolds-Averaged-Navier-Stokes. 
SST Shear Stress Transport. 
VLES Very Large-Eddy Simulation. 
WBM Water-based muds. 

INTRODUCTION 

Existing research body and praxis 
Cuttings transport in wellbores, herein termed wellbore 
flows, is a multiscale problem, both in space and time but 
also regarding the different levels of physical complexity. 
In general, wellbore flows incorporate non-Newtonian 
rheology, dispersed and potentially dense packed solids 
(cuttings forming a sediment bed) and the flow may be 
turbulent. The domain of interest is an annulus, formed 
by the drill pipe, which may also rotate, inside the 
wellbore. 
Conceptually, the flow may be categorized into three 
layers: (1) A flowing mixture layer, where particles are 
transported in a heterogeneous suspension. (2) An 
intermediate layer, where particles roll and slide on top 
of each other, which is just a few particle diameters thick. 
(3) Depending on the various parameters involved, a 
densely packed, and in most cases stationary, cuttings 
bed may form at the lower part of the annulus. 
Several scientists, e.g. Doron and Barnea (1993); Savage 
et al. (1996) or more recently Bello et al. (2011); Nossair 
et al. (2012); Goharzadeh et al. (2013); Corredor et al. 
(2016), have experimentally investigated wellbore flows 
in laboratory flow loops. Corredor et al. (2016) 
determined the critical velocities for the initiation of 
particle movement with rolling, saltation, and 
suspension. They found that the fluctuation of pressure 
gradient is due to the dune movement. Nossair et al. 
(2012) found a significant influence of pipe inclination 
on flow structure as a consequence of liquid-particle 
interaction at the bed interface and the suspension layer. 
Goharzadeh et al. (2013) found that an increased bed 
height in a horizontal pipe reduces the effective cross-
sectional flow area and results in higher local liquid 
velocity, which is leading to higher shear forces at the 
solid-liquid interface. For solid particles, the dominant 
factors to induce the movement is the fluid shear force at 
the solid-liquid interface and the gravity force. 
In recent years, CFD has been increasingly used to model 
wellbore flows. Different levels of complexity may be 
addressed by incorporating adequate models for 
multiphase flows, non-Newtonian fluid rheology, 
turbulence, and more physics. Mainly, the Eulerian-
Eulerian two-fluid model has been used in recent 
research activities, for instance by Ofei et al. (2014); Sun 
et al. (2014); Manzar and Shah (2014); Han et al. (2010), 
where the fluid and solid phase are treated as two 
interpenetrating continua. In wellbore flows, a cuttings 

1 This is an ambiguous term. In this study, it is considered 
to be the top of the sliding/rolling particle layer, where 
saltation processes just start to occur. 

bed may form under different conditions. Solids are not 
kept entirely in suspension, but settle out and 
agglomerate on the lower part of the annulus forming a 
stationary packed bed with maximum packing density (αs 
≈ 0.63) and a moving dense layer (αs ≈ 0.55), where 
particles roll and slide on top of each other. This layer is 
usually only a few particle diameters thick. In terms of 
CFD modeling, the formation of a cuttings bed may be 
accounted for by incorporating the kinetic theory of 
granular flow (KTGF), as for instance used by Han et al. 
(2010). The KTGF describes the granular flow in the 
dense packed bed, where solid pressure and granular 
temperature become important flow variables. 

Position and Motivation 
Utilizing the KTGF is computationally more expensive 
as additional transport equations have to be solved. 
Furthermore, the fine layer on top of the stationary 
cuttings bed, where particle roll and slide on top of each 
other, may not be resolved properly. Finally, the cuttings 
bed interface1 may not be tracked properly, as 
interpolation of the various solids volume fraction values 
of different cells is required to yield the approximate 
position based on a threshold such as e.g. αs = 0.55. 
In sediment transport research, CFD models usually 
utilize the so-called “Exner equation”, derived by Exner 
(1925), in order to track the development of the sediment 
bed height. The sediment bed height is usually taken as 
the distance from some reference level to the top or 
bottom of the so-called “bed load” layer. The "bed load" 
layer is located on top of the static bed and comprises a 
thin layer containing sediment flux, characterized by 
sliding and rolling particles. The dispersed solids are 
usually modelled by an additional species transport 
equation. Empirical formulas are used to model the bed 
load transport rate, where a variety of models exists to 
account for the deposition and entrainment fluxes. 
Examples of such a modeling approach are Solberg et al. 
(2006); Brørs (1999) or more recently Khosronejad et al. 
(2011); Khosronejad and Sotiropoulos (2014). 
In order to simplify numerical cuttings transport studies, 
we will apply a combination of a multiphase treatment of 
the particle-loaded, potentially non-Newtonian flow and 
the Exner equation approach for tracking the bed 
interface. A two-dimensional (2D) model is implemented 
in ANSYS Fluent 17.2 and results are compared with 
respective experimental data for a set of different case 
parameters. 

Structure of this work 
In the next section, we present a description of the 
modeling concept as well as the general flow and bed 
load models, along with different important model 
elements. Next, we provide an overview of the 
experimental setup and measurement techniques. In the 
following section, both numerical and experimental 
results will be presented, followed by a discussion of the 
results and comparison  of CFD and experimental results. 
Finally, the last section provides a conclusion and 
outlook. 
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NUMERICAL MODEL 
This section provides a description of the general 
methodology used to model the evolution of the cuttings 
bed as well as a detailed description of the CFD model 
used in this study. 
As a first step, the CFD model is built for a two-
dimensional (2D) channel flow, where the domain is 
discretized with a structured quadrilateral grid as 
depicted in Figure 1. 
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Figure 1: 2D channel domain. 

Here, an initial cuttings or sediment bed is depicted. 
However, the cuttings bed is not part of the discretized 
domain. Instead, it is accounted for by setting the 
coordinate system appropriately, such that, in the given 
example, the y-coordinate is zero at the channel bottom, 
equal to the bed height at the lower end of the mesh and 
equal to the channel height at the top end of the mesh. 

General modeling concept 
An overview of the general modeling concept is provided 
in Figure 2. 

3. Solve “Exner” eq. & compute
new bed height

2. Compute “Exner” eq. closures

4. Update mesh

Geometrical gradient
(Critical) Shields numbers
Bed load transport rate
Deposition flux
Entrainment flux

a. Compute bed height node values based on
linear “moving wall” face averages

1. Solve general flow equations

Solve “Exner” equation () and compute 
new bed height ℎ𝑛𝑒𝑤 = ℎ + ∆ℎ for each 
“moving wall” face

b. Repetitively apply sand slide algorithm until
angle of repose is satisfied on every face

c. Update node positions and correspondingly
deform the mesh

t∆

Volume fraction
Mass per phase
Momentum per phase
Turbulent Kinetic Energy per phase
Specific dissipation rate per phase

 
Figure 2: Overview of general modeling concept. 

Four major steps per computational CFD time step are 
performed as follows: 
1. Within the discretized domain of Figure 1, an Eulerian-

Eulerian two fluid model is solved, where both the 
solvent and the dispersed phase are treated as 
interpenetrating continua. 

2. Based on the solution, certain quantities required for 
modeling the evolution of the sediment bed are 
straightforwardly computed. 

3. The evolution of the bed interface is described by the 
so-called “Exner equation”, first introduced by Exner 
(1925). It is based on conservation of mass applied to 
a control volume, where the height of the volume may 
change with time due to the gain or loss of mass in the 
control volume. The evolution equation for the bed 
height h is: 

 
1

(1 )
bx

fb

qh E D
t xα

∂∂  = − + − ∂ − ∂ 
  (1) 

 Here, qbx is the volumetric bed load transport rate per 
unit width, i.e. the amount of solids being transported 
in the bed load layer along the bed interface, and E and 
D are source terms representing volumetric 
entrainment and deposition fluxes of solids, 

respectively. The solution of equation (1) leads to a 
change in bed height for a given time step and grid cell. 

4. Ensuring that the solids angle of repose is not violated 
and transferring face to node positions, the mesh is 
updated accordingly. Figure 3 shows a zoom of the 
near-bed region of Figure 1 at two subsequent time 
steps and illustrates that the computed change in bed 
height is used to accordingly deform the mesh on a per 
node and per time step basis. 

Sediment bed

y

1nt −

h Sediment bed
h∆

x x

y

nt  
Figure 3: Mesh-deformation. 

The CFD model, as further detailed in the next two 
subsections, is implemented in ANSYS Fluent R17.2 
using its dynamic mesh capabilities and UDF 
functionalities. 

Flow field 
The flow field, i.e. both the fluid and solid phase flowing 
through the discretized domain (Step 1. in Figure 2), is 
described in an Eulerian-Eulerian and unsteady 
Reynolds-Averaged (URANS) framework. Both the 
fluid and the solid phase are considered isothermal and 
incompressible. Hence, for an arbitrary volume element, 
the phase volume fractions have to sum to one. 
 { }1 ,i i i

iV

V dV i f sα α= ∧ = ∧ ∈∑∫   (2) 

Transport of mass 
The continuity equation for phase i ∈{f,s} is expressed as 
 ( ) ( )i i i i i iS

t
α ρ α ρ∂

+ ∇ =
∂

u   (3) 

The source term Si on the RHS is generally zero. 
However, in cells at the sediment bed interface, i.e. wall-
adjacent cells of the bottom domain boundary “moving 
wall”, mass may be added or removed as a consequence 
of solid deposition and entrainment processes taking 
place at the sediment bed interface. 

Transport of momentum 
The momentum balance for the phase i ∈{f,s} reads 

 ( ) ( )

( ) ( )2

i i i i i i i

i i i t i i i i i s

t
K F

α ρ α ρ

α α µ α ρ−

∂
+ ∇ ⋅

∂
= ∇ + ∇ + + ∆ + ∑

u u u

T D g u
  (4) 

The stress tensor T for a generalized Newtonian fluid 
(GNF) is 
 ( )2i i ip µ γ= − +T 1 D   (5) 
where Di is the rate of deformation tensor 
 ( )1

2
T

i i i= ∇ + ∇D u u   (6) 

and the shear rate �̇�𝛾 is a total shear measure defined as 
 2 :γ = D D   (7) 
The turbulent Reynolds stresses are modelled using the 
gradient diffusion hypothesis (Boussinesq hypothesis), 
where turbulent Reynolds stresses are related to the mean 
velocity gradients and the turbulent viscosity µt-i. 
In the drag term, K is the interphase momentum exchange 
coefficient 
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D

s

AK f cρ
τ

=   (8) 

with the particle relaxation time 

 18
s s

s
f

dρτ
µ

=   (9) 

and where the function f(cD) represents the effect of a 
particular interphase momentum exchange model. Here, 
the model of Schiller and Naumann (1933) has been used. 
Other momentum exchange terms include lift, virtual 
mass, turbulent dispersion and turbulent interaction 
 L VM TD TIF F F F F= + + +∑   (10) 
where the standard Fluent formulation for the virtual 
mass force is used and lift is described by the model of 
Saffman (1965), turbulent dispersion by the model of 
Simonin and Viollet (1990b), and turbulent interaction as 
described by Simonin and Viollet (1990a). 
Note, that, in accordance with the source term in the mass 
transport equation (3), the momentum equation (4) 
should feature a corresponding momentum source term 
to account for momentum exchange in the wall-adjacent 
grid cells. However, compared to the other terms in 
equation (4), the momentum source term due to mass 
exchange is expected to be of negligible order of 
magnitude. 

Fluid rheology 
Drilling fluids may be categorized as so-called water or 
oil based muds (WBM, OBM). These are generally 
engineered non-Newtonian (shear thinning, viscoelastic 
and thixotropic) fluid systems. However, usually, drilling 
fluids are modelled as GNF, i.e. purely viscous without 
elastic and time-dependent properties. Hence, the fluid 
apparent viscosity becomes a function of the second 
invariant of the rate of deformation tensor only, see 
equation (5), and may be expressed with different models 
depending on the fluids properties. In this study, 
experiments were performed for H2O and an aqueous 
solution of Poly-Anionic Cellulose with a concentration 
of 1 g/L (PAC1) as a WBM model system. PAC solutions 
are both shear-thinning and translucent which qualifies 
them for usage as WBM model systems in optical 
investigations. Preparation of the PAC1 solution and 
rheology measurements were described in previous 
studies, see Khatibi et al. (2016a),  (2016b). Figure 4 
shows the apparent dynamic viscosity µ(�̇�𝛾) of H2O and 
PAC1 versus shear rate �̇�𝛾. 

 
Figure 4: Rheology of water and PAC 1 g/l at 21 °C. 

Power-law (PL) and Cross (CR) models, equations (11) 
and (12) respectively, were used for curve fitting of the 
PAC1 rheometric data. However, only the CR model was 
used in the CFD computations due to the better fit to the 
data. 
 ( ) 1PLn

PLPL Kµ γ γ −=    (11) 
 

 ( )
( )

0  
1 CRnCR

CRK
∞

∞
µ µµ γ µ

γ
−

= +
+





  (12) 

If required, the application of other models such as the 
Herschel-Bulkley model is straightforward. Density of 
H2O and PAC1 were approximately 1000 kg/m³. All 
liquids were measured at room temperature (21 °C) and 
atmospheric pressure (≈ 1.01 bar).  

Dispersed phase 
In order to model drill cuttings, two different types of 
spherical glass beads with median diameters ds = 0.3 mm 
and ds = 1.2 mm were used in this study, with solids 
density ρs = 2500 kg/m³. 

Turbulence 
As an URANS approach is taken to model the fluid flow, 
a turbulence model is required in order to compute the 
turbulent viscosity µt-i. Here, the k-ω SST model of 
Menter (1994) is used to model the two turbulent 
quantities, namely the  turbulent kinetic energy k and the 
inverse turbulence time scale ω. Roughness of a non-
moving sand bed may be directly represented by the 
particle diameter. However, due to the moving sand 
particles, which may also slide, roll and saltate, bed 
roughness is taken to be equivalent to 2ds. 

Bed load layer 
As illustrated in Figure 3, the lower wall of the 
computational domain may deform based on the solution 
of the bed height transport equation (1). In order to solve 
equation (1), three closures are required, namely models 
for the volumetric bed load transport rate per unit width, 
the volumetric deposition flux and the volumetric 
entrainment flux (Step 2. in Figure 2). 

Incipient motion 
Bed load transport and entrainment only take place if the 
fluid has sufficient momentum to overcome a critical bed 
shear stress threshold, characterized by the Shields 
number. The Shields number is a non-dimensional shear 
stress acting on the bed and may also be seen as the ratio 
of shear force to gravitational force, acting on a particle 
at the top of the bed.  

 ( )
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For a horizontal bed, the critical Shields number to 
overcome for bed load transport and entrainment to take 
place, may be estimated using an empirical expression of 
Soulsby (1997) 
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where d* is a dimensionless particle diameter 
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Applying a force balance to a particle on a slope yields, 
for the 2D case, where shear stress always acts in the bed 
slope direction, 

 ( )
( ),0
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β φ
θ θ

φ
+

=  (16) 

where ϕ is the solids angle of repose and β is the local bed 
slope. 

Bed load transport rate 
The bed load transport rate is mainly a function of the 
shear stress acting on the bed. Various empirical bed load 
formulas exist for different flow patterns and sediments. 
In this study, the expression of Nielsen (1992) is used, 
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which is valid for a zero-slope bed. Following Struiksma 
and Crosato (1989), a slope correction term is introduced 
as  

 0
f

bx bx
f

u hq q C
xu−

 ∂ = −
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  (18) 

where C is a constant and the direction of qbx is assumed 
to be equivalent to the x-direction of the fluid velocity uf 
in the wall-adjacent grid cell. 

Deposition 
The deposition flux D, i.e. particles leaving suspension 
and depositing on the bed, may be modeled as the product 
of the solid volume fraction and the suspension hindered 
settling velocity of Richardson and Zaki (1957) 
 ( )n

s f setD vα α=   (19) 
where vset is the settling velocity of an individual particle 
estimated with 
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based on the drag coefficient cD of Schiller and Naumann 
(1933). According to Garside and Al-Dibouni (1977), the 
exponent n in equation (19) is given by 
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Entrainment/Erosion 
Following Celik and Rodi (1988), the entrainment flux E, 
i.e. particles leaving the bed and entering suspension due 
to near-bed turbulent eddies, may be expressed with the 
near-bed Reynolds flux of solids  
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  (22) 

which may be modeled using the ratio of turbulent 
viscosity and the turbulent Schmidt number times the 
solid fraction gradient. 

Sand slide 
A pile of granular material will, under the pure influence 
of gravity, settle in such a way that the angle between its 
slope and the horizontal plane is equal to the materials 
angle of repose. The solution of equation (1) may lead to 
a violation of the angle of repose. Hence, a sand slide 
algorithm is required to avoid local violation of the angle 
of repose. The algorithm of Liang et al. (2005) is applied, 
where a face gradient is readjusted in a mass-
conservative manner if the face slope is violating the 
angle of repose (Step 4. in Figure 2). 

Boundary and initial conditions 
Initially, the bed height is 5 mm in the entire domain and 
all the flow variables in the domain are zero. 
At the inlet, a laminar velocity profile, which is adjusted 
to the potentially changing inlet size between step (4) and 
step (1) in Figure 2, is utilized for both the solid and the 
fluid phase. The velocity profile is defined in such a 
manner that the superficial velocities of the 2D channel 
flow CFD model and 3D pipe flow experiments match. 
A zero bed load transport rate gradient is used as a BC 
for the volumetric bed load transport rate.  
The solid volume fraction is assumed constant across the 
inlet. Reasonable values for the in-situ solid volume 
fraction were estimated based on the ratio of 
experimental superficial velocities  
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where the superficial particle velocity was calculated 
from the solids collection/injection rate and the 
superficial liquid velocity was calculated based on 
logged data from a Coriolis flow meter. 

Implementation in ANSYS Fluent R17.2 
With reference to Figure 2, the implementation in 
ANSYS Fluent R17.2 is as follows: 
1. The flow field is solved in a standard manner using the 

Phase-Coupled SIMPLE scheme, spatial discretization 
is second order, with the exception of volume fraction 
where the QUICK scheme has been used.  The time 
discretization is implicit second order. 

2. After the flow field variables are available, the three 
closures (18), (19), and (22) are calculated using an 
EXECUTE_AT_END UDF. 

3. In the same UDF, the bed height evolution equation (1) 
is solved with a first-order upwind scheme 
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Note, that the volumetric transport rate qx is a function 
of the transported property h. However, changes of the 
bed height h occur on a much larger time scale than 
changes of flow field variables such as velocity. Since 
the first-order upwind scheme, i.e. equation (24), is 
solved at the end of each CFD time step, no numerical 
instabilities are to be expected. 
The net solid and fluid fluxes into/out of the wall-
adjacent cell leads to a source term in these cells, as 
given in equation (3). 

4. Finally, the computational domain is then updated by 
individual node movement using a 
DEFINE_GRID_MOTION UDF, where the new node 
positions are computed based on linear face position 
averages and the whole bed is repetitively swept with 
the sand slide algorithm until the angle of repose is 
satisfied at all bed faces. ANSYS Fluent's dynamic 
mesh capability is used to deform the mesh 
correspondingly. Here, the spring-based smoothing 
method is used, where the individual node 
displacements are obtained by treating the mesh as a 
network of connected springs. Displacements of the 
boundary nodes computed via equation (24) will be 
transmitted through the mesh by calculating adjacent 
node displacements based on Hooke’s law. 

483



EXPERIMENTS 

Flow loop 
The experiments were carried out in a medium-scale flow 
loop at the University of Stavanger. The flow loop, 
shown in Figure 5, is a closed loop, where the particles 
are separated and re-injected continuously to the test 
sections after collection in a hydrocyclone (10).  

 
Figure 5: Medium-scale flow loop. 

The flow loop features both a horizontal and an inclined 
test section, where the pipe is made of transparent 
plexiglas. The inner pipe diameter is 0.04 m, the total 
length of the horizontal test section is 6 m, with an 
upstream entrance length of 4 m. The test fluid was stored 
in a 350 L source tank (1). A PCM Moineau 2515 screw 
pump (2), regulated by a frequency invertor, provided the 
flow. Liquid flow rate and temperature were monitored 
by a Promass 80F DN50 Coriolis flow meter (3). The 
glass beads were mixed into the liquid through a Venturi 
shaped injector (4). The test section was located 4 m 
downstream of the injection point to minimize entrance 
flow effects and to let the particle-liquid patterns become 
fully developed. The pressure gradient data was 
measured over a length of 1.52 m by a Rosemount 3051 
transducer (9). At the same position, flow pattern images 
were recorded using two high speed video cameras (8): 
A Basler camera with 500 fps at full resolution of 
800x600 and a SpeedCam Mini e2 camera with 2500 fps 
at full resolution of 512x512 pixels. Particles and liquid 
were separated in the hydrocyclone (10), just after the 
inclined test section. The particles are then re-injected 
through the injection pipe (7) and the liquid is returned to 
the tank (1). 

Estimate of CFD boundary conditions 
The solid superficial velocity required to specify the in-
situ solid volume fraction used as a BC in the CFD 
model, i.e. equation (23), was estimated by measuring the 
injection and collection rate of particles. A time series of 
images of the injection pipe (7) was obtained, where one 
of the control valves (5, 6) was closed and the other one 
was open to collect or inject the particles. The changes of 
the packed particles height were calculated by analyzing 
the images in Matlab.  

Test matrix 
Table 1 summarizes the relevant parameters used in the 
experiments (and corresponding simulations). 
In all cases, glass beads with a density of 2500 kg/m³ 
were used as solids. 
The global αs represents the total volumetric loading of 
solids in the flow loop, whereas the in-situ αs represents 
the estimated solid volume fraction of moving solids 

according to equation (23) used as a BC in the CFD 
simulations. 

Table 1: Test matrix 

Case #1 #2 #3 #4 #5 
Fluid H2O H2O H2O PAC1 PAC1 

Usl [m/s] 0.26 0.43 0.44 0.45 0.81 
µ0 [mPa.s] - - - 26 26 
µ∞ [mPa.s] 1 1 1 1 1 

KCR [Pa.snCR] - - - 0.008 0.008 
nCR [-] - - - 0.37 0.37 

ds [mm] 0.3 0.3 1.2 1.2 1.2 
αS [-] global 0.08 0.08 0.12 0.12 0.12 
αS [-] in-situ ≈ 0.0015 ≈ 0.0015 ≈ 0.001 ≈ 0.001 ≈ 0.001 

 
Pipe inclination was 0° in all cases, i.e. only the data from 
the horizontal test section was used in this study. 

RESULTS 

Numerical Modeling (CFD) 
In the case of H2O, solids eventually accumulate into a 
pile at the inlet due to a developing recirculation zone, 
blocking more than half the inlet. For case #1, as depicted 
in Figure 6, and at approximately x ≈ 1 m, a static bed 
begins to form where the solids concentration profile as 
well as the bed height is constant with respect to x. 

 
Figure 6: Bed height as a function of time, case #1. 

For case #2, as illustrated in Figure 7, a large pile of 
solids develops in the domain (here depicted at t = 50 s), 
which eventually is eroded. 

 
Figure 7: Bed height as a function of time, case #2. 

For case #3, simulations were always diverging for a big 
variety of solver settings. Using time steps < 0.0005 s 
lead to stable simulations; however, no results were 
obtained due to currently unavailable computational 
power required. 
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In case of PAC1, no pile build-up is observed at the inlet 
in either case. For case  #4, as depicted in Figure 8, a dune 
starts to grow at x ≈ 0.5 m and eventually the bed 
approaches a steady-state with a bed height h = 0. 0136 
m. 

 
Figure 8: Bed height as a function of time, case #4. 

For case #5, as illustrated in Figure 9, the bed is eroded 
from the start and yields a semi-steady-state bed height 
towards the outlet. 

 
Figure 9: Bed height as a function of time, case #5. 

However, the bed is eroded continuously, leading to zero 
bed height after the small dune traveling through the 
domain in the flow wise direction. 
No moving sand dunes were observed in the simulations. 

Experiments 
In this study, only a subset of experimental results 
relevant for validation of CFD simulations are presented 
(horizontal test section, moving bed flow pattern). 
Figure 10 to Figure 14 show the corresponding 
experimental results for the cases #1 to #5. 

 
Figure 10: Exp. result case #1. 

 
Figure 11: Exp. result case #2. 

 
Figure 12: Exp. result case #3. 

 
Figure 13: Exp. result case #4. 

 
Figure 14: Exp. result case #5. 

For case #1, #2 and #3, the fluid as well as particle 
properties are the same; with the only difference that the 
particle diameter ds is 4 times larger in case #3 compared 
to case #1 and #2. Increasing the liquid superficial 
velocity Usl leads to a higher bed height (case #2, Figure 
11 vs. case #1, Figure 10), and changing the solids 
particle diameter ds causes an even higher bed height 
(case #3, Figure 12). 
For case #4 and #5, PAC1 was used as a fluid, having 
shear-thinning properties as shown in Figure 4. Changing 
the fluid properties from H2O to the more viscous and 
shear-thinning PAC1 (case #4, Figure 8), changes the 
flow pattern and causes the bed to become much flatter 
but with a slightly higher bed height. By increasing the 
liquid superficial velocity Usl (case #5, Figure 14), the 
bed height is reduced, and the flow pattern changes to 
stratified flow with more particles in suspension near the 
bed. 

DISCUSSION 
First, the numerical results are discussed with a focus on 
model issues, followed by a brief discussion of the 
experimental results. Finally, numerical and 
experimental results are compared with each other. 

Numerical Modeling (CFD) 

Dynamic bed forms and URANS concept 
Even though simulation results predict bed changes with 
respect to space and time, no dynamic bed forms such as 
dunes are observed. For case #1 and #4, a sediment bed 
with constant height in dynamic equilibrium with the 
interacting flow is obtained in the second half of the 
computational domain. For case #1 and #4, the bed seems 
to be eventually eroded; however, also no dunes are 
observed. The lack of dynamic morphodynamic bed 
shapes may be a direct consequence of the URANS 
concept employed. Here, only averaged turbulent 
quantities are considered. Hence, no flow-induced 
perturbations of the sand bed are observed away from the 
inlet. Similar results have also been obtained by other 
researchers in sediment transport research, e.g. 
Khosronejad et al. (2015). Hence, a URANS concept 
may only be used to predict an averaged bed height. A 
capability to resolve large scale turbulent structures 
seems required in order to obtain flow-induced bed 
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perturbations and dune dynamics. One computationally 
affordable concept may be the Very Large Eddy Scale 
(VLES) model introduced by Johansen et al. (2004), an 
approach that is currently investigated. 

Bed erosion & steady-state 
For case #2 and #5, the simulation results indicate a 
vanishing bed, i.e. the bed is eroding over time. Here, the 
solid transport capacity of the flow seems to be high 
enough to eventually transport all solids out of the 
domain, which is consistent with the comparatively high 
superficial velocity of the cases. However, as will be 
further discussed in section “Comparison of CFD and 
experimental results”, this is not in accordance with 
experiments, where a steady-state bed height is observed. 
Further simulation time is required to finally develop a 
full dynamic equilibrium, since, as Figure 7 and Figure 9 
indicate, the eroding bed eventually leads to a fully 
flushed channel. 

Numerical instabilities 
For case #3, no converging solution could be obtained. In 
this case we have particles of ds = 1.2 mm in H2O. The 
settling velocity becomes large (vset ≈ 0.1 m/s), imposing 
a considerable time step limitation.  The problems 
observed here are expected to be related to the relative 
large hydrodynamic relaxation times of the larger 
particles leading to high deposition fluxes. These lead to 
short timescales for the Exner equation and consequently 
affect the numerical stability of our coupled equations. 

Bed load transport rate closure 
The used bed load transport rate is an empirical formula 
obtained for sand-water mixtures. Even though it is based 
on the non-dimensionalised wall shear stress in the form 
of the Shields number, it may not be adequate to quantify 
bed load transport for closed channel flows.  
Furthermore, the applicability of bed load transport rate 
formulas for shear-thinning apparent viscosities is 
questionable. 
The critical Shields number as the threshold for incipient 
motion was experimentally determined by Shields (1936) 
for a constant ratio of water-sand densities as well as a, 
with respect to the shear rate, constant water viscosity. 
Thus, for density ratios other than water-sand, as may be 
encountered in wellbore flows, and/or the varying 
apparent viscosity of drilling fluids, the standard Shields 
curve may not represent the correct threshold of motion. 

Node position update & mesh deformation 
The updated node positions are computed based on a 
simple face-averaging. In cases where the two 
neighboring faces of an arbitrary face do have a y-
coordinate larger or smaller than the y-coordinate of the 
current face, the used averaging concept is not fully 
mass-conservative under all conditions. This may be 
easily deduced from Figure 3, where the third cell may 
be considered a local maximum. Since both the 
downstream and upstream face do have smaller y-
coordinates, averaging node positions as described will 
lead to a new face value smaller than the actual computed 
face value. Ideally, the new node positions could be 
interpolated using e.g. splines with the constraint of mass 
conservation. 

So far, mesh deformation was purely achieved without 
remeshing, since the local changes of the bed height 
occur on large time scales and, in relation to the channel 
height, comparatively small amplitudes. However, this 
may lead to cells with a very bad aspect ratio and/or 
improper y+-values. A more sophisticated mesh 
deformation technique including boundary layer 
preservation and remeshing of inner cells is required.  
An extension to 3D is planned to improve the 
applicability of the model for more complex flows, e.g. 
annular wellbore flows with drill pipe rotation. However, 
this will also require special treatment of the deforming 
boundary cells in case of contact with the drill pipe. 

BC & model parameters 
Appropriate BC as well as correct estimates of model 
parameters are major issues in all CFD simulations. Here, 
concerning BC, the transfer of a pipe cross-sectional 
geometry to a channel cross-sectional geometry is not 
fully consistent with regards to all parameters: 
Superficial velocities are matched; however, due to the 
different cross-sections, wall shear stress and Reynolds 
numbers are different. 
For all cases, in the first half of the computational 
domain, the sand bed height changes with respect to 
space and time because of the various solid (bed load, 
deposition and entrainment) and corresponding fluid 
fluxes having different orders of magnitude and 
direction. This is mainly a consequence of the BC, i.e. the 
specified parabolic velocity profile and constant solid 
volume fraction across the inlet. These conditions do not 
represent a dynamic equilibrium. Since the velocity 
profile is updated based on the bed change at the inlet, a 
recirculation zone develops and the flow field and 
accordingly the sediment bed develop over an entrance 
length approximately equal to half the channel length. 
This may be circumvented by setting the first grid point 
constant, i.e. non-deforming. The two most prominent 
uncertain parameters are probably the estimated in-situ 
solid volume fraction given by equation (23) as well as 
the bed roughness required for the turbulence model. A 
sensitivity study may be required to identify the 
quantitative effect of these parameters on bed height. 
Regarding solid fraction, a profile, for instance based on 
the Rouse concentration profile of suspended sediments, 
may be used. Together with a more realistic turbulent 
velocity profile, this may help to considerably reduce the 
required entrance length and thus speed up computations. 

Non-Newtonian rheology 
The apparent viscosity is based on the shear rate of the 
background fluid. For testing purposes, local, particle-
induced shear rate and thus viscosity changes were taken 
into account for the settling velocity of solids in the wall-
adjacent bed cells. However, this needs to be 
implemented into drag law formulations as well as shear-
rate dependent force terms used in the two-fluid model. 
If not, solid velocities of the two fluid model and settling 
velocities of the bed load model would be inconsistent.  
The utilized non-Newtonian rheology description as a 
GNF does not account for interdependencies of non-
Newtonian fluid rheology and turbulence. Non-
Newtonian rheology is only taken into account via the 
molecular viscosity, i.e. equation (5) and (12) whereas 
the effect of turbulence is only taken into account by the 
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corresponding models affecting the turbulent viscosity 
µt-i. This is due to the conventional but simplified RANS 
treatment where the viscosity is first considered constant 
and later made variable by relating it to the shear rate, 
again see equation (5) and (12). Thus, terms representing 
the impact of fluctuations in strain rate on the fluids 
molecular viscosity as shown by Pinho (2003) as well as 
Gavrilov and Rudyak (2016) are ignored. 
Adequate wall treatment for non-Newtonian fluids is not 
available so far, as the wall functions in ANSYS Fluent 
are based on the common Newtonian log-law concept. 
Hence, the boundary layer needs to be resolved down to 
y+ < 1 into the laminar sublayer or non-Newtonian wall 
laws have to be developed, e.g. based on Johansen 
(2015). 
Drag, other momentum exchange terms and settling 
models utilized are based on Newtonian fluids. Here, 
further work is needed to account for non-constant 
viscosities, using available modeling concepts such as 
e.g. Childs et al. (2016); Ceylan et al. (1999); Li et al. 
(2012); Renaud et al. (2004); Shah et al. (2007); Shah 
(1986). 

Experiments 
Recording of experimental data started after a flow 
stabilization sequence of 30 min, in order to yield 
dynamic equilibrium. An entrance length of 4 m 
upstream of the test section was sufficient to yield a well- 
developed particle-liquid flow in test section of the 
horizontal pipe, where the video images were recorded. 
The camera frame rate was sufficient to capture and track 
the movement of individual particles inside the test 
section. 
Bed heights were measured from the video images and 
are in agreement with conventional theory. 
Theoretically, the bed height should decrease with 
increasing liquid flowrate due to increased shear stress 
against the bed. Thus, both bed load and suspended load 
increase, which may be directly seen in Figure 13 and 
Figure 14 for the case of PAC1. However, in the case of 
H2O, an increase in bed height is observed, which may be 
explained by flow pattern transition from a rather  
stationary bed, where dunes are moving very slowly 
(case #1) to a moving bed, where dunes move much faster 
(case #2). In addition, beyond a threshold velocity, 
particle dunes disappear and the bed becomes flatter. 
For constant particle mass density, the bed height 
increases with increasing particle diameter, due to 
increase in settling velocity, and decrease in entrainment 
rate. 
Increased viscosity of shear-thinning fluid leads to 
decrease in bed height due to the increased solids 
transport capacity of the flow. This is mainly due to 
reduced settling velocity and consequently less 
deposition. It also leads to higher shear-stress acting on 
the bed and consequently more bed-load transport. 

Comparison of CFD and experimental results 
As pointed out, the URANS-based numerical modeling 
approach does not yield any bed dynamics such as dunes. 
Therefore, comparison of CFD and experimental results 
may only be conducted based on a time/spatial average 
of the steady-state bed height. 

Table 2 provides a quantitative comparison of the bed 
heights predicted by CFD simulations and the averaged 
bed heights obtained from experiments. 
In case of the experiments, the averaged bed height was 
determined using Matlab Pixel-Viewer. By considering 
the grayscale color of each pixel (0 = black…255 = 
white), the interface of the sediment bed was determined 
and averaged over a sufficient length. 
In case of the CFD results, the bed heights of case #2 and 
#5 are not representing the final steady state, as may be 
seen from the respective time series given in Figure 7 and 
Figure 9. 

Table 2: CFD vs. experimental averaged bed heights 

[#] hbed (CFD) [m] hbed (Exp) [m] Ratio [-] 
1 0.019 0.0052 3.65 
2 0.0056 0.0093 0.60 
3 n/a 0.0139 n/a 
4 0.0136 0.0146 0.93 
5 0.00157 0.0100 0.16 
    

These time series actually indicate an eroding bed, which 
may eventually entirely vanish from the domain. This 
may be explained by (1) an overprediction of the solid 
transport capacity of the numerical model or (2) by an 
underestimation of the amount of solids entering the 
domain. In the case of (1), the bed load transport formula 
may need improvement with regards to the confined 
domain, non-Newtonian rheology or tuning of its model 
constants. The two latter aspects may also be valid for the 
entrainment model. Interestingly, the simulation result of 
case #1, does not support overprediction of solid 
transport capacity, as the bed height obtained from CFD 
simulations is 3.65 times the corresponding 
experimentally obtained bed height (see Table 2). In the 
case of (2), the amount of solids entering the domain 
could only be estimated based on equation (23) and 
corresponding experimental data. However, the 
estimated superficial velocities are global values, 
representing the respective superficial velocities on the 
entire flow loop system level. In order to improve on this 
BC estimate, measurements of the local superficial 
velocities at the test section inlet, or alternatively the 
solids concentration profile, would be required. 
In general, comparison of the results is further 
complicated by the two different domains utilized in this 
study. In the experiments, a pipe geometry has been used, 
whereas in the CFD simulations, a 2D channel (with an 
infinitesimal long z-coordinate) has been used. As 
pointed out in subsection “BC & model parameters”, it is 
not straightforward to match these two different 
geometries with regards to BC. An extension of the 
model to 3D will mitigate this particular issue. Due to the 
uncertainties and shortcomings of the current status of the 
numerical model, as described in the subsection 
“Numerical Modeling”, a valid comparison of bed 
heights obtained from experiments and CFD simulations 
is not possible yet. 

CONCLUSION 
1. The model developed so far does have major 

shortcomings when it comes to prediction of dunes and 
sediment bed dynamics as it may in principle only 
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predict the steady-state average bed height due to the 
utilized URANS approach. A simplified LES 
approach, e.g. the VLES concept currently 
investigated, may lead to a model capable of 
describing flow-induced dynamic bed shapes such as 
travelling dunes. 

2. The current model status does not correctly predict the 
transport capacity of the flow, i.e. does not allow a 
quantitatively correct prediction of the steady-state bed 
height. An improved bed load transport model, 
together with a more realistic entrainment model, may 
yield more realistic transport capacities and 
consequently better predict the steady-state bed shape 
and bed height.  

3. Improved inlet boundary conditions, in particular an 
inlet turbulent velocity profile together with a solid 
volume fraction profile, may considerably shorten 
entrance length effects and consequently speed up 
computations. 

4. Further modeling work is required to adequately 
describe the effect of non-Newtonian rheology on 
various elements of the model: Non-Newtonian 
formulations for closures such as the bed load formula, 
the drag coefficient, the (critical) Shields number, and 
the hindered settling effect as well as non-Newtonian 
turbulence interdependencies may improve the model. 

5. An investigation of the model’s sensitivity with 
respect to bed roughness and in-situ solid volume 
fraction at the inlet is necessary in order to understand 
the effect of these two uncertain parameters.  

6. An extension of the model to 3D will extend the 
applicability of the model for pipe flows, annular flows 
and potentially even more complex flows such as 
annular wellbore flows with drill pipe rotation, but at 
the same time require more sophisticated mesh 
deformation techniques. 
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ABSTRACT 

Metallurgical processes often involve multi-phase flows of 

molten metals or molten slags. No doubt, CFD is a powerful 

tool to describe such flows, but for complex flow phenomena 

experimental data are needed for code validation. As for many 

melts such CFD grade data do not exist, liquid metal model 

experiments are more and more used in order to fill this gap. 

Several examples of it are described here.     

Keywords: Liquid metal model experiments, measurement 

techniques.  

INTRODUCTION 

Metallurgical processes involve a variety of molten 

metals or molten slags, which are opaque and typically 

at high temperatures. Measurements in such systems, 

e.g. of local velocities, temperatures, pressures, void 

fractions, impurity distributions, etc., are till today very 

scarce. CFD is a powerful tool in order to develop the 

necessary process understanding, but without relevant 

measurement data it is sometimes a bit lost, in particular 

in case of complex, often turbulent multi-phase 

processes. A powerful tool to validate related CFD 

codes consists in slightly simplified, low-temperature 

liquid metal model experiments. Water model 

experiments are, instead, often of limited value, 

particularly in the cases of strong temperature gradients, 

two-phase flows or flows exposed to electromagnetic 

fields.  

Such liquid metal model experiments became a 

powerful tool over the past decade, mainly due to the 

development and availability of measurement 

techniques allowing to measure, e.g., the flow field in 

those melts almost completely up to melt temperatures 

of about 300°C. In the following we present, besides an 

overview on the measurement techniques, several 

examples for such kind of liquid metal model 

experiments. It involves mainly our experimental family 

LIMMCAST for modelling the continuous casting 

process of steel. 

MEASUREMENT TECHNIQUES FOR LIQUID 
METAL FLOWS 

Commercial techniques for measuring the flow field in 

opaque liquids at higher temperatures are only barely 

available.  Substantial research activities have been 

carried out at HZDR during the last 15 years on the 

development and qualification of various methods to 

measure the velocity field in liquid metal flows. In this 

connection, we follow a twofold strategy. On one hand, 

we try to develop measuring techniques for applications 

under real industrial conditions. On the other hand, we 

use liquid metal models as an important tool to 

investigate the flow structure and related transport 

processes in melt flows being relevant for metallurgical 

applications. Besides the classical, invasive probes new 

ultrasonic or electromagnetic techniques came up and 

allow today a satisfying characterisation of flow 

quantities in the considered temperature range until 

300°C. For reviews of those techniques we refer to 

Eckert et al. (2007, 2011) and Wondrak et al. (2014). 

Today the Ultrasonic Doppler Velocimetry (UDV) and 

the newly developed Contactless Inductive Flow 

Tomography (CIFT) are most promising for the 

measurement of local velocity fields. 

The Ultrasound Doppler method was developed in the 

early 1990’s by Takeda (1991)
 
and has been established 

in science and engineering for fluid flow measurements 

over the past two decades. UDV gives the one-

dimensional velocity profile along the direction of the 

ultrasonic beam. The use and combination of multiple 

ultrasonic transducers expands the observation area or 

extends the number of velocity components which can 

be measured. The measurement can be done with a 

direct contact of the transducer to the fluid, but it can 

operate also through the wall of the liquid metal flow. 

Commercial transducers are available for temperatures 

up to about 230°C. For fluids at higher temperatures the 

concept of using an acoustic wave guide has been 

developed by Eckert et al. (2003) in order to achieve a 

thermal as well as a chemical decoupling between the 

active transducer and the hot fluid. The measurable 

velocity range extends from about 0.5 mm/s to 3…5 m/s 

with a spatial resolution of typically 1…5 mm and a 

temporal resolution of up to 30…50 Hz. The latter 

means that a full measurement of turbulent spectra is 

typically not possible with UDV, but the transient 

behaviour of practically relevant mean flow fields can 

certainly be monitored.  

A new approach for a fully contactless and almost 

instantaneous detection of mean flow fields in metal 

melts is available today with CIFT. The melt volume is 

surrounded by one or two magnetic excitation fields. 

Magnetic field sensors mounted outside the melt detect 
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the induced magnetic field which arises from the 

interaction between the applied field and the flow. 

These flow-induced magnetic fields allow for a 

reconstruction of the three-dimensional mean velocity 

field in the melt as first demonstrated by Stefani et al. 

(2004). Successful applications of CIFT at single and 

two-phase flows typical for the continuous casting 

process have been reported by Wondrak et al. (2010, 

2011). The main practical problem for CIFT typically 

consists in the low values of the flow-induced magnetic 

fields, which for an applied field of 1 mT are in the 

order of several ten’s or hundred’s of nT. This is often a 

challenging task due to disturbing electromagnetic fields 

(heaters, valves, pumps, etc.) which usually belong to 

the set-up at which CIFT shall be applied. Several 

solutions for an increased robustness of CIFT have 

recently been developed (AC field excitation, 

gradiometric pickup coils, improved reconstruction 

algorithms). Ratajczak et al. (2016) demonstrated that 

CIFT can operate reliably even in the presence of a 

strong external magnetic field such as an 

Electromagnetic Brake (EMBr) at a steel casting model. 

CIFT delivers mean three-dimensional flow fields with 

a temporal resolution of about 1 Hz. Measurements in 

the range of about 10 mm/s up to 5 m/s have been 

reported. 

LIMMCAST FACILITIES 

For the modelling of flow problems in the continuous 

casting of metals meanwhile three different 

LIMMCAST facilities have been installed at HZDR. 

The LIMMCAST programme aims to model the 

essential features of the flow field in a continuous 

casting process, namely the flow field in the tundish, in 

the submerged entry nozzle (SEN) and in the mould as 

well as the solidification of the material in the strand. 

Figure 1 shows a photograph of the main, large 

LIMMCAST facility. All components are made from 

stainless steel. The low melting point alloy Sn60Bi40 is 

used as model liquid, whose temperature-dependent 

material data are well-known (Plevachuk et al., 2010). 

The liquidus temperature of 170°C allows for an 

operation of the facility in a temperature range between 

200 and 400°C. The melt inventory is stored in two 

vessels with a capacity of 250 l each. An 

electromagnetic pump is used to transport the liquid 

metal into the tundish. The maximum flow rate, which 

is measured by an electromagnetic flow meter, is about 

2.5 l/s.  

Figure 2 shows a photograph of the test section 

containing the tundish, the SEN and the mould. From 

the tundish the melt pours through a pipe with an inner 

diameter of 54,5 mm into the mould with a rectangular 

cross section of 400 × 100 mm
2
. Argon gas bubbles can 

be injected with tuneable flow rates through the stopper 

rod into the SEN resulting in a two-phase flow inside 

the nozzle and the mould. Pipe connections with flanges 

are realized at various locations within the loop 

allowing a replacement of the particular components. 

This regards especially the nozzle, the mould, the 

tundish and parts of diverse test sections, which gives us 

a broad flexibility to modify the flow geometries for 

upcoming requirements.  

 

 

Figure 1: Overall view of the LIMMCAST facility. 

A main goal of the research at LIMMCAST consists in 

investigations on the impact of various types of 

magnetic fields on the flow in the mould and in the 

SEN. For instance, an EMBr with rectangular pole faces 

of 450 × 200 mm
2
 has been used where a maximum 

electrical current of 2000 A provides a magnetic field 

strength up to 0.7 T within the pole gap of 200 mm. The 

flexible pole shoe design allows for the investigation of 

different magnetic field configurations, such as local 

brakes, ruler or even double ruler brakes.  

 
 

 

Figure 2: Photograph of the main test section with tundish, 

SEN and mould. 

 

In addition to the main LIMMCAST facility the two 

smaller facilities Mini-LIMMCAST and X-

LIMMCAST have been built up. Mini-LIMMCAST as 

shown in Fig. 3 uses the eutectic alloy Ga68In20Sn12 as 

model fluid, which is liquid at room temperature. In 

contrast to the large LIMMCAST no heating is 

necessary and experiments can be performed either in a 

continuous or in a discontinuous way. 
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Figure 3: Photo of Mini-LIMMCAST. 

 

The mould with a cross-section of 140 × 35 mm² and 

the nozzle with an inner diameter of 10 mm are made of 

acrylic glass. Stainless steel cylinders work as tundish 

and buffer vessel, respectively. In the discontinuous 

mode the tundish was filled with the alloy and then, 

after the lift of the stopper rod, the liquid metal pours 

through the nozzle into the mould. The total charge of 

about 6 litres of the alloy enables a measuring time of 

about 40 seconds with a mean flow rate of 100 ml/s. A 

detailed description of LIMMCAST and Mini-

LIMMCAST is given by Timmel et al. (2010). 

As model of an EMBr a DC magnet is utilized to supply 

a transverse magnetic field with a maximum field 

strength of B = 310 mT. The pole faces of the magnet 

covered the wide side of the mould completely. We 

considered both situations of an electrically isolated and 

an electrically conducting mould, respectively. To 

simulate the case of the solidified shell in the real 

casting process, which actually exhibits a higher 

electrical conductivity as the liquid steel, the inner walls 

of the wide mould face were covered by brass plates 

with a thickness of 0.5 mm.  

The X-LIMMCAST facility is a liquid metal loop 

constructed for use in the X-ray laboratory at HZDR. It 

is also operated with the model fluid GaInSn at room 

temperature. Visualisations of the liquid metal – argon 

two phase flows can be obtained by means of X-ray 

radioscopy. Figure 4 shows the experimental facility in 

the HZDR X-ray lab.  

The melt is discharged through an acrylic glass tube 

with an inner square cross section of 12 × 12 mm
2
 into 

the mould. The mould was also made from acrylic glass 

with a rectangular horizontal cross section of 100 × 15 

mm
2 

and a total length from the top lid to the bottom 

outlet of 426 mm. The liquid metal is circulated by an 

electromagnetic pump equipped with rotating 

permanent magnets. A maximum liquid metal flow rate 

of about 150 ml/s was achieved in the experiments if the 

stopper rod was brought into the highest position. 

During the two-phase flow experiments argon gas was 

injected at the tip of the stopper rod. Gas flow rates 

were adjusted in a wide range between 50 and 500 

cm
3
/min by means of a mass flow controller. A more 

detailed description of X-LIMMCAST and related 

results are given by Timmel et al. (2015). 

 

 

Figure 4: Photo of X-LIMMCAST in the X-ray lab of HZDR. 

RESULTS OF THE LIMMCAST MODELS AND 
RELATED CFD RESULTS 

There is meanwhile a vast of experimental and 

numerical results obtained with respect to the 

measurements at the LIMMCAST facilities. Here we 

point out a particular aspect which is interesting with 

respect to the relation between numerical and 

experimental modelling. The action of an EMBr was for 

many years considered as being almost fully understood 

in the sense that an external steady magnetic field 

always has a stabilizing influence on the flow of a liquid 

metal. The DC field was supposed to brake the mean 

flow and to reduce turbulent fluctuations in all 

configurations. Indeed, a vast of numerical simulations 

in the literature clearly showed this behaviour. Timmel 

et al. (2011) performed systematic studies of the mould 

flow at Mini-LIMMCAST with and without an external 

EMBr. Surprisingly it was found that the measured melt 

velocities showed the tendency of enhanced turbulent 

fluctuations for increasing magnetic field strength, in 

particular for the case of an electrically isolating mould 

wall. Figure 5 shows typical UDV velocity 

measurements at one fixed position in the core of the jet 

discharging from a port of the SEN. It clearly 

demonstrates that the velocity fluctuations in case of the 

electrically non-conducting mould are enhanced, 

whereas in case of a conducting mould wall the 

fluctuations are almost in the same range as without the 

EMBr. Figure 6 illustrates this behaviour with UDV 

velocity measurements of higher temporal resolution. 

Obviously, the steady magnetic field, i.e. the EMBr, 

triggers low-frequency velocity oscillations. 
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Figure 5: Measured velocities at a fixed position in the core of 

the jet. 

 

 
 

Figure 6: Measured velocity at a fixed position in the mould 

for electrically non-conducting mould walls. 

 

 

Most interestingly, shortly after these experimental 

findings and the additional provision of detailed 

measurement data, refined numerical simulations by 

Chaudhary et al. (2012) and Miao et al. (2012) 

confirmed the results, in particular the tendency that the 

EMBr may enhance low-frequency oscillations in the 

velocity field.  

There is no physical reason that the effect of a DC 

magnetic field on a liquid metal flow should only 

consist in a braking and turbulence damping action, in 

particular for fully three-dimensional flows. The 

magnetic field action is essentially determined by the 

closure of the electrical current, which geometrically 

results in local non-braking Lorentz forces, in particular 

for electrically non-conducting walls. Note that there is 

the case of the magnetorotational instability, which is a 

rotating flow which shows a laminar-turbulent transition 

solely due to an increasing external DC magnetic field 

(Stefani et al., 2006).  

For a correct numerical simulation of the mould flow 

with EMBr two aspects turned out to be crucial: 

- sufficient grid resolution of the typical electromagnetic 

Hartmann layers, 

- anisotropic magnetic field effect in the turbulence 

modelling. 

For more details we refer to Miao et al. (2012).     

 

Regarding the two-phase flow in the nozzle and in the 

mould, the model experiments reported by Timmel et al. 

(2015) revealed that the gas bubble injection through the 

stopper rod results in the occurrence of rather large gas 

cavities in the upper, low-pressure region of the SEN as 

shown in Fig. 7. 

 

 

Figure 7: Gas distribution in the upper part of the SEN. 

Experiments at X-LIMMCAST with a liquid flow rate of  

140 cm3/s and a gas flow rate of 1.7 cm3/s. 

To the best of the author’s knowledge, there is not yet 

any CFD simulation of the two-phase flow in the SEN 

describing this phenomenon. Hence, a CFD modelling 

of the two-phase flow in the nozzle would be highly 

welcome for a critical assessment of the measurements 

published in Timmel et al. (2015). Further measurement 

data might be provided in case of interest.  

Downstream in the mould the vast majority of bubbles 

leaving the nozzle are carried by the discharging jet into 

the lower circulation roll where they remain for many 

recirculation periods. The bubbles exhibit a long 

residence time in the lower circulation roll of the mould 

flow. Larger bubbles develop owing to coalescence and 

rise sporadically towards the free surface as visible in 

Fig. 8. 

 

Figure 8: Snapshot showing the gas distribution in the mould 

at X-LIMMCAST with a liquid flow rate of 140 cm3/s  

and a gas flow rate of 0.7 cm3/s. 

FURTHER EXAMPLES OF LIQUID METAL 
MODEL EXPERIMENTS 

Such model experiments are always useful as long as 

the real process under consideration is hardly accessible 

for experimental inspection. In the following we 

mention a few further examples. 
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The magnetic control of the down sprue flow in an 

industrial aluminum investment casting process was 

essentially based on GaInSn model experiments. They 

convincingly showed that the braking action of the 

external DC field can lead to a much more 

homogeneous distribution of the incoming melt over the 

cross-section of the duct, thus avoiding bubble or 

inclusion entrapment as they are typical for splashing 

melt fronts. For the particular casting part under 

consideration a significant reduction of the failure rate 

was obtained under industrial conditions. For more 

details we refer to Gerbeth et al. (2006).  

Melt stirring by alternating magnetic fields is well-

known for long. Standard stirring fields are the Rotating 

Magnetic Field (RMF), the Travelling Magnetic Field 

(TMF), or just the alternating magnetic field of a typical 

induction heater. Model experiments with the GaInSn 

melt allowed for verifying the calculated flow structures 

by direct velocity measurements. Interesting flow 

structures arise if the above stirring fields are 

superimposed. For instance, a certain combination of 

RMF and TMF gives rise to intense tornado-like flows 

as reported by Vogt et al. (2013). Note that these 

tornado-like flows by a suitable RMF-TMF combination 

have not yet been reproduced by CFD simulations in the 

turbulent parameter range.     

Another focus of the experimental work is the 

investigation of the influence of electromagnetic fields 

on the process of solidification of metallic alloys. For 

that purpose an experimental setup has been made that 

enables for a simultaneous monitoring of the temporary 

position of the growth front, the temperature distribution 

and the flow pattern during solidification (see Fig. 9). 

This setup has been used for model experiments in Pb-

Sn at temperatures of about 250°C and for 

investigations in Al-Si up to about 700°C.  
 

 

Figure 9: Schematic view of the setup for solidification 

experiments allowing for simultaneous observations of the 

front position, the temperature field and the velocity field. 

The experiments provide an elaborate data base for the 

validation of numerical simulations. For that purpose, a 

network of cooperation exists with other numerical and 

experimental groups. A close collaboration with the 

University of Iowa focuses on fundamental aspects of 

the evolution of dendritic structures during the growth 

process and coarsening. The impact of fluid flow on the 

formation of segregation zones is investigated together 

with Oxford University (see Karagadde et al., 2014) and 

Paris Mines Tech (see Saad et al., 2015). Furthermore, 

HZDR experimental data are also referred to on the 

webpage www.solidification.org. 

Electromagnetic stirring during solidification has been 

proved to be a striking method for achieving a 

purposeful alteration of the microstructure of casting 

ingots, such as grain refinement or the promotion of a 

transition from a columnar to an equiaxed dendritic 

growth (CET). However, the imposition of an RMF or a 

TMF also causes problems such as the occurrence of 

typical segregation pattern or a deflection of the upper 

free surface. A permanent radial inward (RMF and 

downward TMF) or outward (upward TMF) flow along 

the solidification front is responsible for the transport of 

solute to the axis or the wall of the ingot resulting in 

typical freckle segregation pattern filled with alloy of 

eutectic composition as shown for Al-Si experiments in 

Fig. 10a (freckles are highlighted by red framing). Our 

studies have been devoted to overcoming the handicaps 

of rotary stirring with the specific goal to generate a 

vigorous stirring in the bulk without considerable 

deformations of the free surface. So it was shown 

recently that the application of modulated AC magnetic 

fields offers considerable potential for optimizing the 

melt stirring. The secondary flow can be organized in 

such a way that periodic reversals of the flow direction 

occur adjacent to the solidification front, which has 

been proven as an important method to prevent flow-

induced macrosegregation (see Eckert et al. (2007) and 

Willers et al. (2008)). Fig. 10b shows that the 

application of a pulsed RMF reduces the segregation 

effects significantly, which was demonstrated in Pb-Sn 

model experiments and afterwards also in Al-Si 

experiments. 

 

a)   b)  

Figure 10: Comparison between a permanently applied RMF 

(left) and a modulated RMF (right) in Al-Si solidification: 

macrostructure of the longitudinal section. 

CONCLUSIONS 

Liquid metal model experiments are a useful tool for 

various liquid metal processes, at least as long as the 

flow field and the related heat and mass transfer cannot 

be measured in the real, typically high-temperature 

processes. At much lower temperatures the model 

experiments allow today an almost complete 

measurement of the local flow field. This is of crucial 

importance for the validation of numerical simulations 

and for a better design or control of the corresponding 

liquid metal processes. The combination of numerical 

simulations with such model experiments often leads to 

a significantly improved insight into the processes.  

497



G. Gerbeth, S. Eckert  

 

ACKNOWLEDGMENT 

Financial support by the German Helmholtz Association 

in frame of the Helmholtz Alliance “Liquid Metal 

Technologies (LIMTECH)” is gratefully acknowledged. 

REFERENCES 

ECKERT, S. CRAMER, A. and GERBETH, G., 

(2007), “Velocity measurement techniques for liquid 

metal flows”, Molokov, S. et al. (Eds), Magnetohydro-

dynamics – Historical Evolution and Trends, 275-294, 

Springer. 

ECKERT, S. et al., (2011), “Some recent develop-

ments in the field of measuring techniques and 

instrumentation for liquid metal flows”, J. Nucl. Sci. & 

Techn., 48, 490-498. 

WONDRAK, T. et al., (2014), “Measurement 

techniques for the flow in a model of a continuous 

caster”, Proc. 8
th

 ECCC, Graz, Austria, June 23-26, 

2014, 247-256. 

TAKEDA, Y., (1991), “Development of an ultrasound 

velocity profile monitor”, Nucl. Eng. Des., 126, 277-

284. 

ECKERT, S. GERBETH, G. and MELNIKOV, V.I., 

(2003), “Velocity measurements at high temperatures 

by ultrasound Doppler velocimetry using an acoustic 

wave guide”, Exp. Fluids, 35, 381-388. 

STEFANI, F., GUNDRUM, T. and GERBETH, G., 

(2004), “Contactless inductive flow tomography”, Phys. 

Rev. E, 70, 056306. 

WONDRAK, T. et al., (2010), “Contactless inductive 

flow tomography for a model of continuous steel 

casting”, Meas. Sci. Technol., 21, 045402. 

WONDRAK, T. et al., (2011), “Combined 

electromagnetic tomography for determining two-phase 

flow characteristics in the submerged entry nozzle and 

in the mould of a continuous casting model”, Metall. 

Mater. Trans. B, 42, 1201-1210. 

RATAJCZAK, M., WONDRAK, T. and STEFANI, 

F., (2016), “A gradiometric version of contactless 

inductive flow tomography: theory and first 

applications”, Phil. Trans. Royal Soc. A, 374, 20150330. 

PLEVACHUK, Y. et al., (2010), “Thermophysical 

properties of liquid tin-bismuth alloys”, Int. J. Mater. 

Res., 101, 839-844. 

TIMMEL, K. et al., (2010), “Experimental modeling 

of the continuous casting process of steel using low 

melting point metal alloys – the LIMMCAST program”, 

ISIJ Int., 50, 1134-1141. 

TIMMEL, K. et al., (2015), “Visualization of liquid 

metal two-phase flows in a physical model of the 

continuous casting process of steel”, Metall. Mater. 

Trans. B, 46, 700-710. 

TIMMEL, K. et al., (2011), “Experimental 

investigation of the flow in a continuous-casting mold 

under the influence of a transverse, direct current 

magnetic field”, Metall. Mater. Trans. B, 42, 68-80. 

CHAUDHARY, R., THOMAS, B.G. and VANKA, 

S.P., (2012), “Effect of electromagnetic ruler braking 

(EMBr) on transient turbulent flow in continuous slab 

casting using large eddy simulations”, Metall. Mater. 

Trans. B, 43, 532-553. 

 

MIAO, X., et al., (2012), “Effect of an 

electromagnetic brake on the turbulent melt flow in a 

continuous-casting mold”, Metall. Mater. Trans. B, 43, 

954-972.  

STEFANI, F. et al., (2006), “Experimental evidence 

for magnetorotational instability in a Taylor-Couette 

flow under the influence of a helical magnetic field”, 

Phys. Rev. Let., 97, 184502. 

GERBETH, G. et al., (2006), “Use of magnetic fields 

in aluminum investment casting”, Proc. EPM 2006, 

Sendai, Japan, Oct. 23-27, 323-328. 

VOGT, T. et al., (2013), “Spin-up of a magnetically 

driven tornado-like vortex”, J. Fluid Mech., 736, 641-

662. 

KARAGADDE, S. et al., (2014), “3-D microstructural 

model of freckle formation validated using in-situ 

experiments”, Acta Mater., 79, 168-180. 

SAAD, A. et al., (2015), “Simulation of channel 

segregation during directional solidification of In-

75wt%Ga alloy: Qualitative comparison with in-situ 

observations”, Metall. Mater. Trans. A, 46, 4886-4897. 

ECKERT, S. et al., (2007), “Efficient Melt Stirring 

Using Pulse Sequences of a Rotating Magnetic Field- 

Part I – Flow Field in a Liquid Metal Column”, Metall. 

Mater. Trans. B, 38, 977-988. 

WILLERS, B. et al., (2008), “Efficient Melt Stirring 

Using Pulse Sequences of a Rotating Magnetic Field- 

Part II – Application to Solidification of Al-Si Alloys”, 

Metall. Mater. Trans. B, 39, 304-316. 

498



 
 

STATE OF THE ART: MACROSCOPIC MODELLING APPROACHES FOR THE DE-
SCRIPTION OF MULTIPHYSICS PHENOMENA WITHIN THE ELECTROSLAG RE-

MELTING PROCESS 
 

Christian SCHUBERT1*, Antje RÜCKERT1†, Herbert PFEIFER1‡ 

1 RWTH Aachen University, Department for Industrial Furnaces and Heat Engineering, Kopernikusstr. 10, 52074 
Aachen, GERMANY 

 
* E-mail: schubert@iob.rwth-aachen.de 
† E-mail: arueckert@iob.rwth-aachen.de 

‡ E-mail: pfeifer@iob.rwth-aachen.de 
 
 
 
 

 

ABSTRACT 

The electroslag remelting (ESR) process, which is used to pro-
duce large ingots of high quality, bases on controlled solidifica-
tion and chemical refinement mechanisms and is essential for 
the production of high quality steels and alloys designed for aer-
onautical, reactor chemical or nuclear applications. Due to this, 
it is indispensable to enable many high technological applica-
tions. Since the spreading of the industrial application of the 
ESR process in the 1960s, scientist and engineers worldwide 
are trying to deepen their understanding about this process to 
improve its flexibility, productivity and efficiency. Since the 
process conditions are very rough and measurements are quite 
costly, if possible at all, numerical simulation became the in-
vestigation tool of choice. Over the time, the models became 
more detailed and more phenomena could be taken into ac-
count. Today we are able to estimate electromagnetic fields, 
heat transfer, metallurgical flow and dendritic solidification in 
combination with each other within a macroscopic scale, based 
on actual physical models combined with the capabilities of nu-
merical computing techniques. Out of this predictions about the 
influence of varied process control, or the occurring of mac-
rosegregations and other defect types, became possible. In this 
paper state of the art, recent developments and critical aspects 
of the modelling of the ESR process will be shown. Common 
models, their strengths and weaknesses, as well as some possi-
ble approaches to presently less considered phenomena will be 
presented. 

Keywords: Multiphase heat and mass transfer, Solidification 
modelling, Volume of Fluid, Electroslag remelting. 
 

NOMENCLATURE 
 
Greek Symbols 
𝛼 Phase fraction, [-]. 
𝜖 Electrical permittivity, [F/m]. 
𝜆 Heat conductivity, [W/m]. 
𝜌 Mass density, [kg/m3]. 
𝜙 Electrical potentiall, [V]. 
𝜇𝐷  Dynamic viscosity, [kg/(m s)]. 
𝜇 Magnetic permeability, [N/A²]. 
𝜎 Electrical conductivity, [S/m]. 
𝝉 Shear stress tensor, [Pa]. 
 
 

Latin Symbols 
𝑨 Magnetic vector potential, [V s m-1]. 
𝐴𝑀 Mushy zone constant, [kg/(m³ s)]. 
𝑩 Magnetic field, [T]. 
D Displacement field, [C/m²]. 
𝑬 Electric field, [V/m]. 
𝐸 Internal energy, [J]. 
𝑓𝑙 Liquidus fraction, [-]. 
𝑭𝑳 Lorenz force, [N/m²]. 
𝑭′𝑳 Lorenz force, [N/m³]. 
𝑭′𝑴 Mushy zone damping force, [N/m³]. 
𝑭′𝑽 Volume specific force, [N/m³]. 
𝒈 Gravitational acceleration vector, [m/s²]. 
𝑯 Magnetic field intensity, [A/m]. 
𝑰 Identity tensor, [-]. 
𝑱 Electric current density, [A/m²]. 
K Intrinsic permeability of a medium, [m²]. 
𝑝 Pressure, [Pa]. 
𝑄𝐽 Joule heat, [W/m³]. 
𝑄𝐿𝐻 Latent heat, [W/m³]. 
𝑄𝑆 Heat source, [W/m³]. 
𝑡 Time, [s]. 
𝑇 Temperature, [K]. 
𝒖 Velocity vector, [m/s]. 
𝜙 Electrical potential, [V]. 
 
Sub/superscripts 
𝑇 Transpose 
𝑒𝑓𝑓 Effective quantities 
𝑖 Index 

INTRODUCTION 
The electroslag remelting respectively electroslag refin-
ing or electro-flux remelting (ESR) is a method to refine 
metals using a molten slag that is electrically heated up 
(Hoyle, 1983). It is applicable to a broad diversity of al-
loys and steels, for example titan- or nickel based alloys 
and tool steels. Hence, due to its outstanding chemical 
purification capabilities, it is vital for the production of 
certain kinds of highly stressed materials, especially 
those with aerospace, deep sea or reactor technology ap-
plications. Like the variety of materials and applications, 
several process variants based upon the ESR process ex-
ists (Nafziger, 1976, Hoyle, 1983).  
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In this paper, the ESR process and its common modelling 
methods will be described. Furthermore, we will discuss 
recent simulation approaches and their contribution to 
possible enhancements of general ESR simulations. 

Process description 
Figure 1 shows a schematic diagram on the advanced 
stage of an exemplary ESR process.  
The electrode is attached to a rod by a stub, through ver-
tical movement of the rod the electrode is immersed into 
the slag. With the application of an electrical current (al-
ternating or direct current) the slag, due to its high re-
sistance, heats up and gets molten. The electrode influ-
enced by the slag’s temperature and its immersion depth 
begins to melt; at the bottom of the electrode a film of 
molten metal collects into droplets, finally falling 
through the slag layer, starting to form a liquid metal 
pool. Due to the water cooled copper mould the liquid 
metal starts to solidify from outside to inside, while the 
liquid metal pool sustains till the process is stopped. The 
zone in between the liquid metal and the already solidi-
fied metal is called mushy zone. Due to solidification and 
cooling of the metal an air gap is formed between elec-
trode and mould, also a solidified slag layer is brought 
from the slag area to the solidified metal surface (more 
detailed shown in Figure 3), both effects have an critical 
impact on the heat transfer between solidified metal and 
mould (as well as on electrical conduction). 

 
Figure 1: Schematic diagram showing an advanced 

stage during the ESR process. 

Generally, the ESR process should reach some kind of 
stationary state, where the influence of the lower ingot 
can be neglected over the time. During these stationary 
phase many process parameter of the process are held 
constant, for example the electrode is generally con-
trolled to hold a constant immersion depth into the slag. 
Due to the more or less stable conditions and its critical 
implication to the quality of the most of the ingot, this 
phase is the subject of the many ESR simulations. 

MODELLING 
Numerical methods became a main tool to investigate the 
physical behavior of remelting processes, due to the 
rough process conditions, which hinder detailed experi-
mental investigations. 

However caused by the many mutual coupled physical, 
chemical and metallurgical phenomena it is not that triv-
ial to build a viable model, making the right simplifica-
tions, choosing adequate boundary conditions and bring-
ing it all together using an efficient computational 
method. While the first ESR computational modelling 
approaches were mostly based on handwritten finite dif-
ference codes, for example the model of Dilawari and 
Szekely (1977), today modern finite volume (FV) or fi-
nite element (FE) solvers are being used. 
In the following, we will describe the present, most com-
mon modelling approaches regarding the ESR process 
and point out various modelling challenges. 
The simulated area is typically reduced to the areas de-
scribed by Figure 2. Where the one zone model is proba-
bly more physical, for example including the actual be-
havior of the slag / liquid metal pool interface (Rückert 
and Pfeifer, 2009, Kharicha et al., 2010), the two zone 
model can be way faster, especially regarding industrial 
size process geometries (Giesselmann et al., 2015). 

 
Figure 2: Common choices for computational domains 
within the ESR process, left side: one zone model ap-

proach and on the right side: two zone model approach 

Usually a 2D axisymmetric simulation approach is used 
to model the ESR process, but especially in the region of 
the slag (see upper rectangle on the right side of Fig-
ure 2), according to Rückert (2012), Giesselmann (2014) 
or Karimi-Sibaki et al. (2016) this approach is only valid 
for the droplet behaviour in small lab scale size elec-
trodes. It is not valid for industrial scale sized processes, 
as demonstrated by the non-axisymmetric dripping off 
behaviour, shown by the results from Kharicha et al. 
(2011) for full 3D models of industrial scale ESR plants. 
However according to Karimi-Sibaki et al. (2016) a 2D 
axisymmetric approach will be sufficient to model the so-
lidification of larger ingot sizes. These findings are quite 
important since a 3D simulation of the whole process, 
speaking of real process times greater than a few seconds, 
will be quite unrealistic for the coming years, even utiliz-
ing the power of many core CPU clusters. So working out 
the right simplifications will still have a lot of impact on 
future simulations. 

Multiphase fluid flow 
The most common modelling assumption for modeling 
the fluid flow inside the slag and liquid metal will be 
shown. Therefore, the Navier-Stokes equations consist-
ing of continuity equation (1) and momentum equa-
tion (2) for incompressible fluid flow will be used. 
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𝜕𝜌

𝜕𝑡
+ ∇ ⋅ (𝜌 𝒖) = 0 (1) 

𝜕(𝜌 𝒖)

𝜕𝑡
+ ∇ ⋅ (𝜌 𝒖 𝒖)

= −∇𝑝 + ∇ ⋅ 𝝉 + 𝜌 𝒈 + 𝑭′𝑳 + 𝑭′𝑴 + 𝑭′𝑽 
(2) 

Different volume specific force vectors account for the 
induced Lorentz forces, Mushy zone damping forces and 
other possible volume specific forces. The shear stress 
tensor 𝝉 can be described according to equation (3) using 
the dynamic viscosity 𝜇𝐷 and the velocity field 𝒖 
(Giesselmann et al., 2015). 

𝝉 = 𝜇𝐷 ((∇𝐮 + ∇𝐮T) −
2

3
∇ ⋅ (𝒖 ⋅ 𝑰)) (3) 

To describe the behavior of the liquid metal within the 
slag phase (see Figure 2) multiphase modelling ap-
proaches have to be used. Typically the volume of fluid 
(VOF) method is used for these kind of problems within 
FV methods (Kharicha et al., 2016, Wang et al., 2017). 
The VOF technique uses a single momentum equation, 
but solves these for each phase’s volume fraction of the 
adapted continuity equation (4), while the sum of all vol-
ume fractions must be equal to unity as shown by equa-
tion (5). 

1

𝜌𝑖

(
𝜕(𝜌𝑖  𝛼𝑖)

𝜕𝑡
+ ∇ ⋅ (𝜌𝑖  𝛼𝑖  𝒖)) = 0 (4) 

∑ 𝑎𝑖

𝑛𝑃ℎ𝑎𝑠𝑒𝑠

𝑖=1

= 1 (5) 

The interface between the different phases of the VOF 
cells can be tracked via interface reconstruction schemes 
(Hyman, 1984).  

Short notice on turbulence modelling 
A turbulence model should be used to account for the 
spatially nonuniform mixing in the molten pool (Kelkar 
et al., 2016) or the wake flow of liquid metal droplets in-
side the slag area. Often the standard k-epsilon model is 
used for describing the turbulent phenomena in ESR 
flows. However, with regard to Dong et al. (2016) using 
the RNG k-epsilon model may be more appropriate, due 
to the lower Reynolds number flow. While Giesselmann 
et al. (2015) is using the realizable k-epsilon model. As 
the realizable k-epsilon model, according to the ANSYS 
Theory Guide (ANSYS, 2017), has shown the best per-
formance of all the model versions for several validations 
studies of separated flows and flows with complex sec-
ondary flow features. 
Details about the above mentioned models can be found 
in the ANSYS Theory Guide (ANSYS, 2017). Depend-
ing on whichever turbulence model is chosen, equa-
tion (1) to (6) may vary. 

Energy equation 
With the use of a RANS turbulence model the energy 
conservation can be described via equation (6) addition-
ally defining the Joule heating 𝑄𝐽 as well as the latent 

heat 𝑄𝐿𝐻, taking care of solidification and melting heat, 
and possible other volumetric specific source terms 𝑄𝑆. 

𝜕 (𝜌 𝐸)

𝜕𝑡
+ ∇ ⋅ (𝒖 ⋅ (𝜌 𝐸 + 𝑝))

= ∇ ⋅ (𝜆𝑒𝑓𝑓 ⋅ ∇𝑇 + 𝝉𝒆𝒇𝒇 ⋅ 𝒖) +  𝑄𝐽 + 𝑄𝐿𝐻

+ 𝑄𝑆 

(6) 

MHD equations 
The electromagnetic field occurring during the ESR pro-
cess can be described using the macroscopic Maxwell’s 
equations (7)-(10), neglecting the occurrence of displace-
ment currents (𝜕𝐷 𝜕𝑡 = 0⁄ ). 

∇ × 𝑯 = 𝑱 +
𝜕𝑫

𝜕𝑡
 (7) 

∇ × 𝑬 =  −
𝜕𝑩

𝜕𝑡
 (8) 

∇ ⋅ 𝑩 = 0 (9) 

∇ ⋅ 𝑫 = 0 (10) 

Furthermore, neglecting magnetization and polarization 
effects and assuming isotropic material behavior, the 
Maxwell equations can collectively be applied with the 
following material equations (11)-(13). 

𝑩 =  𝜇𝑯 (11) 

𝑫 = 𝜖𝑬 (12) 

𝑱 = 𝜎 (𝑬 + 𝒖 × 𝑩) (13) 

Depending on the process geometry, the electrodynamic 
calculation should include the mold walls as well, to en-
sure a more accurate prediction of current flow and heat 
distribution in case’s currents entering the mould 
(Kharicha et al., 2008). To describe the electrodynamic 
behavior various formulations can be used, for example 
the induction equation including various simplifications 
may be applied, but using the magnetic vector potential 
(𝐴 − 𝜙) method seems to be the method of choice regard-
ing more complex simulations. The 𝐴 − 𝜙 method states 
that due to equation (9) the magnetic field can be de-
scribed with the rotation of an vector potential 𝑨 (equa-
tion (14)). Introducing this approach leads to another de-
gree of freedom, which can be dealt with introducing the 
gradient of a scalar function 𝜙, which allows the electric 
field 𝑬 to be described by equation (15). 

𝑩 = ∇ × 𝐀 (14) 

𝑬 = −
𝜕𝑨

𝜕𝑡
− 𝛻𝜙 (15) 

By using these equations, the Maxwell and material 
equations are put to one equation (16). As described by 
Kost (1994), the Maxwell equations can then be solved 
numerically utilizing a suitable gauge condition for the 
divergence of 𝑨. 
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∇ ×
1

𝜇
 ∇ × 𝑨 + 𝜎 (

𝜕𝑨

𝜕𝑡
+ ∇𝜙)

− 𝒖 × 𝜎 ∇ × 𝑨 = 𝟎 
(16) 

Since the time step size for the calculation of changing 
electromagnetic fields is usually significantly smaller 
than the time step size used for the solution of the multi-
phase flow, the magnetic vector potential equation should 
further be simplified for stationary DC current or be 
solved in harmonic manner for the application of sinus-
oidal time varying currents. 

The resulting quantities of the Lorentz force 𝑭𝑳 used in 
the momentum equation as well as the Joule heating 𝑄𝐽 
term used in the energy conservation equation can be de-
rived using the general equations (17) and (18). 

𝑭𝑳 = 𝑱 × 𝑩 (17) 

𝑄𝐽 =
𝑱 ⋅ 𝑱

𝜎
 (18) 

Solidification 
According to literature, a frequently used approach to 
model the macroscopic behavior of the solidifying metal 
during the ESR process is an enthalpy porosity technique 
introduced by Voller et al. (1990), assuming a dendritical 
solidification, where the interdendritic flow follows 
Darcy’s law (equation (19)).  

∇𝑝 = −
𝜇𝐷

𝐾
𝒖 (19) 

Here the so called mushy zone constant 𝐴𝑀 is used to de-
scribe the ratio between viscosity and permeability, as 
shown by equation (20). The function to calculate the liq-
uids fraction 𝑓𝑙 from the current temperature of the metal 
should be chosen in good agreement to the material be-
havior, for example the Scheil equation might be applied 
to various alloys. 

𝜇𝐷

𝐾
=

1 − 𝑓𝑙

𝑓𝑙
3 + 0.001

⋅ 𝐴𝑀 (20) 

As a result, velocity and turbulence quantities are low-
ered significantly in the mushy region. To determine the 
mushy zone constant the flow around the dendrites may 
be calculated, for example using the Lattice Boltzmann 
technique as shown by Böttger et al. (2016). However 
usually more simple approaches, for example the 
Kozeny–Carman equation, are used to approximate the 
permeability 𝐾 over different liquidus fraction ranges 
(Singh et al., 2006). 

MODELLING CONSIDERATIONS 
Even if the general modelling approaches are quite clear 
regarding the main fields and phenomena occurring in-
side the ESR process, there are still some difficulties to 
deal with. In this section, we will describe some of the 
recent problems which emerged out of past modelling ap-
proaches.  

Material data and electro chemical behavior 
As often in CFD simulations appropriate material data is 
crucial for the calculation of plausible results. Since the 
thermal conditions inside the ESR process are very rough 
accurate measurements of density, viscosity, surface ten-
sions and diverse electrical or thermal properties are not 
that easy, if possible at all. Therefore, often Computer 
Coupling of Phase Diagrams and Thermochemistry 
(CALPHAD) methods are being used to predict the high 
temperature material properties. Of course, using calcu-
lated material data brings another kind of uncertainty to 
every simulation, which generally requires some more ef-
fort in form of extensive sensitivity studies on these prop-
erties. Therefore, the research on high temperature mate-
rial property measurement is an indispensable condition 
for the enhancement of ESR simulations. 
Further problems are for example that in DC operating 
ESR processes the slag might undergo some electrolysis 
reactions, inhomogeneously influencing material proper-
ties and chemical purification reactions, but accounting 
for these kind of phenomena within a simulation will be 
quite costly speaking of modelling effort and computa-
tional expense. 

Electrode melting 
The actual and changing shape of the electrode during the 
ESR process is of high interest, because of its influence 
to the film thickness and the actual dropping behavior of 
the liquid metal, which are a main indicator for the puri-
fication potential during the process. 
Karimi-Sibaki et al. (2015) have shown a first dynamic 
mesh based approach to model the shape of the electrode 
during a ESR process, but it is still missing some essen-
tial aspects already implemented into the most other ESR 
models. 

Solidification phenomena 
Due to solidification of the slag near the mold a thin slag 
skin layer is formed, which can be observed after the 
mould is removed from the ingot. This slag layer influ-
ences the heat- and electrical conductivity between 
mould and slag/ingot. Furthermore, with beginning of the 
solidification an air gap is formed between mould and in-
got caused by thermal shrinkage and thermally induced 
stresses inside the ingot; also influencing the heat flux 
between ingot and mould. 
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Figure 3: More detailed view of the computational re-
gion of the 1 zone model approach (Giesselmann et al., 

2011) (modified) 

Eickhoff et al. (2014) described an air gap developing 
model for the improved estimation of the air gap caused 
by thermally induced shrinkage, to improve the predic-
tion of heat transfer between ingot and mould.  
In many ESR simulations the slag skin is typically incor-
porated using a constant assumed slag skin thickness, in 
the best cases based on physical investigations of the rep-
resented process. Often these slag skin layer is assumed 
to electrically insulate the ingot area against the mould. 
However results of Kharicha et al. (2008), Kharicha et al. 
(2013) and Hugo et al. (2013) indicate that these assump-
tion may not be right in many cases, which is essential 
for heat distribution and the simulated electromagnetic 
field and therefore probably should be context of further 
investigations. 
Furthermore Yanke et al. (2015) incorporated the slag de-
velopment of the slag skin into their ESR model, using 
the VOF technique, achieving quite accurate results. 

Mushy zone 
As mentioned in the previous section the solidification is 
modeled via the enthalpy-porosity approach, which can 
be applied assuming only dendritically solidification in 
the mushy zone area. Nevertheless it should be men-
tioned that according to Sinha et al. (1992) an anisotropic 
approach may be more appropriate than the isotropic ap-
proach described above in some cases. 
Another problem is the that according to Giesselmann 
(2014) equiaxed crystal growth may occur in small sized 
laboratory ESR plants, in which case the aforementioned 
approaches are unsuitable. In the future other models 
available, see Wu et al. (2014), that also account for pos-
sible equiaxed crystal growth could be used. 

Solidification Defects 
The simulations of fluid flow, temperature and solidifi-
cation are essential for understanding of the physical be-
havior during the ESR process. Nevertheless, the most 
relevant findings, at least for the industrial application of 
the numerical models, are the investigation or prediction 
of possible material defects, which might been intro-
duced into the remolten ingot by using bad process pa-
rameters. As most solidification defects are introduced in 
the solidification area, for example the mushy zone, their 
simulative prediction strongly relies on the accurate mod-

elling of the solidifying area. Since the methods for pre-
diction of certain defects, for example freckles or mac-
rosegregations, are strongly related to the used metal or 
alloy, they will not be further covered within this paper. 
Nevertheless, it is important to notice that all the results 
of the possible defect prediction methods depend on the 
aforementioned problems settings. 

EXEMPLARY RESULTS 
To facilitate some more insight into the process’s simu-
lation some results from the least year’s research on ESR 
modelling at the Department for Industrial Furnaces and 
Heat Engineering (IOB) of the RWTH Aachen Univer-
sity will be shown. In Figure 4 some exemplary pictures 
for the slag area of a 2D axisymmetric ESR simulation 
are shown. The results are computed via coupling of sim-
ulations utilizing ANSYS Fluent and ANSYS EMAG. A 
regular sized rectangular mesh with a mesh size of around 
0.5 mm is being used for the CFD and the electromag-
netic simulation as well. The general simulation strategy 
is described in Giesselmann et al. (2011). It can be seen 
that the phase distribution has direct impact on the cur-
rent distribution, which directly influences the joule heat 
generation shown in Figure 4, as you would aspect. 

 
Figure 4: Exemplary view of 2D asymmetrical ESR 
simulation of small size ESR plant, diameter ~11 cm, 
metal phase is drawn in black, black line in Joule heat 
contour plot represents the liquid metal isosurface line, 
vectors representing the velocity inside the slag phase 

In Figure 5 the results in the metal zone/ingot of an ESR 
simulation with not appropriate parametrisation can be 
seen. The simulation strategy of these “second zone” 
within a two zone modelling approach is shown in 
Giesselmann (2014) or Giesselmann et al. (2015). 
The illustrated results (Figure 5) were generated during a 
parameter study investigating the impact of different slag 
layer heat conductivities, mushy zone constants and air 
gap thicknesses. Obviously, the cooling effect of the 
mould is excessively low in this simulation, which leads 
to a deep liquid metal bath, and no solidification at the 
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mould walls in the recirculation area. This behaviour is 
not expected in a real ESR process. 

 
Figure 5: Contour of metal phase area of an inappropri-
ate parametrized ESR simulation 

At last, some notice should be given to the common val-
idation method regarding ESR simulations. Since meas-
urements at ESR plants are difficult to make during the 
stage of operation, typically the solidification line is de-
termined out of the primary growth direction of the me-
tallic grains/dendrites, extracted from prepared cross sec-
tions of a remolten ingot, as shown in Figure 6. This so-
lidification line is taken as validation criteria by many au-
thors. 

 
Figure 6: Cross section of etched ESR ingot with plot-

ted solidification line (Giesselmann, 2014) 

However, due to the many influencing factors to the so-
lidification area combined with the many uncertainties in 
boundary conditions, material data etc., it cannot be guar-
anteed that a matching solidus line is sufficient to vali-
date the whole process simulation. 

CONCLUSION AND OUTLOOK 
In this paper, we gave a short comprehension of the ESR 
process and its current modelling approaches. 
Even if the general modelling strategies and necessary 
field equations are sufficiently elaborated at the current 
time. There are several insufficient investigated phenom-
ena, whose impact on the simulation accuracy are quite 
uncertain, for example the slag behavior in DC operation 
or the changing of the shape of the electrode during the 
process.  

Further progress could be gained by improved under-
standing of the processed materials properties at high 
temperatures, since they are also a subject of uncertainty 
for many simulations. 
Furthermore, new experiments investigating and validat-
ing boundary conditions would improve current models, 
for example, heat flow measurements through the mould 
wall may give further conclusions about the right treat-
ment of boundary conditions and thereby strengthen the 
solidus line validation criteria/method. 
 
To sum it up, it will still need quite some time to figure 
out a commonly efficient and consistent solution strategy 
for the ESR process simulation, also including important 
phenomena like the electrode shape simulation, slag 
layer- /air gap formation, defect occurrences and ac-
counting for relevant 3D flow phenomena. As transient 
full 3D simulations of the whole process will not be a 
feasible option during the next years, due to the required 
computing power. 
Furthermore, this will be difficult since it should be gen-
erally possible to simulate a decent range of real process 
time, to allow some phenomena to actually affect the so-
lidification area and therefore the simulated solidus line, 
which is an import criterion for many investigations. 
 
At last, it should be mentioned that due to the variety of 
problems and phenomena in the ESR process, simulative 
solutions or solution approaches might also influence the 
research on other more or less related (metallurgical) pro-
cesses. 
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ABSTRACT
Slag entrainment during continuous casting process is a multiscale
problem strongly dependent on the molten metal flow in the mold.
Large-scale flow structures in the mold interact with the slag layer
at the top of the meniscus, and small-scale liquid structures in the
form of slag droplets may be entrained into the solidifying metal.
In this work a large eddy simulation - volume of fluid (LES-VOF)
approach is applied to investigate the unsteady flow interaction with
the metal-slag-air interface including the interface instability, defor-
mation of the slag layer and its entrainment into the molten metal.
A benchmark experiment was designed to investigate the flow field
in the proximity of a liquid-liquid interface for validation purposes.
The experiment uses water and paraffinum liquidum to model the
combination of liquid steel and the slag layer. While the entrain-
ment of oil droplets can be visualized via shadowgraphy the flow
field was measured via particle image velocimetry PIV. In combi-
nation, these two methods allow a qualitative and quantitative com-
parison of the unsteady flow characteristics with the CFD results.
The measurement data at different inflow conditions have been used
to validate the simulation results. We compare the global flow char-
acteristics and mean velocity of submerged entry nozzle jet upon
injection to the mold. Furthermore, the statistics of turbulence in-
cluding velocity fluctuations and turbulent kinetic energy are used
to investigate the unsteady jet interaction with the slag layer as well
as liquid-liquid interface dynamics. The comparison of CFD results
and experimental data reveals fairly good agreement both quantita-
tively and qualitatively.

Keywords: Two-phase interfacial flow, large eddy simulation
(LES), volume of fluid (VOF), particle image velocimetry (PIV),
slag entrainment, continuous casting .

NOMENCLATURE

Greek Symbols
ρ Mass density, [kg/m3]
µ Dynamic viscosity, [kg/ms]
σ Surface tension coefficient, [N/m]
α Volume of fluid, [−]
µ Dynamic viscosity, [kg/ms]
δ Kronecker delta tensor, [−]
φ Arbitrary flow quantity, [−]
τ Sub-grid term, [−]
∆ Grid size, [m]
κ Curvature, [1/m]
G Spatial filter operator, [−]
Θ Inlet angle, [deg]

Latin Symbols
p Pressure, [Pa].
U Velocity, [m/s].
Sσ Surface tension force, [N].
D Rate of deformation, [1/s].
n Interface normal vector, [−].
Cs Smagorinsky constant, [−].

Sub/superscripts
a air.
o oil.
w water.
i Index i.
j Index j.

INTRODUCTION

Many industrial and environmental processes involve highly
unsteady turbulent interfacial flows. Examples include liq-
uid jet breakup, petroleum transportation, continuous casting
process and many others. In continuous casting molds, the
top surface of molten steel is covered by a slag layer in order
to prevent steel from oxidation and heat loss as well as to use
it as a lubricant between the solidifying steel and the mold
(Iguchi et al., 2000). Slag entrainment affects the quality of
the final product strongly, if the entrained droplets become
trapped in the solidifying metal. This draws much attention
to the fundamental studying of slag entrainment in the cast-
ing industry over the recent decades, resulting in several pro-
posed mechanisms (Hibbeler and Thomas, 2013).
According to several experimental investigations on mold
flow, the shear-layer instability between the slag and molten
metal, known as Kelvin-Helmholtz instability, has been iden-
tified as one of the mechanisms of slag entrainment. In ad-
dition, the formation of vortices behind the submerged en-
try nozzle (SEN), known as Karman vortex, can cause slag
entrainment by pulling the slag layer down into the molten
metal. It is also discussed by Iguchi et al. (2000) that the
argon gas injection into the SEN to prevent clogging will re-
sult in bubble formation in the mold. The interaction between
these bubbles and the slag interface is also introduced as an-
other mechanism of slag entrainment.
All mentioned mechanisms are associated with the unsteady
flow situation near the interface in particular due to the turbu-
lence of the liquid steel pool (see Figure 1). Numerical sim-
ulation of such a multiphase turbulent flow remains a chal-
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lenging topic, because a prospective approach must account
for the turbulence modelling as well as capturing the interfa-
cial topology between phases.

Figure 1: Schematic of slag entrainment mechanisms (reproduced
from Iguchi et al. (2000)).

A variety of numerical studies on turbulent multiphase flows
with different industrial application have been done within
the last decade. In the case of modelling the continuous cast-
ing mold flow, Liu et al. (2013) carried out large eddy simu-
lations to study the effect of argon gas injection through the
SEN on the flow pattern in the mold. In this study they em-
ployed an Euler-Euler approach to model the molten metal
flow and argon bubbles. In a similar work, they coupled a
Lagrangian model with two-fluid model to study the influ-
ence of argon gas injection on the molten steel flow and par-
ticle transport behaviors (Liu et al., 2014). Vakhrushev et al.
(2014) studied the global behavior of mold flow around the
SEN using a volume of fluid method. In this work a RANS-
based turbulence model (i.e. k− ε) was coupled to three-
phase VOF model to obtain the velocity field and the time-
averaged oil-water interface position. They also validated the
numerical results with a 1/3 scaled-down water model. Re-
cently, the transient free surface behavior in a model mold is
studied by Asad et al. (2015) using a RANS-VOF approach.
In this work the impact of inlet velocity and nozzle depth on
the free surface behavior and flow pattern was investigated
and different flow regimes in the mold were observed.
Most of the aforementioned studies employed the RANS-
based turbulence models which can only capture the global
behavior of the unsteady flow in a large-scale domain; how-
ever, there are many small-scale phenomena involved in the
slag entrainment that need to be captured by the numerical
tool. Although RANS methods are computationally-efficient
for industrial flow, they are not capable of capturing small-
scale physics of multiphase flows. Even those studies that
carried out LES do not report the conditions where several
droplet-like slag structures are generated from the interface.
Nevertheless, the entrainment of slag droplets into the water
pool is observed in present benchmark experiments.
In the present work we aim at studying the mold flow three-
phase using an LES-VOF approach which then provides us
with an in-depth understanding of the physics of the flow
in both large and small scales. Furthermore, the water-oil
benchmark experiment is designed to visualize the global
mold flow and measure the unsteady flow using PIV. The
simulation results are then validated against the experiments
at different conditions. The combination of experiments and
modelling helps us to realize the shortcomings of LES ap-
proach in modelling of slag entrainment, especially at critical

conditions result in dispersed multiphase flow.

MODEL DESCRIPTION

Governing equations

From computational point of view, a feasible modelling strat-
egy for interfacial turbulent flows including metal-slag-air
flow in the continuous casting mold, must include proper
treatment for (i) fluid flow governing equations (i.e. Navier-
Stokes equations), (ii) capturing the interface between phases
(i.e. VOF method (Hirt and Nichols, 1981) in the present
study) and (iii) turbulence modelling. Therefore, the conser-
vation equations governing the fully resolved motion of an
unsteady, incompressible, immiscible, multiphase flow with
single-fluid formulation are the continuity and Navier-Stokes
equations together with the transport equation of volume of
fluid as follows:

∂ρ

∂t
+∇ · (ρU) = 0 (1)

∂(ρU)

∂t
+∇ · (ρU⊗U) =−∇p+∇ · (2µD)+ρg+Sσ (2)

∂α

∂t
+∇ · (αU) = 0 (3)

For incompressible flows where ρ = const, the continuity
equation reduces to ∇ ·U = 0.
In this single-fluid formulation, ~U is the mixture velocity
field shared with all phases. p is the pressure and D is the
rate of deformation tensor in the form of D = 1

2 (∇U+∇T U).
The scalar function α is the volume of fluid field which de-
termines the physical properties of the flow in one-fluid for-
mulation based on properties of each phase, as follows:

ρ = αρ1 +(1−α)ρ2 (4a)

µ = αµ1 +(1−α)µ2 (4b)

Sσ is the surface tension force which is treated by the Con-
tinuous Surface Force (CSF) method (Brackbill et al., 1992).
This method considers surface tension effects as a volumet-
ric source term in the momentum equation acting only on
the interfacial areas. Following the CSF method, the inter-
face normal vector n̂ and interface curvature κ (i.e. the first
and second derivatives of the phase indicator function) are
of significant importance in the determination of the surface
tension force.
The most common method in estimation of the curvature and
normal vector for each computational cell is based on inter-
face orientation approach by Youngs (1982). In this approach
a basic definition of interface normal vector is applied based
on the gradient of VOF function, then the unit interface nor-
mal, and its curvature are determined as

n̂ =
∇α

| ∇α |
(5)

κ =−∇ · n̂ =−∇ ·
(

∇α

| ∇α |

)
(6)
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Finally, the surface tension force can be computed by the
CSF method and reads

Sσ = σκn̂δs (7)

where σ is the surface tension coefficient and δs is the Dirac
delta function that equals unity at the interface and zero else-
where. The numerical procedure to solve this system of
equations for two phases is implemented in the open source
CFD framework of OpenFOAM (Greenshields, 2015) within
the solver called interFoam. As an extension to this solver,
for the multiphase flows with more than two different phases,
the solver multiphaseInterFoam is adopted. The main differ-
ence between these two solvers is the way for computation
of the curvature. multiphaseInterFoam uses a pair-averaged
gradient of the volume fraction (Vakhrushev et al., 2014) for
computing the unit interface normal in equation (5). Thus n̂
is reformulated for interface between each pair of phases and
reads

n̂i j =
α j∇αi−αi∇α j

| α j∇αi−αi∇α j |
(8)

where αi and α j are the volume fractions of each pair of
phases (i, j). This solver is utilized in the present study to
capture the interface between molten metal, slag and air. It
should be noted that the equations (4a) and (4b) are also in-
cluding the third phase properties to be consistent with the
mixture assumption.

Large eddy simulation

Large eddy simulation (LES) is typically considered as an in-
termediate approach for modelling turbulent flows. The prin-
cipal idea behind LES is to reduce the computational efforts
by spatial filtering the small-scale motions (i.e. by a low-pass
filter operation) and only resolve the largest ones. By apply-
ing a spatial filter operator G to a flow quantity φ(x, t), the
filtered quantity reads:

φ(x, t) = G ∗φ(x, t) =
∫

D
G(x−x′)φ(x′, t)dx′ (9)

where (.) indicates the spatial filtering.

Introducing the filter operation into equations (1) to (3) and
assuming that the filter commutes with both the time and spa-
tial derivatives, the filtered governing equations can be de-
rived as follows:

∇ ·U = 0 (10a)

∂(ρU)

∂t
+∇ · (ρU⊗U) =−∇p+∇ · (2µD)+ρ~g+σκ∇α

+∇ · (τµD− τuu)+ τσ− τtt
(10b)

∂α

∂t
+∇ · (αU) = ∇ · ταu (10c)

This operation results in appearance of different sub-grid
scale (SGS) terms in the equations.

τuu = ρU⊗U−ρU⊗U (11a)

τµD = µ(∇U+∇T U)−µ(∇U+∇
T U) (11b)

τtt =
∂(ρU)

∂t
− ∂(ρU)

∂t
(11c)

τσ = σκ∇α−σκ∇α (11d)

ταu = αU−αU (11e)

The sub-grid scale of convective, viscous and unsteady terms
in equations (11a) to (11c) are present in classical single
phase LES while the sub-grid surface tension effects as well
as the sub-grid of interfacial transport in equations (11d) and
(11e) appear specifically in two-phase flows.
It is reported by several DNS studies that in most of single
phase turbulent flows, the contribution of the sub-grid scale
convective term to the turbulent kinetic energy budget is pre-
dominant (Labourasse et al., 2007). This provides the basis
for the closure of the single phase LES formulation by the
eddy-viscosity approach (Versteeg and Malalasekera, 2006).
Nevertheless, in the context of turbulent interfacial flows, the
contribution of sub-grid scale surface tension and volume of
fluid transport is not negligible specially at small-scale in-
terfacial topological changes. But due to the lack of general
model for those sub-grid terms, only the sub-grid convective
term is accounted for in the present study. Therefore, the
anisotropic part of the sub-grid stress tensor is modelled by
eddy-viscosity approximation as follows:

τuu−
1
3

Tr(τuu)I =−2µtD (12)

In this formulation, the turbulent eddy-viscosity reads

µt = (Cs∆)
2 | D | (13)

where Cs is the model constant and ∆ is the grid size. As
the turbulence modelling is a generic feature of most of
the OpenFOAM solvers, the classical Smagorinsky model
(Smagorinsky, 1963) is chosen in multiphaseInterFoam to
close the system of equations.

EXPERIMENTS

To provide experimental data for comparison with our CFD
model we built up a simplified mold flow experiment in the
lab as shown in Figure 2. It represents a 1/3 model of a con-
tinuous casting mold. As a replacement for steel and slag
we use water and colored paraffinum oil. In order to in-
vestigate the interaction of the jet with the water-oil inter-
face for various inlet angles (Θ), we use a central symmetry
plane with an adjustable inlet nozzle instead of a SEN. This
gives more flexibility and allows to check worst case scenar-
ios with strong interaction of the jet with the liquid-liquid
interface for positive inlet angles. The water circuit is driven
by an impeller pump and all shown results were obtained at
a flow rate of 0.26 l/s. To avoid upstream disturbances in
the mold flow caused by the water outlet, the main basin is
decoupled from the outlet area by a porous plate. The dimen-
sions of the experiment are shown in Table 1. The physical
properties of water and paraffinum oil are found in Table 2.
Data is recorded with an ordinary video camera to get a qual-
itative impression of the jet-interface interaction and slag en-
trainment as well as 2D particle image velocimetry (PIV). In
the latter case the center plane of the basin is illuminated with
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Table 1: Dimensions of the lab experiment.

Dimensions 250 x 400 x 75 mm
Diameter of inlet nozzle 19 mm
Water level above inlet 8 cm
Thickness of oil layer 1.5 cm

Table 2: Physical properties of water and paraffinum oil at
20◦C.

Water (w)
µ 1 mPa · s
ρ 1000 kg/m3

σ 0.07275 N/m

Paraffinum Liquidum (o)
µ 189 mPa · s
ρ 863.3 kg/m3

σ 0.026 N/m

a Nd:YAG laser and plastic powder is used as tracer particles
for PIV processing. A total number of 1000 double frames is
recorded for each case to provide sufficient data for averag-
ing the flow fields.
For comparison of CFD results with experimental data both
data sources are interpolated to a common equidistant grid
using MATLAB.

Figure 2: The sketch of lab experiment.

RESULTS AND DISCUSSION

Simulation setup

In order to perform numerical simulation, a three-
dimensional geometry (Lx = 250 mm, Ly = 400 mm and
Lz = 70 mm) with a circular inlet was created as the com-
putational domain. Then structured computational grid net-
works were generated with the lowest grid spacing of 1.5 mm
as shown in Figure 3. The initial value of volume fraction for
each phase is adjusted similar to the experimental case.
Pressure outlet and wall boundary conditions were imposed
on the surrounding boundaries of computational domain.
Since generating inflow boundary conditions for LES is not a
straightforward task, a turbulent velocity boundary condition
was used at the inlet to initiate the injection with a randomly-
perturbed velocity profile with the intensity of 0.1. The PIM-
PLE algorithm is adopted for pressure-velocity coupling and
pressure correction. The VOF transport equation is solved
by a specific algorithm in OpenFOAM called MULES solver
(Multidimensional Universal Limiter with Explicit Solution).

This method guarantees the robustness of the VOF method
when using an artificial compression term to improve the in-
terface resolution (Greenshields, 2015). The simulation time
steps are determined based on CFL criterion to keep the max-
imum Courant number about 0.6.
All the fluid properties in the simulation were taken similar to
the experiments. The interfacial tension between water and
oil is σw/o= 0.048 N/m. The air properties were used at stan-
dard room temperature ρa= 1.2 kg/m3 and µa= 0.017 mPa·s.

Figure 3: The sketch of computational domain.

Global flow characteristics

Numerical simulations were performed for two cases at dif-
ferent inlet angles of Θ = -10 and 0 degree. In order to vali-
date the CFD results with PIV measurements, the first quan-
tity to look at is the average velocity field in the mold. For
this purpose the simulations were run long enough to obtain
sufficient instantaneous velocity fields at every 5 ms at the
mid-plane in z-direction. The average velocity magnitude
from the CFD results for Θ = -10 and 0 degree are shown in
Figures 4 and 5, respectively. To reveal a comparison with
the PIV results, the average velocity profiles from CFD and
experiments are plotted along with the constant horizontal
and vertical distances of x = 200 mm and y = 70 mm as
shown in Figures 6 to 9. The overall comparison demon-
strates fairly good agreement between the simulation and ex-
periments.
Furthermore, the velocity fields obtained from the CFD sim-
ulation are used to compute the energy spectra. Therefore, a
fast Fourier transform was carried out and the energy spec-
trum reveals that the present LES model yields good agree-
ment with the Kolmogorov spectrum (Pope, 2000). However,
for validating the dynamic behavior of the CFD simulation
we need time-resolved experimental data, which we will ob-
tain by high-speed PIV in the near future.

Slag entrainment depth

To investigate the interaction of the mold flow with the slag
layer we extracted the point of maximum slag entrainment
depth. Figure10 shows an example of the shadowgraphy ex-
periments where the colored layer of oil can be clearly dis-
tinguished from the water phase. The position of the deep-
est oil entrainment can simply be extracted via digital image
processing. The same procedure was applied to CFD data
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by using the volume of fluid field of oil at iso-surfaces of
αo = 0.5. The CFD and experimental results are compared
in Figures 11 and 12 for the cases with Θ = −10 and 0 de-
gree inclination, respectively. One can see that the positions
of maximum slag entrainment correspond quite well between
CFD and experimental results. Nevertheless the spreading of
data in the experiment is larger which can also be noticed as
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Figure 4: The average velocity magnitude at mid-plane for Θ =
−10 deg. The contour is plotted in SI unit.

Figure 5: The average velocity magnitude at mid-plane for Θ = 0
deg. The contour is plotted in SI unit.

0 0.1 0.2 0.3 0.4 0.5
−200

−150

−100

−50

0

50

100

(u2 + v2)1/2 (m/s)

y 
(m

m
)

x=200mm

 

 

CFD
PIV

Figure 6: CFD-PIV comparison of the average velocity profile at
x = 200 mm for Θ =−10 deg.

a higher dynamics of the interface movement in the recorded
videos.

CONCLUSION AND OUTLOOK

In this paper, the turbulent interfacial flow in the continu-
ous casting mold was numerically and experimentally stud-
ied. An LES-VOF approach is applied to investigate the un-
steady flow interaction with the metal-slag-air interface. A
water-oil benchmark experiment was designed for validation
purposes. While the entrainment of slag into the mold was
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Figure 7: CFD-PIV comparison of the average velocity profile at
y = 70 mm for Θ =−10 deg.
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Figure 8: CFD-PIV comparison of the average velocity profile at
x = 200 mm for Θ = 0 deg.
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Figure 9: CFD-PIV comparison of the average velocity profile at
y = 70 mm for Θ = 0 deg.
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visualized via shadowgraphy, the flow field was measured via
particle image velocimetry. In combination these two meth-
ods allow a qualitative and quantitative comparison of the
unsteady flow characteristics with the CFD results. First, we
compared the global flow behavior for different inflow con-
ditions by using the average velocity fields obtained from the
CFD and PIV. The general agreement of CFD results and ex-
perimental data is very promising. Then, we investigated the

Figure 10: Example image from the mold flow experiment showing
the position of maximum slag layer entrainment.
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Figure 11: The positions of maximum slag entrainment for Θ =
−10 degree from simulation and experiment.
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Figure 12: The positions of maximum slag entrainment for Θ = 0
degree from simulation and experiment.

interaction of the unsteady flow field with the liquid-liquid
interface. The entrainment depth from the simulation match
the experimental visualization quite well while the dynamics
of the interface motion is much lower in the CFD simulation
than in the experiments.
However, there are some shortcomings to be considered for
future improvements of the model such as employing a more
accurate inflow boundary condition for LES simulation. Al-
though the entrainment of small-scale oil droplets cannot be
captured with the current level of modelling, it can be de-
duced that LES-VOF approach is a feasible way to model
the slag entrainment at critical conditions where the droplet-
like slag structures become dispersed in the mold. To this
end, improvement of the current LES-VOF by sub-grid mod-
ification seems inevitable. Future studies will also focus on
numerical modelling and experimental investigation of other
mechanisms for slag entrainment including the Karman vor-
tex formation.
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ABSTRACT
The campaign length of a blast furnace is limited by the hearth inner
lining lifetime. In order to maximize the campaign length and en-
sure a good draining of hot metal and slag, a good understanding of
the flow in the hearth is essential. Challenges in modelling the flow
involve several continuous phases (hot metal, slag and hot blast) as
well as the presence of the deadman, a dense bed of coke particles.
The shape and position of the deadman depend on the weight of the
burden column above and the buoyancy forces from the liquids in
the hearth.
A numerical coupled CFD (Computational Fluid Dynamics) – DEM
(Discrete Element Method) model was developed and implemented
in CFDEMcoupling (Goniva et al., 2012), intended for future flow
pattern investigation of the hearth during tapping. A VOF (Volume
of Fluid) method is used to model the multiple continuous phases
and DEM to model the discrete particles. The VOF and DEM mod-
els are coupled together in a 2-way manner, resulting in a complete
4-way coupled CFD-DEM model. We report the experimental vali-
dation of the model, performed on a small-scale particle filled tank.
The tank was drained of water through the dense particle bed and
the mass flow rate was measured.
Difficulties in choosing a fine enough mesh for the VOF method
to correctly resolve the interface and simultaneously ensure a sta-
ble and accurate void fraction calculation arose. Different methods
was proposed to enable particle sizes in the same range of the CFD
cells, involving alternative methods for mapping the void fraction
field onto the CFD mesh, as well as smoothing of the void fraction.
With the smoothing model of Radl et al. (2014), the simulation was
stable and very good agreements were found with the experimental
measurements.

Keywords: VOF-method, DEM, multiphase flow, particle bed,
blast furnace hearth .

NOMENCLATURE

Greek Symbols
α volume fraction, [−]
ε void fraction, [−]
ρ density, [kg/m3]
µ dynamic viscosity / friction coefficient, [kg/ms/−]
ν kinematic viscosity / Poisson’s ratio, [m2/s/−]
τ viscous stress tensor, [N/m2]
σ surface tension, [N/m]
κ interface curvature, [1/m]
ω angular velocity, [rad/s]

∆t time step, [s]

Latin Symbols
u velocity, [m/s].
p pressure, [Pa].
p∗ non-hydrostatic pressure, [Pa].
g gravity, [m/s2].
x coordinate, [m].
F force, [N].
m mass, [kg].
I moment of inertia, [kg m2].
M torque, [Nm].
d diameter, [m].
V volume, [m3].
COR coefficient of restitution, [−].
N number of particles, [−].

Sub/superscripts
f fluid.
p particle.
i phase i / particle i.
c compression.
σ surface tension.
p f particle-fluid interaction.
pp particle-particle interaction.
T turbulent.
a.m added mass.
semi− sat. semi-saturated.

INTRODUCTION

The blast furnace hearth condition has been proven to be crit-
ical to the campaign length as well as ensuring a stable op-
eration. Increasing the blast furnace campaign length is of
great importance because the re-lining is an expensive oper-
ation and causes a significant downtime in production (Shao,
2013; Zhang et al., 2008). The hearth is an extremely harsh
environment, temperatures exceeding 2000◦C and high fluid
velocities close to the tap holes cause great wear on the lin-
ing. Thus understanding the fluid flow pattern in the hearth is
essential in order to optimize the campaign length (Ariyama
et al., 2014; Guo et al., 2008).
The hearth is filled with liquid iron and slag, which settles in
immiscible layers due to their different densities. Addition-
ally, dense packed coke particles form a permeable structure
often referred to as the deadman (Nnanna et al., 2004; Tanzil
et al., 1984). The shape and position of the deadman depend
on the operation, it is depending on the weight of the bur-
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den column above and the buoyancy forces from the liquid
metal and slag in the hearth. Due to the harsh environment,
accurate measurements are difficult to perform, hence accu-
rate models are essential in the understanding of the hearth
(Huang et al., 2005). In order to accurately model the tap-
ping procedure it is important to consider the dynamics of
the deadman.
Therefore, in this work a coupled CFD - DEM model was
developed and implemented in the open-source software
CFDEMcoupling, intended to be used in future work for flow
pattern- and deadman dynamics investigation during tapping.
In DEM, each individual particle is solved for, giving the
model capabilities of accounting for the deadman dynamics
at the expense of being extremely computationally demand-
ing. The well known interface tracking method VOF (Hirt
and Nichols, 1981; Gueyffier et al., 1999), is used to model
the multiple immiscible fluids.

MODEL DESCRIPTION

The CFD-DEM model is based on the theory for unresolved
particle-fluid interaction, in which the flow around each par-
ticle is not resolved. Typically the CFD grid cells are larger
than the particles and volume-averaged quantities are used
on cell-size scale level. Sacrificing the smallest scale phe-
nomena to solve for larger systems.

CFD governing equations

In order to model the multiple continuous phases, a VOF ap-
proach is used to track the interface. It is based on a mixture
approach, where an indicator function ranging from 0 to 1 is
used to distinguish between the fluids. The evolution of the
interface is described by solving the advection equation,

∂α

∂t
+∇·

(
αuuu fff

)
= 0, (1)

where α is the volume fraction and uuu fff the fluid velocity (Hirt
and Nichols, 1981; Li et al., 1999). If the particle phase
is considered as well as introducing a compression term to
sharpen the interface, as done by Rusche (2002), a final set of
transport equations for the volume fractions αi can be written
as,

∂εαi

∂t
+∇·

(
εαiuuu fff

)
−∇·(uuucccαi (1−αi)) = 0, (2)

where ε is the local void fraction and uuuccc is the artificial com-
pression velocity. The local fluid properties are determined
by taking the volume weighted average of all the phases
physical values as shown in Equation (3) and (4) for k con-
tinuous phases.

ρ f =
k

∑
i=1

αiρi (3)

µ f =
k

∑
i=1

αiµi (4)

The flow is described by the Navier-Stokes (NS) equations
in the form from Anderson and Jackson (1967). In VOF
methodology only one momentum equation is solved, using
the mixture fluid properties. Due to the presence of discrete
particles, the void fraction term has been incorporated into
the governing equations. The continuity equation is given by
Equation (5) and the momentum equation by Equation (6).

∂ε

∂t
+∇·

(
εuuu fff
)
= 0 (5)

∂ερ f uuu fff

∂t
+∇·

(
ερ f uuu fff uuu fff

)
=− ε∇p∗+ ε∇·τττ− ε(ggg·xxx)∇ρ f

+FFFσ +FFF p f

(6)
The formulation of pressure in Equation (6) is different from
e.g. Anderson and Jackson (1967) and Sun and Sakai (2015).
According to Rusche (2002), solving for a modified pressure
p∗, defined as p∗ = p− (ggg·xxx)ρ f , where ggg is the gravity vec-
tor and xxx the coordinate vector, simplifies the assignment of
pressure boundary conditions as well as it offers a numer-
ically better way of handling the strong density gradient at
the interface. Physically, p∗ can be interpreted as the pres-
sure without the hydrostatic contribution. Furthermore, τττ de-
notes the viscous stress tensor, which is usually written as
τττ = µ f

(
∇uuu f +∇uuuT

f

)
. Fσ is the surface tension force, de-

fined as Fσ = σκ∇α, where σ denotes the surface tension
and κ is the interface curvature. FFF p f is a source term arising
from the momentum exchange between the fluids and parti-
cles, which is further described in the following section.

DEM governing equations

The discrete particles are described with DEM. It is a well
known numerical method for solving granular flows and it
is based on the theory of Cundall and Strack (1979). Each
particle is solved individually by determining its trajectory
with Newton’s laws of motion as,

mi
duuup,i

dt
= FFF pp

i +FFF p f
i +miggg, (7)

Ii
dωωωp,i

dt
= MMMpp

i +MMMp f
i , (8)

where uuup,i is the particle velocity and ωωωp,i the angular veloc-
ity. FFF pp

i denotes the inter-particle force and F p f
i the particle-

fluid interaction force. In this work, relatively large parti-
cles are used (dp ∼ O(10−3m)), thus neglecting any cohesive
forces which can be important for e.g. powders. The particle-
particle interaction term is then described only by the colli-
sion forces.
The particle-fluid interaction term, FFF p f

i , is fully defined as:

FFF p f
i = FFFdrag,i +FFF∇p,i +FFFτ,i +FFFBasset,i +FFFa.m,i

+FFFSa f f man,i +FFFMagnus,i,
(9)

where the components on the right hand side are respectively
the drag force, pressure gradient force, viscous force, Basset
force, added-mass force, Saffman- and Magnus-lift force. In
this work, the Basset-, added-mass-, Saffman- and Magnus-
forces are neglected because it is expected that the drag-
, pressure gradient- and viscous-forces are dominant (Zhou
et al., 2010). Equation (7) can then be rewritten as,

mi
duuup,i

dt
=

n

∑
i=1

FFFcontact
i +FFFdrag,i +FFF∇p,i +FFFτ,i +miggg, (10)

where FFF∇p,i = −Vp,i∇p and FFF i = Vp,i∇·τττ. In this work the
Koch and Hill drag model (Hill et al., 2001; van Buijtenen
et al., 2011) was used.
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Smoothing

One contradiction arises due to the nature of the model. In
VOF methodology, a fine mesh is desired to resolve the inter-
face, where as for unresolved CFD-DEM, the cell size should
be larger than the particles in order to accurately map the void
fraction field onto the mesh. A few alternative methods for
calculating the void fraction have been suggested to enable
for particle sizes in the range of the cell sizes. For example,
Jing (2016) used an approach where the particles are arti-
ficially enlarged to influence more surrounding cells, while
keeping the volume constant.
Additionally, Peng et al. (2014) reported that, small inaccu-
racies in mapping the void fraction onto the mesh eventually
causes local pressure fluctuations due to the formulation of
the governing equations. Reducing these fluctuations is of
great importance in order to ensure stable simulations. Ad-
ditional treatment of the exchange fields can be performed to
improve stability, as done by e.g. Pirker et al. (2011), Radl
et al. (2014) and Capecelatro and Desjardins (2013), where
a diffusion equation,

∂φ

∂t
= D∇

2
φ, (11)

for the quantity in question φ is solved. D is the diffusion
coefficient, which can be defined as D = l2/∆t, where l is
interpreted as the smoothing length. By performing this op-
eration, the exchange fields are "smeared" over nearby cells.

EXPERIMENTAL SETUP

The tank was a transparent box with the dimensions
330x150x400 mm. A cylindrical tap hole with the diame-
ter doutlet = 27.5 mm was located at the bottom of the side.
A schematical view of the setup is shown in Figure 1. A
valve was used to control the tapping and the total bulk mass
tapped was measured with a load cell. Because coke particles
are buoyant in the blast furnace hearth, wood particles were
chosen in order to be buoyant in water. The measured parti-
cle properties are listed in Table 1. As a result of choosing
wooden particles, the particle properties varied between wet
or dry because the wood soaked water. The particles were
measured and weighed in between ten experimental runs. A
semi-saturated state of the particles was reached after five in-
stances where-after for the following five runs, the particle-
diameter and density were determined to dp = 6.5 mm and
ρp = 850 kg/m3 respectively.

Table 1: Particle properties

Np 40000
ρp,dry 600 kg/m3

ρp,semi−sat. 850 kg/m3

dp,dry 6.0 mm
dp,semi−sat. 6.5 mm

For a first test run, a sitting particle bed was considered. The
initial water level was set to 300 mm and the buoyant parti-
cles were held down by a grid as shown in Figure 1. Another
grid was placed at the outlet to hinder the particles from leav-
ing the tank.

SIMULATION SETUP

The computational domain is shown in Figure 2. Its outer
dimensions are 330x150x350 mm and it is divided in 1920
hexahedral cells, with the smallest cell size, ∆xmin = 11 mm

Figure 1: Schematic diagram of the experimental setup.

Figure 2: Computational domain and the initial state of the particle
bed and water level.

and the biggest, ∆xmax = 25 mm. It should be noted that a few
assumptions were made to the tap hole. In the simulation, the
tap hole was modeled as a square instead of a circle with the
side, a, calculated as:

a =
1
2

√
πd2

outlet , (12)

Additionally, the pipe from the experimental setup was not
modeled in the simulation. Thus it was assumed that the
pipe pressure drop could be neglected. Figure 2 also shows
the initial state the simulation. In order to ensure that the
particles remain on the bottom, the particle density is set
to 2500 kg/m3. The full list of simulation parameters are
listed in Table 2 and 3, where νp denotes the Poisson’s ratio,
COR the coefficient of restitution and µp the friction coeffi-
cient. It should be noted that the particle time step size was
100 times smaller than the fluid time step, meaning that 100
sub-iterations of DEM calculations were performed for every
CFD time step.
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(a) Unsmoothed, t = 1 s (b) Smoothed, t = 1 s

(c) Unsmoothed, t = 15 s (d) Smoothed, t = 15 s

Figure 3: Pressure for the unsmoothed- (left) and smoothed (right) simulation at the central plane for various time steps.

Table 2: Simulation parameters: fluid

∆t f 5 ·10−3 s
ρwater 1000 kg/m3

ρair 1.0 kg/m3

νwater 1.0 ·10−6 m2/s
νair 1.0 ·10−5 m2/s
σwater−air 0.07 N/m

Table 3: Simulation parameters: particle

∆tp 5 ·10−5 s
ρp 222555000000 kg/m3

dp 6.5 mm
Np 40000
Young’s modulus 5 ·10−6 Pa
νp 0.45
COR 0.3
µp 0.5

RESULTS

The effect of smoothing on the pressure is depicted in Fig-
ure 3. Two different simulations were carried out, one un-
smoothed and one with the smoothing model previously de-
scribed active with the smoothing length l = 3dp. The top
row shows the resulting pressure at t = 1 s and the bottom
row at t = 15 s. One would expect a linearly increasing
pressure towards the bottom due to the hydrostatic pressure.
Consequently, the maximum pressure at the bottom would
decrease as the water level decreased. The expected behav-
ior can be observed in the smoothed simulation, while the
pressure in the unsmoothed shows an odd behavior. Thus,
validation was performed with the smoothing model active.
Figure 4 illustrates the instantaneous flow field at t = 8 s.
Due to atmospheric pressure at the outlet, the fluid is drained
and high fluid velocities are observed at the outlet. The mon-
itored mass flow rate is shown in Figure 5 . As expected,
the mass flow rate was high at the beginning and decreased
over time as the water level decreased and the tank was fully
drained after approximately 80 s. In order to compare the
simulation with the experimental results, the mass flow rate
was integrated over time. It is depicted in Figure 6 together
with the measurements. The experimental data is presented
by error bars, which represents the minimum-, mean- and
maximum-value of five experimental runs (as motivated in
the previous section). The dotted line represents the initial
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Figure 4: Illustration of the flow field at t = 8 s.
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Figure 5: Tapping mass flow rate over time for a simulation of the
experimental setup.

amount of water in the tank.
It can be seen that the simulation successfully reproduced
the drainage pattern observed in the experiments. Both the
simulation result and the measurements converged towards
the expected amount drained and a small liquid hold up was
noticeable in the experiments as well as in the simulations.

CONCLUSION

A VOF-DEM coupled solver was successfully implemented
in the open-source software CFDEMcoupling, with capabil-
ities of handling n continuous phases in conjunction with
discrete particles.
A tank-draining experiment was set up to provide exper-
imental measurements to validate the model. Water was
drained through a sitting particle bed, consisting of wooden
particles and the flow rate was measured.
Numerical instabilities were encountered due to a relatively
fine mesh. Alternative ways of calculating the void fraction,
as well as smoothing of the exchange fields were performed
with success. With the smoothing model of Radl et al.
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Figure 6: Integrated mass flow rate over time, compared with ex-
perimental measurements.

(2014), very good agreement was found for the mass flow
rate compared to the experimental measurements.
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ABSTRACT 
Pyrometallurgical furnaces of many varieties make use of 
tapholes in order to facilitate the removal of molten 
process material from inside the vessel. Correct 
understanding and operation of the taphole is essential for 
optimal performance of such furnaces.  
 
The present work makes use of computational fluid 
dynamics models generated using the OpenFOAM® 
framework in order to study flow behaviour in the 
taphole system. Single-phase large-eddy simulation 
models are used to quantify the discharge rate and 
laminar-turbulent transitions as a function of parameters 
such as height of material inside the furnace vessel, 
taphole geometry, and fluid properties. The results are 
used to inform boundary conditions in multiphase fluid 
flow models used for prediction of the qualitative 
behaviour of the free surface in the launder and tapping 
ladle for selected cases. 

Keywords: CFD, Pyrometallurgy, Tapholes, Furnace.  
 

NOMENCLATURE 
 
Greek Symbols 
  Mass density, [kg/m3]. 
  Dynamic viscosity, [kg/m.s]. 
 
Latin Symbols 
D Diameter of taphole, [m]. 
L    Length of taphole [m]. 
P  Pressure, [Pa]. 
 u  Velocity, [m/s]. 
 
Dimensionless  
NRe   Reynolds number. 
NL    Geometry ratio. 
NT      NEu.√NRe. 
NEu   Euler number. 
KL    Discharge coefficient. 
 

INTRODUCTION 
Many important commodities such as iron and steel, 
aluminium, ferro-alloys, and precious metals are 
produced in part using pyrometallurgical furnaces (Jones 
et al., 2006). The majority of these units make use of 
tapholes, specially-designed openings in the furnace 
wall, in order to remove the molten process products 
from the furnace (Nelson et al., 2016). Depending on the 
commodity being produced, the furnace may use a single 
taphole for all material, or separate tapholes for different 
phases such as slag and metal. Tapholes are typically 
located in a taphole assembly, a section of the furnace 
sidewall designed for this purpose. The taphole assembly 
may consist of several cylindrical or rectangular inserts 
made of copper, graphite, or refractory material through 
which the taphole itself runs, mounted within a steel 
frame which provides structural support and a contact 
point for water cooling (McDougall, 2014).  
 

 
Figure 1: Tapping in operation on a DC furnace pilot plant, (l) 

and (m) slag, (r) metal (images courtesy Mintek) 
 

After the taphole is opened by lancing or drilling, molten 
material drains out of the vessel due to differences in 
hydrostatic pressure (see Figure 1). The rate of drainage 
is primarily determined by a combination of the inlet 
geometry and the length of the taphole channel, as well 
as the physical and thermochemical properties of the 
material passing through the taphole. Characterisation of 
the flow behaviour inside the taphole channel is 
challenging due to the wide variation in physical 
properties of the fluid phases encountered in furnaces; 
metals and sulphide mattes tend to be high-density and 
low-viscosity, while oxide slags are the opposite. 
Transitions between turbulent and laminar flow may 
occur during a tap or even within the taphole itself, 
especially for higher-viscosity materials; such transitions 
affect not only the discharge rate of material through the 
taphole but also the mechanical forces on the taphole 
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surfaces which contribute to erosion and wear, and may 
be exacerbated by gas entrainment during tapping (He et 
al., 2002). 
 
Upon exiting the taphole, the molten material passes 
through an open channel (the tapping launder) and into a 
steel or refractory-lined container vessel (the tapping 
ladle). The launder and ladle system is a multiphase free 
surface flow problem, behaviour of the fluid flow is 
highly dependent on the physical properties of the 
material being tapped. In practice launders may be angled 
both vertically and horizontally in order to reach tapping 
ladles located below, ladles may be positioned 
incorrectly, and wear on the lining of the launder may 
change its shape form the original design. As a result, 
substantial splashing and intermixing of the molten phase 
with the surrounding air may occur. Although this is 
undesirable in the case of reduction smelting or high-
purity product requirements, the degree of contact 
between the air and the molten product is generally small 
and can be further mitigated by careful launder and ladle 
design and operation (Leong et al., 2006). 
 
To date, much research has been conducted in the field 
of computational modelling of taphole flow behaviour 
using advanced modelling techniques (e.g. 
(Kadkhodabeigi et al., 2011) and (Shao et al., 2013)). 
However, due to the high resource demands of accurate 
computational fluid dynamics modelling, there is 
generally a strong focus on specific design problems or 
process parameters, using computational fluid dynamics 
as a post hoc design analysis or failure forensics tool. In 
the present work, the intention is to use computational 
modelling as a virtual experimentation platform in order 
to gain insight into the behaviour of taphole systems at a 
more generalised and simplified level. 
 

FLOW THROUGH THE TAPHOLE – THEORY 
AND DIMENSIONAL CONSIDERATIONS 
 
For the taphole region geometry as described in Figure 2, 
it is instructive to consider initially a simple theoretical 
expression for the fluid flow into and through the taphole. 
Similar work has been performed elsewhere (e.g. 
(Guthrie, 1992) using the Bernoulli equation to relate the 
imposed pressure differential across the taphole to the 
flowrate of material through it. This approach results in: 
 

ΔP =
ρu2

2
+ PP + PE (1) 

 
Where P is the pressure difference between the furnace 
interior and exterior as a result of static head of molten 
material and any additional forces,  is the fluid density, 
u is the bulk average velocity of fluid in the taphole, and 
PP and PE are the irreversible pressure losses due to 
viscous flow inside the taphole channel and friction in the 
taphole entry geometry respectively. Bulk velocity of the 
fluid in the furnace interior is assumed to be close to zero.  
 
 
 

If fully-developed laminar flow in the taphole channel is 
assumed, (1) may be written as: 
 

ΔP =
32μLu

D2
+ (1 + KL)

ρu2

2
 (2) 

 
where  is the fluid viscosity, L and D are the taphole 
length and diameter respectively, and KL is the discharge 
coefficient for a given entry geometry (0.5 for sharp-
edged pipe entries, reducing to negligible values for well-
rounded inlets resulting from advanced taphole wear). 
Rearranging (2) in terms of dimensionless quantities 
yields: 
 

NT
2 =

1 + KL

2
NRe

2 + 32NLNRe (3) 

 
Here, NRe is the Reynolds number, NL is a simple 
geometry ratio, and NT is the product of the Reynolds 
number and the square root of the Euler number. By the 
principles of dimensional analysis only these three 
groups are needed to completely define the problem 
regardless of the flow regime; their definitions are shown 
in Table 1. 

 
Table 1: Dimensionless groups used to characterise 

 taphole flow 
 

NRe NL NT 
Duρ

μ
 

L

D
 D√ρΔP

μ
 

 
This particular set of dimensionless groups is preferred 
since only one (NRe) is dependent on the fluid velocity, 
which is often a poorly-known quantity in tapping 
operations. This allows tapping velocity to be represented 
explicitly as a function of the taphole design, the 
properties of the fluid being tapped, and the applied 
pressure. 
 

MODEL DEVELOPMENT 
 
In order to model different aspects of the behaviour of 
taphole systems most effectively, several simplifications 
were made. 
 
Although the effect of heat transfer and phase change on 
the molten material being tapped is an important aspect 
of the taphole’s behaviour, this study focuses only on 
flow in order to isolate behaviour related to fluid 
dynamics. Coupled heat transfer models will be 
considered at a later stage but are not within the scope of 
the present work. 
 
In addition, the taphole system was divided into two 
separate computational models – one covering the single-
phase flow from the furnace interior to the exit point of 
the taphole, and another covering the multiphase flow 
from the taphole exit through the launder and into the 
ladle. The rationale for this approach as opposed to a 
single unified model is that different research questions 
are posed in the different regions – in flow through the 
taphole, it is desirable to perform high fidelity 
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simulations in order to resolve near-wall turbulence and 
accurately quantify the discharge rate as a function of 
taphole geometry and fluid properties, whereas with flow 
in the launder and ladle the primary aim is to identify 
broad qualitative differences in the patterns of free 
surface flow in response to variations in material 
properties and equipment design. 
 
Both computational models were implemented using the 
finite volume method, in OpenFOAM® version 4.1 
(OpenFOAM, 2017). For the taphole region model, a 
modified version of the “pisoFoam” solver was written to 
allow for adaptive time-stepping using a specified 
Courant number. For the launder and ladle region model, 
the standard “interFoam” solver was used without 
modification. Hexahedral-element-dominant 
computational meshes were generated using cfMesh 
version 1.1.1 (cfMesh, 2017), with mesh sizes ranging 
from between 1 and 2 million elements for the taphole 
region models, up to ~4 million elements for the launder 
and ladle region models. 
 

Taphole region model 
Flow in the taphole region is modelled using large eddy 
simulation (LES) methods to capture the turbulent flow 
behaviour. LES methods directly compute the unsteady, 
dynamic behaviour in turbulent flow at length scales 
above a certain level, and approximate the turbulent 
stresses using sub-grid scale (SGS) models at length 
scales below it. The critical length scale is commonly 
taken as the resolution of the numerical mesh. This 
approach results in a filtered version of the Navier Stokes 
equations for the resolved components of the pressure 
and fluid velocity, containing source terms which are 
closed using the chosen SGS model. LES models 
generally require higher-fidelity meshes than Reynolds-
averaged (RANS) turbulence models, but are 
considerably less computationally demanding than direct 
numerical simulation. They are more adept than RANS 
models with regard to predicting laminar-turbulent 
transition behaviour as well as temporal structures in 
turbulent flows, both of which are relevant to the present 
study. 
 
For the taphole region a dynamic k-equation model (Kim 
et al., 1995) is used as the SGS model together with 
standard box filtering at the mesh resolution. Near-wall 
mesh refinement was used to ensure that the 
dimensionless wall distance y+ remained below unity.  
 
The entry region and taphole channel are modelled as a 
large plenum zone (representing the furnace interior) 
connected to a cylindrical pipe section (representing the 
taphole itself). The lip of the taphole is treated as a sharp 
edge, and assumes that little or no wear of the taphole 
materials of construction has occurred. The geometry of 
the model region is shown in Figure 2. 
 

 
 

Figure 2: Taphole model geometry 
 
Boundary conditions are applied as shown in Table 2. 
 

Table 2: Boundary conditions for taphole region model 
 

Boundary u p k 

A (inlet) 
∂un

∂𝐧
= 0 

uτ = 0 
p =

ΔP

ρ
−

1

2
|𝐮|2 k = 0 

B (walls) 𝐮 = 0 
∂p

∂𝐧
= 0 k = 0 

C (outlet) ∂𝐮

∂𝐧
= 0 p = 0 

∂k

∂𝐧
= 0 

 
In the case of the reduced pressure boundary condition 
on boundary A, the boundary value of p is calculated 
using the total applied pressure difference across the 
domain (a specified parameter, as used in equations (1) 
to (3)) and the local velocity at the boundary, which is 
obtained after calculation of the velocity field boundary 
condition. 
 
Here, u is the fluid velocity vector field (with 
components un and u normal and tangential to the 
boundary respectively), p is the reduced pressure field, k 
is the turbulent kinetic energy field, and n are unit vectors 
normal to the boundary surface. 
 
Launder and ladle region model 
In the region after the molten material exits the taphole, 
the behaviour is modelled using the volume of fluid 
(VOF) method for multiphase fluid flow (Hirt et al., 
1981). VOF tracks the fluid interface using a phase field 
, representing the volume fraction of the first phase (in 
a two-phase system, the volume fraction of the second 
phase is then 1 – ). The evolution of  is modelled with 
a convection equation using gradient compression 
schemes to maintain a sharp interface between phases. 
Source terms are added to the Navier Stokes equations in 
the interface regions to account for the additional forces 
arising from surface tension effects. 
 
The launder and ladle are modelled as solid walls 
surrounded by open atmosphere as shown in Figure 3. 
The ladle is treated as a simple truncated conical vessel 
in all cases, but the launder is modelled with different 
designs (rectangular and v-shaped channel profiles) to 
examine the effect on the flow patterns while tapping. 
Slag and metal materials are modelled in each case to 
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examine the effect of the physical properties of the 
molten phase on the behaviour of the system. A range of 
taphole exit velocities is considered based on results 
obtained from the taphole region model. Static mesh 
refinement is performed in each case by running an initial 
simulation at low resolution, and using the resulting 
phase field to refine the mesh to higher resolution in areas 
where the gas-liquid interface is present. Boundary 
conditions used are shown in Table 3. 
 

 
 

Figure 3: Geometry of launder and ladle models 
 

Table 3: Boundary conditions for ladle and 
 launder region model 

 
Boundary u P 

D (inlet) 𝐮 = 𝐮0 
∂P

∂𝐧
= 0 α = 1 

E, F, G 
(walls) 𝐮 = 0 

∂P

∂𝐧
= 0 

∂α

∂𝐧
= 0 

H 
(atmosphere

) 
{

∂un

∂𝐧
= 0,   uτ = 0

∂𝐮

∂𝐧
= 0

 {
P = P0 −

1

2
ρ|𝐮|2

P = P0

 {
α = 0

∂α

∂𝐧
= 0

 

 
In the case of the absolute pressure boundary condition 
on boundary H, the boundary value of P is calculated 
using the specified total atmospheric pressure and the 
local velocity at the boundary, which is obtained after 
calculation of the velocity field boundary condition.  
 
Here, P is the absolute pressure field, and P0 is 
atmospheric pressure in the region around the launder 
and ladle.  represents the volume fraction of molten 
material. At the atmosphere boundary F, it is possible for 
fluid to flow both into and out of the domain – for each 
field, the first expression is used in the case of inflow, the 
second in the case of outflow. 
 
 
 
 
 
 
 
 

Model parameters 
The viscosities, densities and surface tension values of 
slags, mattes and metals vary with both composition and 
temperature. These properties are often difficult to 
measure, due to the extreme temperatures at which these 

phases are molten. A detailed summary of the viscosity 
and density values for various commodity smelting 
operations in given in (Nelson et al., 2016). For iron and 
steel production, ferroalloys such as ferrochromium and 
ferromanganese, the viscosity of the metal phase at 
temperature varies between 0.004 and 0.007 Pa.s. For 
mattes (e.g. from copper and nickel smelting operations), 
the values can be higher – varying from 0.003 to 0.05 Pa.s 
The viscosity of slags from these operations varies 
between 0.1 to 1.5 Pa.s across operations, except for 
copper smelting where the slag viscosity values  are as 
low as 0.03 Pa.s. Notably, the viscosity of slags in any 
operation can increase dramatically when solids 
precipitate from the melt.  
 
Density values vary from 5500 to 7500 kg/m³ for ferrous-
based processes, typically 4200-4500 kg/m³ for mattes. 
Slag density values vary between 2600-3200 kg/m³ for 
most slags, except for, for example copper and nickel 
process slags, which generally slightly higher densities, 
roughly 3500 – 4000 kg/m³. 
 
The surface tension values for metals and slags in 
pyrometallurgical processes are quite high (when 
compared to common fluids). These values vary across 
commodities, but is roughly 0.5 N/m for most common 
slags, mattes and metals (Tanaka et al., 2014).  
 
In terms of the physical design and operation parameters 
of the taphole region, typical lengths and diameters for 
slag, metal, and matte tapholes have been reported in 
several sources, for example (Nelson et al., 2016), (van 
Beek et al., 2014), and (Nolet, 2014). A summary of the 
industrial data is shown in Table 4. Although the internal 
furnace pressure in the case of certain processes such as 
blast furnaces can be extremely high (up to 5 bar (Nelson 
et al., 2016)), in open-bath smelting furnaces the primary 
source of the pressure is most often the head of molten 
material above the level of the taphole. Typical values 
across several different processes are reported in (Nelson 
et al., 2016) and summarised in Table 5. 
 
Table 4: Geometry parameters for industrial furnace tapholes 

Material Taphole diameter Taphole length 
Slag 0.04 – 0.1 m < 1.3 m 

Matte 0.04 – 0.1 m 1 – 1.5 m 
Metal 0.04 – 0.07 m 1 – 1.5 m 

 
Table 5: Head of molten material above tapholes for slag and 

metal/matte systems 
Material Above slag 

taphole 
Above metal/matte 

taphole 
Slag 0.2 – 1 m 0.4 – 2 m 

Metal/matte - 0.15 – 0.6 m 
 
In order to demonstrate the use of the multiphase flow 
model of the launder and ladle region, dimensions based 
on pilot-scale DC furnace equipment in use at Mintek 
were selected. Two different launder cross sections, a 
square channel profile and a v-shaped channel profile, 
were studied at different flowrates of slag and metal 
material to determine their impact on the flow pattern into 
the ladle. Dimensions of the model system are shown in 
Table 6. 
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Table 6: Geometry parameters for launder and ladle models 

Parameter Value Parameter Value 
Taphole 
diameter 0.03 m Ladle diameter 1 m 

Launder 
length 0.4 m Ladle height 0.75 m 

Launder 
width 0.2 m Launder height 

above ladle 0.2 m Launder 
inclination 

5 

 
 

RESULTS AND DISCUSSION 

Taphole region models 
In order to study a broad range of typical taphole 
conditions and designs representative of most electric 
smelting processes, a set of simulations was executed to 
cover the ranges 500 < NT < 500000, and 10 < NL < 50. 
This was achieved in the computational model by fixing 
taphole diameter (0.02 m), fluid density (7000 kg/m3), 
and applied pressure (89286 Pa), and calculating the 
required taphole length and fluid viscosity in each case 
based on the desired values of NT and NL using the 
expressions in Table 1.  
 
Once the initial conditions had decayed sufficiently 
(typically after 1 s of simulation time), a time- and area-
averaged velocity at the taphole outlet was computed and 
used to calculate NRe. The laminar or turbulent nature of 
the flow was assessed using the relative variability in 
time of the velocity field at the outlet – this was 
calculated by finding the difference between the 
minimum and maximum velocity values at the taphole 
centreline over the final 0.2 s of simulation time divided 
by the average outlet velocity over the same time period. 
A total of 32 separate cases were simulated using the 
sharp-edged entry geometry shown in Figure 2, each 
taking between 10 and 20 hours of wall time on 16 Intel 
Xeon CPUs. 
 
For model validation purposes, the simulation results 
were compared to the predictions of equation (3) in the 
laminar flow region. This is shown in Figure 4. The 
agreement in both qualitative trends and values is fairly 
good, with the computational model under-predicting 
slightly relative to (3). This is expected since (3) assumes 
that the flow in the taphole is fully developed along its 
entire length, whereas in reality there will be an entrance 
length over which the wall boundary layer expands 
before full Hagen-Poisiuelle flow is reached. In this entry 
region, the wall shear forces are higher and will therefore 
restrict the flow to a greater degree, resulting in lower 
flowrates than those predicted by (3). 
 

 
Figure 4: Model validation against equation (3) 

 
Visualisations of the instantaneous flow patterns in and 
around the taphole are presented in Figures 5 to 7, for 
cases in which the value of NL was fixed at 30 and the 
value of NT was changed. All visualisations are shown at 
the end of the simulation, time = 1 s. The upper section 
of each image shows the velocity profile through the 3D 
volume, and the lower section shows a contour plot of 
turbulent viscosity t.  
 

 

 
Figure 5: Velocity field (coloured) and contour of t = 7.5 x 
10-6 m2/s for case NL = 30 and NT = 500, (top) taphole entry 

(bottom) taphole exit 
 
  

525



 

 

 
Figure 6: Velocity field (coloured) and contour of t = 7.5 
x 10-6 m2/s for case NL = 30 and NT = 5000, (top) taphole 

entry (bottom) taphole exit 
 

 

 
Figure 7: Velocity field (coloured) and contour of t = 7.5 x 
10-6 m2/s for case NL = 30 and NT = 500000, (top) taphole 
entry (bottom) taphole exit 

 
As NT increases, a transition from laminar to unsteady, 
turbulent flow occurs. In particular, a vena contracta with 
flow separation forms in the entry region of the taphole 
due to the sharp-edged entry, and this acts as a strong 
trigger for turbulent flow to develop in this area at high 
NT. Average flow velocity increases steadily from 
approximately 1.5 m/s at NT = 500 to 4 m/s at NT = 
500000. Detail of the evolution of the velocity field along 
the centreline of the taphole over time is shown in Figure 
8 and 9 for cases of laminar and turbulent flow (in both 
cases, x/L = 0.2 indicates the location of the taphole 
entry). It may be seen that the turbulent flow case exhibits 
erratic and unsteady flow starting within one or two 
diameters of the taphole inlet at approximately 0.1 s, and 

propagating down the taphole channel at the bulk average 
flow velocity. 
 

 
Figure 8: Evolution of instantaneous velocity profile along 
taphole centreline as a function of time, case NL = 30 and 

 NT = 500 (laminar flow) 
 

 
Figure 9: Evolution of instantaneous velocity profile along 

taphole centreline as a function of time, case NL = 30 and NT = 
500000 (turbulent flow) 

 
Changing the length of the taphole while holding NT 
constant results in less extreme changes in the behaviour 
of the flow, however certain differences are visible. 
Visualisation of the flow patterns for short and long 
tapholes are presented in Figures 10 and 11. In the case 
of tapholes with early turbulent triggering as is the case 
with sharp-edged entry geometry, the level of turbulence 
at the taphole exit is generally seen to be higher for 
shorter tapholes (this is somewhat exacerbated by the fact 
that shorter tapholes result in higher discharge velocities, 
although this is a second-order effect). Turbulence levels 
settle within 10 to 15 taphole diameters and remain 
constant in longer tapholes. This suggests that 
mechanical wear patterns may be expected to be more 
uniform in longer tapholes away from the entry region. 
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Figure 10: Velocity field (coloured) and contour of t = 7.5 x 

10-6 m2/s for case NL = 15 and NT = 15811 
 

 
Figure 11: Velocity field (coloured) and contour of t = 7.5 x 

10-6 m2/s for case NL = 45 and NT = 15811 
 
The full set of computational model results for the 
prediction of NRe as a function of NL and NT was linearly 
interpolated and is presented in Figure 12. It can be seen 
that increasing the taphole length has a significant effect 
on the discharge velocity only at relatively low values of 
NT, below about 104. Dependence of NRe on NT is strong 
in all operating regions, increasing approximately 
linearly as NT and NL become large – this is expected 
since NT is proportional to the square root of the applied 
pressure, which is the driving force for the flow. It is also 
interesting to note that since NRe and NT are both 
proportional to D/, the viscosity and taphole diameter 
have a relatively small effect on the discharge velocity in 
this range; it is instead dominated by the density of the 
molten material and the applied pressure at the taphole 
entrance. 
 

 
 
Figure 12: NRe calculated by computational model as a 

function of NL and NT 
 
In Figure 13, the transition from laminar to turbulent flow 
as calculated from the model results using the variability 
of the velocity at the taphole outlet is presented. The 
transition region is assumed to be a function of NRe for a 

given taphole geometry – the bounds were estimated 
using the lowest value of calculated NRe for which the 
model predicted unsteady flow, and the highest value of 
NRe for which steady laminar flow was predicted. When 
indicative operating regions for slag, matte, and metal 
tapholes are imposed on the chart, it can be seen that 
metals and mattes are in general very likely to exhibit 
turbulent flow in at least part of the taphole, whereas 
slags may be laminar or turbulent (or even transition from 
one to the other during a single tap) depending on the 
conditions. This has implications for the wear 
mechanisms occurring at the taphole channel surface; in 
general, turbulent flow may be expected to exacerbate 
mechanical wear of the taphole. 
 

 
Figure 13: Laminar-turbulent transition region (grey  

   hatching) showing typical operating windows for slag, 
metal, and matte tapholes 

 
Although results for sharp-edged entries are useful for 
predicting flow through new tapholes, it is also of interest 
to consider how the flow patterns change once the taphole 
has worn after repeated use. Taphole wear patterns are 
typically concentrated in the entry region, resulting in 
conical (Thomson, 2014) or rounded (Steenkamp et al., 
2014) inlets. Computational models of worn tapholes 
were constructed assuming an increase in the channel 
radius at the entry point of 0.05 m, and wear into the 
channel to a depth of 0.05 m. Visualisations of the flow 
patterns from models at NL = 30 and NT = 50000 are 
shown in Figures 14 and 15. When compared to results 
from the sharp-edged taphole models, it can be seen that 
the smoother the entrance geometry relative to the local 
direction of flow, the lower the level of turbulence 
generated in the taphole entrance region. This is 
particularly obvious in the case of the rounded entrance, 
in which the onset of turbulent flow is postponed an 
appreciable distance down the taphole channel even at 
high values of NT. This observation suggests that the 
pattern of mechanical wear in furnace tapholes may 
change as the taphole ages – wear is initially concentrated 
in the entrance region, but reduces and moves into the 
main body of the taphole as time goes on. 
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Figure 14: Velocity field (coloured) and contour of 
t = 7.5 x 10-6 m2/s for case NL = 30 and NT = 50000 
with conical entrance, (top) taphole entry (bottom) 

taphole exit 

 

 
Figure 15: Velocity field (coloured) and contour of 
t = 7.5 x 10-6 m2/s for case NL = 30 and NT = 50000 
with rounded entrance, (bottom) taphole entry (top) 

taphole exit 
 
Although there are considerable qualitative differences in 
the flow patterns and turbulence onset, the quantitative 
differences in flow velocity are relatively small for 
different entry configurations. Figure 16 shows a 
comparison of the sharp-edged entry results with those 
from conical and rounded entry models.  

 

 
Figure 16: NRe calculated by computational model as a 
function of NT at NL = 30, for different entry geometries 
 
It can be seen that the tapping velocities match within 10-
20 % across a wide range of NT for all geometries tested, 
although more comprehensive study is recommended to 
verify this result. 
 

Ladle and launder region models 
The results from the taphole region model determine 
appropriate ranges on the taphole exit velocity, which is 
required as an input boundary condition for the launder 
and ladle region model – in the case of a pilot-scale 
furnace as modelled here, exit velocities between 1 and 3 
m/s were applied. For the liquid phase being tapped, both 
slag ( = 0.1 Pa.s,  = 2500 kg/m3) and metal ( = 0.005 
Pa.s,  = 7000 kg/m3) materials were used. For the 
surrounding gas phase, the properties of air were used.  
 
Results comparing different materials and flowrates for 
the rectangular launder design are shown in Figures 17 to 
20, in all cases at time 4 s after taphole opening. The 
contour of  = 0.1 is used to show the liquid surface, and 
coloured according to the local velocity field. 
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Figure 17: Rectangular 

profile launder,  
slag tapping at 1 m/s 

 

Figure 18: Rectangular 
profile launder,  

slag tapping at 3 m/s 
 

  
Figure 19: Rectangular 

launder profile, 
metal tapping at 1 m/s 

Figure 20: Rectangular 
launder profile, 

metal tapping at 3 m/s 
 
At low flowrates, the tapping stream is generally well 
contained within the launder channel with minimal 
splashing before exiting into the ladle. At high flowrates 
(typical of when the taphole is newly opened) it is clear 
that this particular launder design is too short – the 
tapping stream catches the edge of the launder and 
spreads the tapped material out into a fan shape as it 
enters the ladle. This would not be an optimal 
configuration for tapping metal, as the increased surface 
area may result in undesirable re-oxidation of the 
material by the surrounding air as it enters the ladle.  
 
Comparing different materials, it can be seen that in the 
case of metal the flow tends to separate out into smaller 
droplets and streams than in the case of slag; it is likely 
that this is related to the lower viscosity of molten metals. 
The flow patterns at low tapping velocities are 
particularly different, due to the development of open-
channel flow patterns in the launder in addition to the 
free-surface flow as the material exits into the ladle. 
 
Results comparing a simple variation on the launder 
design are shown in Figures 21 to 24. Flow behaviour at 
a fixed tapping velocity (2 m/s) is shown in all cases, with 
visualisations performed at 4 s after the taphole was 
opened. The contour of  = 0.1 is used to show the liquid 
surface, and coloured according to the local velocity 
field. 
 
 
 

  
Figure 21: Rectangular 

launder profile, 
slag tapping at 2 m/s 

 

Figure 22: V-shaped 
launder profile, 

slag tapping at 2 m/s 
 

  
Figure 23: Rectangular 

launder profile, 
metal tapping at 2 m/s 

Figure 24: V-shaped 
launder profile, 

metal tapping at 2 m/s 
 
Changing the cross-sectional shape of the launder has a 
significant impact on the shape and structure of the flow 
regardless of the material being tapped. In the case of the 
v-shaped launder, the channel flow is kept contained in a 
narrower cross-section as it traverses the launder, 
resulting in a more contained stream flowing into the 
ladle. This results in less break-up of the stream into 
droplets, keeping the surface area exposed to air lower. 
The intense, directed flow of the stream into the ladle 
may however cause high localised heat transfer and 
mechanical wear of the ladle lining – this would have to 
be managed carefully to avoid premature ladle failure.  

CONCLUSIONS 
Characterisation of the flow behaviour in furnace taphole 
systems is a complex subject. Due to the practical 
challenges associated with handling of molten materials 
at high temperatures, computational modelling can be 
used very effectively as a complement to experimental 
work in this area. Development of preliminary 
computational models of the fluid flow behaviour both 
inside the taphole and after the material exits it have been 
successful, and study of a range of operating parameters 
and designs was conducted. 
 
The taphole region models demonstrated that for typical 
material properties and taphole geometries, the nature of 
the flow inside the taphole can be expected to be 
turbulent for metals and mattes, but may be laminar or 
turbulent for slags depending on conditions. 
Quantification of the taphole exit velocities in terms of 
dimensionless parameters was obtained, with 
dependence of NRe on NT being much stronger than on 
NL. The effect of taphole entrance geometry on 
turbulence onset and flow patterns in the taphole channel 
was found to be appreciable, however, the exit velocities 
were not particularly sensitive to this change. 
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The results from the taphole region model were used as 
boundary conditions for multiphase flow models of the 
launder and ladle outside the furnace. The scope of this 
work was limited to comparing the flow behaviour in a 
simple design at pilot-plant furnace scale. It was found 
that differences in flow patterns between slag and metal 
were exaggerated at low tapping velocities, with metal 
flows tending to break up into smaller droplets and 
streams. Launder channel shape also had a large effect on 
the nature of the free surface flow between the launder 
and the ladle, suggesting that proper launder design and 
maintenance is critical for repeatable tapping flow 
behaviour. 
 
This work is intended to be a preliminary starting point 
for computational modelling of taphole flow behaviour, 
and as such, there is considerable scope for further 
research in this area. In the taphole region, more detailed 
studies of fluid dynamics in the taphole channel using 
LES or direct numerical simulation models which 
include the effect of taphole wear on geometry and 
surface roughness would be of value. In the launder and 
ladle region, evolution of the model into a virtual 
prototype capable of comparative performance testing of 
various designs is anticipated. In all cases the impact of 
coupling additional phenomena (in particular heat 
transfer and phase change) to the flow model should be 
investigated further, and ultimately integrated into the 
thermal design of the taphole assembly. 
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ABSTRACT
A 3D transient numerical model has been developed to predict the
shape and size of the raceway zone created by the force of the
blast air injected through the tuyeres in the coke bed of a blast fur-
nace. The model is based on the solution of conservation equa-
tions of both gas and solid phases as interpenetrating continua on
an Eulerian-Eulerian frame of reference. A modified k-ε model has
been adopted for gas phase turbulence including gas–coke turbulent
interaction. The solid phase is characterized by the solid pressure,
bulk viscosity and shear viscosity, which are evaluated by apply-
ing kinetic theory to granular flows. The influences of the air blast
velocity, granular properties of the coke phase, and tuyere diame-
ter on the shape and size of the raceway zone have been predicted
by numerical simulations and described using semi-empirical rela-
tions. The effect of the cohesive zone on the raceway geometry is
also taken into account. The trends of the derived results are com-
pared with experimental data reported by various researchers with
reasonable agreement.

Keywords: Process metallurgy, Ironmaking, Blast furnace, Race-
way, CFD, Fluidized/packed beds, Granular flows.

NOMENCLATURE

Greek Symbols
α Volume fraction, —
β Momentum exchange coefficient, kgm−3 s−1

ε Turbulent energy dissipation, m2 s−3

Θ Granular temperature, K
µ Dynamic (shear) viscosity, Pas
ρ Density, kgm−3

¯̄τ Stress tensor, Pa
φ Angle of internal friction, degree
ξ Bulk viscosity, Pas

Latin Symbols
Cd Drag coefficient, —
Ctd Turbulent dispersion coefficient, —
CV Added mass coefficient, —
D Depth, m
d Diameter, m
e Coefficient of restitution, —
~F Volume-specific force, Nm−3

g0 Radial distribution function, —
H Height, m

~g Standard acceleration due to gravity, ms−2

¯̄I Unit tensor, —
k Turbulent kinetic energy, Jkg−1

L Length, m
p Pressure, Pa
Re Reynolds number, —
~R Interphase momentum exchange, Nm−3

Ru Universal gas constant, Jmol−1 K−1

S Cross-sectional area, m2

t Time, s
T Temperature, K
~U Velocity, ms−1

V̇ Volumetric flow, m3 s−1

W Width, m

Sub/superscripts
0 Standard state
eff Effective value
g Gas phase
in Inlet
i Phase i
j Phase j
max Maximal value
rw Raceway
s Solid phase
t Turbulent
td Turbulent dispersion
tuyere Tuyere

INTRODUCTION

The blast furnace (BF) that converts iron ore into molten
iron is an important component in iron-steel making and a
capital and energy intensive process. To maintain and im-
prove the competitiveness of the blast furnace process, it
is necessary to achieve a considerable decrease in the coke
and total energy consumption for primary metal production
along with minimization of environmental impacts. Injec-
tion of auxiliary fuels such as pulverized coal or oil has con-
tinuously made a considerable contribution toward reducing
the requirement on expensive metallurgical coke in the last
decades. The high coal injection rates and low coke rate is a
common goal for reducing the cost of the hot metal produc-
tion (Geerdes et al., 2015). However, for an efficient and sta-
ble operation of the blast furnace towards increased injection
rates, one has to understand the different physical processes
and recognize the key parameters governing the processes.
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In a blast furnace, iron-bearing materials and coke with flux
are charged in alternate layers into the top of the furnace, as
shown in Fig. 1. Preheated air and fuel (gas, oil or pulverized
coal) are injected at high velocity into the lower part of the
furnace through tuyeres, forming a cavity known as a race-
way. In this raceway zone the injected fuel and some of the
coke descending from the top of the furnace are combusted
and gasified (see Fig. 2). The shape and size of the raceway
greatly affect the conversion of the coke and the injected fuel.
In the previous decades, tremendous work had been con-
ducted to investigate the kinetics of raceway formation.
The works related to the prediction of the raceway size
and shape can be classified into experimental, analyti-
cal, semi-empirical, and numerical types. Analytical and
semi-empirical studies have considered dimensional analy-
sis (Szekely and Poveromo, 1975; VDE, 1976; Flint and
Burgess, 1992; Ohno et al., 1994; Rajneesh et al., 2004;
Singh et al., 2006; Gupta and Rudolph, 2006) or macroscopic
mass and momentum balance above the raceway (Nomura,

Top gas

Burden, coke

Hot metal,
slag

Bustle pipe

Pulverized
coal

Figure 1: Ironmaking blast furnace (overview)

Hot blast from the

Pulverized coal

bustle pipe

Blowpipe

Lance
Tuyere

Shell Raceway

(shifted) Coke bed

Figure 2: Coal injection in the raceway (tuyere level)

1986) to find a correlation for the size of the raceway, which
often was considered to be spherical or having other prede-
fined simple geometrical shape. These works are often ac-
companied with experimental investigations of the raceway
formation using simplified two- or three-dimensional physi-
cal models for determination of the modeling parameters.
Numerical works can in turn be classifies into particle-
resolved Discrete Element Modeling (DEM) and continu-
ous Eulerial modeling. The literature shows that the DEM
method has great potential but still has some significant chal-
lenges (Xu et al., 2000; Nogami et al., 2004; Yuu et al.,
2005; Hellberg et al., 2005; Umekage et al., 2007; Natsui
et al., 2011). All DEM models are significantly simplified,
either by scaling up particles for industrial-scale furnaces, or
scaled-down furnace size for real-size particles. This simpli-
fication lowers the computational load by reducing the num-
ber of particles. The geometry is further reduced in size by
using a slot or thin pie-slice instead of the full cylindrical
blast furnace shape, again reducing the number of particles
in the simulation due to the high demand on computational
resources.
In this work a comprehensive Eulerian approach is selected
to describe the gas–coke particle flow. Aoki et al. (Aoki
et al., 1993) utilized the Eulerian approach to model the for-
mation of raceway, but the authors neglected the effects of
particles on gas phase turbulence in predicting the shape and
size of the raceway zone. Mondal et al. (Mondal et al., 2005)
investigated the impact of coke bed and blast rates on the
raceway shape and size applying Euler-Euler approach to a
simplified two-dimensional BF geometry. More recently Sel-
varasu et al. (Selvarasu et al., 2006, 2007) studied the race-
way formation using geometry and operational parameters
based on a real BF. However, no details on turbulent interac-
tion between the gas and the solid phases can be found in the
articles.
It has been recognized for many years that other blast furnace
operation factors, such as the cohesive zone, arrangement of
tuyeres and burden distribution also play an important role
in the raceway formation and determine its size and shape.
However, the effect of all those practical conditions on the
raceway formation has not been studied very well. In order to
improve our understanding of underlying physical processes,
a three-dimensional Euler-Euler CFD model for simulation
of the raceway formation process was developed. This work
investigated the effect of tuyere geometry, air blast velocity,
and coke particle size on the raceway formation. Possibilities
to use the numerical predictions in real-time applications via
reduced-order modeling approach are also discussed.

MODEL DESCRIPTION

Fig. 3 shows the geometry used in the simulations, which
is based on the geometry of ArcelorMittal Eisenhüttenstadt
BF 5A blast furnace. The computational domain consists of
three tuyeres and includes the coke bed below the cohesive
zone. The approximate shape and location of the cohesive
zone is known from an analysis of vertical probing. The de-
tailed size and shape of the deadman is dependent on the fur-
nace inner profile and the shape and location of the cohesive
zone.

Assumptions

The computational setup is based on the following basic as-
sumptions:

• Coke particles are spheres of same size
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• Particle collisions are considered as binary and inelastic

• Effect of fuel injection is not considered

Governing Equations

In the Eulerian approach, the different phases i are described
mathematically as interpenetrating continua characterized by
their volume fraction αi. The volume fractions are assumed
to be continuous functions of space and time and their sum is
equal to one: ∑i αi = 1. In this work two different phases are
considered. The coke particles are represented by the solid
granular phase and the blast air is referred as the gas phase.
Momentum and continuity equations are obtained for each
phase in terms of its volume fraction.
The continuity equation for phase i is

∂(αi ρi)

∂t
+∇ ·

(
αi ρi ~Ui

)
= 0 . (1)

The momentum balance for phase i yields

∂

(
αi ρi ~Ui

)
∂t

+∇ ·
(

αi ρi ~Ui ~Ui

)
=

−αi ∇pi +∇ · ¯̄τi +αi ρi~g+~Ri j +~Ftd, i , (2)

where ¯̄τi is the stress-strain tensor for phase i

¯̄τi = αi µi

(
∇~Ui +∇~UT

i

)
+αi

(
ξi−

2
3

µi

)
∇ ·~Ui

¯̄I , (3)

with µi and ξi as the shear and bulk viscosities of phase i.
The interphase momentum exchange term ~Ri j describes the
momentum transfer between the solid and the gas phase:

~Rgs = β

(
~Ug−~Us

)
, ~Rsg = β

(
~Us−~Ug

)
. (4)

The interphase momentum exchange coefficient β was cal-
culated according to the Gidaspow model (Gidaspow et al.,

Hot blast

Tuyere
(3×)

A A

A–A

Figure 3: Computational domain for the raceway simulation

1992), which is a combination of the Wen and Yu model
(Wen and Yu, 1966) and the Ergun’s equation (Ergun, 1952).
For αg > 0.8 the fluid–solid exchange coefficient β is based
on the drag force of the fluid acting on a single particle:

β =
3
4

Cd,s

αs αg ρg

∣∣∣~Us−~Ug

∣∣∣
ds

α
−2.65
g (5)

and if αg ≤ 0.8, the exchange coefficient is described by Er-
gun’s equation for dense granular systems as

β = 150
α2

s µg

α2
g d2

s
+1.75

ρg αs

∣∣∣~Us−~Ug

∣∣∣
αg ds

. (6)

The interphase drag coefficient Cd,s in Eqn. (5) is given by

Cd,s =
24
Res

(
1+0.15Re0.687

s

)
, (7)

where the relative Reynolds number is defined as

Res =
ρg ds

∣∣∣~Us−~Ug

∣∣∣
µg

. (8)

The turbulent dispersion force ~Ftd, i in Eqn. (2) arises from
averaging the interphase drag term ~Ri j. For modeling of
the turbulent dispersion force the formulation proposed by
Lopez de Bertodano (de Bertodano, 1991) was used:

~Ftd,g =−~Ftd,s =Ctd ρg kg ∇αs , Ctd = 1 (9)

The bulk viscosity of the gas phase is considered to be zero

ξg = 0 (10)

and the effective dynamic viscosity (shear viscosity) is calcu-
lated from the molecular and turbulent viscosities as follows:

µeff,g = µg +µt,g . (11)

The turbulent viscosity, µt,g, is modeled by modified k-ε clo-
sure equations for turbulence

µt,g = ρg Cµ
k2

g

εg
, (12)

where the turbulent kinetic energy, kg, and turbulent kinetic
energy dissipation rate, εg, are determined from their respec-
tive conservation equations (13) and (14) considering the ef-
fect of solid particles.

∂
(
αg ρg kg

)
∂t

+∇ ·
(

αg ρg ~Ug kg

)
= ∇ ·

(
αg

µt,g

σk
∇kg

)
+

αg Gk,g−αg ρg εg +β
(
ksg−2kg

)︸ ︷︷ ︸
phase interaction

, (13)

∂
(
αg ρg εg

)
∂t

+∇ ·
(

αg ρg ~Ug εg

)
=

∇ ·
(

αg
µt,g

σε

∇εg

)
+αg

εg

kg

(
C1ε Gk,g−C2ε ρg εg

)
+

C3ε

εg

kg
β
(
ksg−2kg

)
︸ ︷︷ ︸

phase interaction

. (14)
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Gk,g in Eqn. (13) is the production of turbulent kinetic energy
in the gas phase. The last term in both the equations repre-
sents the influence of the dispersed phases (solid phase) on
the continuous phase (Elgobashi and Abou, 1983). The con-
stants for the k-ε model are (Launder and Spalding, 1972,
1974; Ferziger and Perić, 2002)

Cµ = 0.09 , C1ε = 1.44 , C2ε = 1.92 , C3ε = 1.2 ,
σk = 1.0 , σε = 1.3 . (15)

The term ksg in Eqn. (13) and (14) is the covariance of the ve-
locities of the continuous phase and the solid phase (Simonin
and Viollet, 1990) and is given by

ksg = 2kg

(
b+ηsg

1+ηsg

)
, (16)

where the term b can be expressed as

b = (1+CV)

(
ρs

ρg
+CV

)−1

(17)

with CV = 0.5 as added-mass coefficient.
The term ηsg can be written as the ratio of the Lagrangian
integral time scale and the characteristic particle relaxation
time scale as

ηsg =
τt, sg

τF, sg
. (18)

The characteristic particle relaxation time scale connected
with inertial effects acting on a dispersed phase is defined
as

τF, sg = αs ρs β
−1
(

ρs

ρg
+CV

)
. (19)

The eddy particle interaction time is mainly affected by the
crossing-trajectory effect (Csanady, 1963) and defined as

τt, sg =
τt, g√(

1+Cβ ξ2
) , (20)

where

ξ =

∣∣∣~Usg

∣∣∣ τt, g

Lt, g
(21)

and
Cβ = 1.8−1.35 cos2

θ . (22)

θ is the angle between the mean particle velocity ~Us and the
mean relative velocity ~Usg.
The time scale of the energetic turbulent eddies appearing in
Eqn. (20) is defined as

τt, g =
3
2

Cµ
kg

εg
(23)

and the length scale of the turbulent eddies appearing in
Eqn. (21) is given by

Lt, g =

√
3
2

Cµ
k3/2

g

εg
. (24)

The solid phase is characterized by the solid pressure, bulk
viscosity and shear viscosity, which are evaluated by apply-
ing kinetic theory to granular flows. All the three quantities,
namely, ps, ξs, and µs, arise from the momentum transport

due to the movement and interaction (translation, collision,
and friction) of coke particles.
The solids pressure represents the particle normal forces (Gi-
daspow, 1994; Gidaspow et al., 1992; Huilin et al., 2003;
Ding and Gidaspow, 1990) and is composed of a kinetic term
and a second term due to particle collisions:

ps = αs ρs Θs +2ρs (1+ ess) α
2
s g0,ss Θs , (25)

where ess is the coefficient of restitution for particle colli-
sions, Θs is the granular temperature, and g0,ss is the radial
distribution function.
The distribution function g0,ss describes the transition from
the “compressible” condition (αs < αs,max), where the spac-
ing between the solid particles can continue to decrease, to
the “incompressible” one, where no further decrease in the
spacing is possible:

g0,ss =
3
5

[
1−
(

αs

αs,max

)1/3
]−1

, (26)

where αs,max is the packing limit for the solid phase.
The granular temperature Θs is proportional to the kinetic
energy of the fluctuating particle motion. The energy trans-
port equation for the solid granular phase in terms of granu-
lar temperature Θs derived from kinetic theory takes the form
(Gidaspow et al., 1992; Ding and Gidaspow, 1990):

3
2

∂(ρs αs Θs)

∂t
+

3
2

∇ ·
(

ρs αs ~UsΘs

)
= ¯̄τs : ∇~Us +

∇ · (kΘs ∇Θs)− γΘs −3βΘs , (27)

where the first term on the right-hand side represents the gen-
eration of energy by the solid stress tensor, the second term
represents the diffusion of energy, the third term represents
the collisional dissipation of energy and the last term repre-
sents the exchange of kinetic energy from the solid phase to
the gas phase.
The diffusion coefficient kΘs and collisional dissipation of
granular energy γΘs in Eqn. (27) can be expressed (Gidaspow
et al., 1992; Huilin et al., 2003; Ding and Gidaspow, 1990)
as

kΘs =
150ρs ds

√
Θs π

384 (1+ ess) g0,ss

[
1+

6
5

g0,ss αs (1+ ess)

]2

+

2α
2
s ρs ds g0,ss (1+ ess)

(
Θs

π

)1/2

, (28)

γΘs = 3
(
1− e2

ss
)

g0,ss ρs α
2
s Θs×[

4
ds

(
Θs

π

)1/2

−∇ ·~Us

]
. (29)

The shear viscosity and bulk viscosity appearing in Eqn. (3)
for the solid granular phase can be written (Gidaspow, 1994;
Gidaspow et al., 1992; Huilin et al., 2003; Ding and Gi-
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daspow, 1990; Schaffer, 1987; Lun et al., 1984) as

µs =
4
5

α
2
s ρs ds g0,ss (1+ ess)

(
Θs

π

)1/2

︸ ︷︷ ︸
collisional part

+

10ρs ds
√

Θs π

96 (1+ ess) g0,ss

[
1+

4
5

g0,ss αs (1+ ess)

]2

︸ ︷︷ ︸
kinetic part

+

ps sinφs

2
√

I2D︸ ︷︷ ︸
frictional part

, (30)

ξs =
4
3

α
2
s ρs ds g0,ss (1+ ess)

(
Θs

π

)1/2

, (31)

where φs is the angle of internal friction for the solid phase,
ps is the solid pressure, and I2D is the second invariant of the
deviatoric stress tensor.

CFD SETUP AND VALIDATION

The conservation equations for the gas and the solid phase
were solved using an implicit Finite Volume Method (FVM).
A coupling between the pressure and velocity was accom-
plished using the Phase Coupled SIMPLE (PC-SIMPLE) al-
gorithm for the pressure–velocity coupling. The velocities
are solved coupled by phases, but in a segregated fashion.
Pressure and velocities are then corrected by solving a pres-
sure correction equation to satisfy the continuity constraint.
The space derivatives of the diffusion terms were discretized
by a central differencing scheme, while the advection terms
were discretized by a power law scheme.
The computational domain consists of approximately 106

control volumes after a grid sensitivity study. At the hot blast
inlet, the air velocity was considered to be uniform and the
volume fraction of gas was unity (αg, in = 1). The pressure
was definded at the outlet and the axial gradients of all other
variables were set to zero. In order to specify the pressure
at the outlet of the computational domain, the effect of as-
sumed burden distribution was modeled separately using the
full BF inner profile and considering the pressure drop due to
the cohesive zone measured by a vertical probing. Turbulent
quantities k and ε in the near-wall cells were prescribed from
a logarithmic wall function. Symmetric boundary conditions
(normal gradient is zero) were applied at the side walls. A
no-slip condition was set at the wall for the gas phase cal-
culations. The solid normal velocity was also set to zero at
the wall. The burden properties used in the calculations are
summarized in Table 1.
The validity of the computational model is examined using
the data reported by Nomura for Newcasle No. 1 BF in Aus-
tralia (Nomura, 1986). The conditions used for the valida-
tion are listed in Table 2. Fig. 4 shows the comparison in the
raceway depth Lrw between CFD simulation results and the
experimental results. It can be seen that the CFD model is
in reasonable agreement with experimental work and is also
able to predict actual physical trends accurately and within
acceptable limits.

SIMULATION CONDITIONS

The various conditions for the parametric studies are shown
in Table 3. These parameters are collected from an actual
operation case.

Table 1: Granulometric and mechanic properties of the granular
phase (Adema, 2014; Natsui et al., 2011; Yuu et al., 2010)

Parameter Coke Ore
Particle size 38mm 38mm
Particle density 1100kgm−3 4000kgm−3

Volumetric fraction in
the burden above cohe-
sive zone

0.4 0.6

Volumetric fraction in
the burden below cohe-
sive zione

1.0 0.0

Shear modulus 107 Pa 107 Pa
Coefficient of restitu-
tion

0.8 0.8

Angle of internal fric-
tion

45° 45°

Packing limit αs,max 0.63 0.63

Table 2: Validation conditions

Tuyere diameter 152mm
Coke particle size 41–49mm
Blast velocity 90–120ms−1

Blast temperature 973K

RESULTS

Figs. 5 and 6 show the distribution of the volume fraction
of the solid phase αs in the region near tuyeres. A macro-
scopically stable raceway is formed in front of the tuyere un-
der the combined effect of the gas flow and the motion of
the solid particles. The boundary of the raceway zone sep-
arating it from the coke bed is characterized by the lines of
constant volume fraction which is equal to the initial vol-
ume fraction of solid, αs. The raceway is characterized by a
central high void region and circulating particle region near
the raceway boundary. Although the boundary may show
some fluctuation, the overall raceway size remains almost
unchanged. The blast air incurs a relatively large momen-
tum exchange with the solid phase in the radial direction and
results in convecting the solid particles radially towards the
furnace axis. Through the momentum exchange the air flow
loses its kinetic energy and is predominantly moving upward
as expected (see Fig. 7).
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1.00

1.05

90 100 110 120

L
rw
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Figure 4: Comparison in the raceway depth Lrw between CFD sim-
ulation results and experimental data reported by Nomura
(Nomura, 1986)
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Table 3: Operating conditions

Tuyere diameter 123mm
Tuyere angle 4°
Coke particle size 25–38mm
Blast velocity 140–300ms−1

Blast temperature 1413K

The velocity distribution inside the raceway is an important
factor that decides the conversion behavior of the coke and
injected fuels. Fig. 8 shows the streamlines of the gas phase
inside the raceway and in the surrounding coke bed. At the
top and bottom of the raceway near the wall of the furnace
stagnation zones can be observed. Their existence can also
be verified by some particle-resolved simulations (Hilton and
Cleary, 2012). In the middle of the raceway a recirculation

Figure 5: Spatial distribution of the granular phase volume fraction
αs for the inlet velocity ~Ug, in = 230ms−1 and the coke
particle size ds = 0.038m (axial cross-section)

Figure 6: Spatial distribution of the granular phase volume fraction
αs for the inlet velocity ~Ug, in = 230ms−1 and the coke
particle size ds = 0.038m (tuyere level)

area is formed. This area defines the extent of the raceway
and influences the residence time of the injected fuel parti-
cles.
The effect of the blast velocity is shown in Fig. 9, 10, and 11.
The raceway size increases as the tuyere velocity rises. An
increase in the gas velocity increases the momentum of the
gas phase, which in turn causes a larger momentum exchange
with the solid particles, moving them further away from the
tuyere towards the center of the furnace. The raceway is
larger for a higher tuyere velocity. It is also observed that
the interaction between the different raceways increases with
the increased tuyere velocity.
The effect of coke particle size is shown in Fig. 12. The re-
sults show that the raceway size increases as the coke size
decreases, because smaller particles have larger specific sur-
face area and gains stronger drag force from the gas flow with
respect to their weight. This is in agreement with various
experimental observations and correlations (Rajneesh et al.,
2004; Gupta, 2005; Gupta and Rudolph, 2006), where it is
observed that the raceway shape is inversely proportional

Figure 7: Streamlines of the gas phase colored by the gas velocity
~Ug (ms−1) and iso-surfaces of the granular phase volume
fraction αs (filled) for the inlet velocity ~Ug, in = 230ms−1

and the coke particle size ds = 0.038m

Figure 8: Streamlines of the gas phase colored by the gas velocity
~Ug (ms−1) for the inlet velocity ~Ug, in = 230ms−1 and
the coke particle size ds = 0.038m (axial cross-section)
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to the coke particle diameter. Numerous numerical studies
(Nogami et al., 2004; Gupta and Rudolph, 2006; Selvarasu
et al., 2006; Rangarajan et al., 2014) also confirm this obser-
vation.
Furthermore, an inspection of the coke velocities shown in
Fig. 13 suggests that the formation of the raceway does not
change the bed structure very much, i. e., the raceway is
quite localized; particles in the bed can adjust themselves
in response to the disturbance. Such a phenomenon has also
been observed experimentally and was confirmed by numer-
ical calculations using the DEM approach (Xu et al., 2000;
Goto et al., 2002; Xu, 2003; Feng et al., 2003; Nogami et al.,
2004; Yuu et al., 2005; Umekage et al., 2007; Zhu et al.,
2011; Hilton and Cleary, 2012; Adema, 2014).
Numerical models for raceway formation are complex and
computationally demanding. Although, they capture vari-
ous aspects of process behavior in a multidimensional frame-

Figure 9: Spatial distribution of the granular phase volume fraction
αs for the inlet velocity ~Ug, in = 180ms−1 and the coke
particle size ds = 0.038m (tuyere level)

Figure 10: Spatial distribution of the granular phase volume frac-
tion αs for the inlet velocity ~Ug, in = 300ms−1 and the
coke particle size ds = 0.038m (tuyere level)

Figure 11: Shape and size of raceway zone for the coke particle
size ds = 0.038m and different inlet velocities ~Ug, in (ax-
ial cross-section)

Figure 12: Shape and size of raceway zone for the inlet velocity
~Ug, in = 230ms−1 and different coke particle size ds (ax-
ial cross-section)
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work, the approach is not suitable for real-time application
due to its long computational time. In order to make pro-
cess models amenable for real-time application, it becomes
imperative to minimize the computational time significantly
such that the real-time predictions can be made in synchro-
nization with the plant operational data. For such applica-
tions, reduced-order models of the blast furnace processes
need to be implemented in a real-time mode, which can be
synchronized with the distributed control system (DCS) for
an operating blast furnace. As discussed above, the reduced-
order models for predicting raceway size and shape are pri-
marily based on force and momentum balance and incorpo-
rate semi-empirical formalism to capture the process behav-
ior without sacrificing the important phenomenology.

In this work the approach by Nomura (Nomura, 1986) was
used. The predefined geometry of the raceway is described
by using its depth, Drw, width, Wrw, and height, Hrw, which
are determined from a force balance formulated for two dif-
ferent points on the surface of the raceway boundary. The
resulting correlation for the depth, width, and height of the

Figure 13: Spatial distribution of the granular phase velocity ~Us for
the inlet velocity ~Ug, in = 300ms−1 and the coke particle
size ds = 0.038m (tuyere level)
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Figure 14: Dimensions of the raceway zone as a function of the gas
inlet velocity for ds = 0.038m

Table 4: Model parameters for semi-empirical relations

C1 C2 C3 C4 C5 C6
1.8 0.275 0.45 1.34 1.4 2.18

raceway are

Drw

Dtuyere
=C1

[
ρg,0

(
V̇g,0

Stuyere

)2 p0

p
Tg

T0

1
~gds ρs

]C2

, (32)

Wrw

Dtuyere
=C3

(
Drw

Dtuyere

)C4

, (33)(
4H2

rw +D2
rw
)

Wrw

Hrw D2
tuyere

=C5

(
Drw

Dtuyere

)C6

. (34)

In the work of Nomura (Nomura, 1986) the model parame-
ters C1, C2, . . . , C6 are determined by using a comprehen-
sive set of experimental data including data from other re-
searchers as well as own data for different industrial-scale
BFs. In order to achieve better approximation for the BF
geometry under consideration the model parameters can be
redefined using numerical data discussed above.
Figs. 14 and 15 show the resulting raceway dimensions as
functions of the operational parameters for the newly de-
fined set of model parameters. The new model parameters
are summarized in Table 4.

CONCLUSION

The shape and size of the raceway zone of an industrial-
scale blast furnace have been numerically predicted in the
Eulerian-Eulerian frame of reference for different blast ve-
locities and coke particle sizes. The major observations are:

• An increase in the blast velocity increases the size of
the raceway zone and the interaction with the neighbor
ones.

• Increasing the size of the coke particles leads to de-
creasing of the raceway zone mainly due to the different
mass-to-surface ratio of the coke particles.

• The real-time prediction of the shape and size of the
raceway zone can be implemented using semi-empirical
models based on force balance.
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Figure 15: Dimensions of the raceway zone as a function of the
coke particle size for ~Ug, in = 230ms−1
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FERZIGER, J. and PERIć, M. (2002). Computational
Methods for Fluid Dynamics. 3rd ed. Springer, Berlin.

FLINT, P.J. and BURGESS, J.M. (1992). “A fundamen-
tal study of raceway size in two dimensions”. Metallurgical
transacions B, 23B, 267–283.

GEERDES, M., CHAIGNEAU, R., KURUNOV, I., LIN-
GIARDI, O. and RICKETTS, J. (eds.) (2015). Modern Blast
Furnace Ironmaking: An Introduction. 3rd ed. IOS Press,
Netherlands.

GIDASPOW, D. (1994). Multiphase Flow and Fluidiza-
tion: Continuum and Kinetic Theory Descriptions. Aca-
demic Press, Boston.

GIDASPOW, D., BEZBURUAH, R. and DING, J. (1992).
“Hydrodynamics of circulating fluidized beds: Kinetic the-
ory approach”. Proceedings of the 7th Engineering Founda-
tion Conference on Fluidization, 75–82. Brisbane, Australia.

GOTO, K., MURAI, R., MURAO, A., SATO, M.,
ASANUMA, M. and ARIYAMA, T. (2002). “Massive com-
bustion technology of solid fuel injected into blast furnace”.
International Blast Furnace Lower Zone Symposium, 1. Aus-
tralasian Institute of Mining and Metallurgy (AusIMM),
Wollongong, Australia.

GUPTA, G.S. (2005). “Prediction of cavity size in the
packed bed systems using new correlations and mathemat-
ical model”. International Application Published under the
Patent Cooperation Treaty (PCT). International Publication
Number: WO 2005/010218 A1.

GUPTA, G.S. and RUDOLPH, V. (2006). “Comparison of
blast furnace raceway size with theory”. ISIJ International,
46(2), 196–201.

HELLBERG, P., JONSSON, T.L.I., JöNSSON, P.G. and
SHENG, D.Y. (2005). “A model of gas injection into a blast
furnace tuyere”. Fourth International Conference on CFD

in the Oil and Gas, Metallurgical & Process Industries, 1–5.
SINTEF/NTNU.

HILTON, J.E. and CLEARY, P.W. (2012). “Raceway for-
mation in laterally gas-driven particle beds”. Chemical En-
gineering Science, 80, 306–316.

HUILIN, L., GIDASPOW, D., BOUILLARD, J. and
WENTIE, L. (2003). “Hydrodynamic simulation of gas–
solid flow in a riser using kinetic theory of granular flow”.
Chemical Engineering Journal, 95, 1–13.

LAUNDER, B.E. and SPALDING, D.B. (1972). Lectures
in Mathematical Models of Turbulence. Academic Press,
London, England.

LAUNDER, B.E. and SPALDING, D.B. (1974). “The nu-
merical computation of turbulent flows”. Computer Methods
in Applied Mechanics and Engineering, 3(2), 269–289.

LUN, C.K.K., SAVAGE, S.B., JEFFREY, D.J. and CHEP-
URNIY, N. (1984). “Kinetic theory for granular flow, inelas-
tic particles in Couette flow and slightly inelastic particles
in a general flow field”. Journal of Fluid Mechanics, 140,
223–56.

MONDAL, S.S., SOM, S.K. and DASH, S.K. (2005).
“Numerical predictions on the influences of the air blast ve-
locity, initial bed porosity and bed height on the shape and
size of raceway zone in a blast furnace”. Journal of Physics
D: Applied Physics, 38, 1301–1307.

NATSUI, S., NOGAMI, H., UEDA, S., KANO, J., IN-
OUE, R. and ARIYAMA, T. (2011). “Simultaneous three-
dimensional analysis of gas–solid flow in blast furnace by
combining discrete element method and computational fluid
dynamics”. ISIJ International, 51(1), 41–50.

NOGAMI, H., YAMAOKA, H. and TAKATANI, K.
(2004). “Raceway design for the innovative blast furnace”.
ISIJ International, 44, 2150–2158.

NOMURA, S. (1986). “A simple treatment on the geom-
etry of raceway zone”. Transactions ISIJ, 26, 107–113.

OHNO, Y., FURUKAWA, T. and MATSU-URA, M.
(1994). “Combustion behavior of pulverized coal in a race-
way cavity of blast furnace and its application to a large
amount injection”. ISIJ International, 34(8), 641–648.

RAJNEESH, S., SARKAR, S. and GUPTA, G.S. (2004).
“Prediction of raceway size in blast furnace from two dimen-
sional experimental correlations”. ISIJ International, 44(8),
1298–1307.

RANGARAJAN, D., SHIOZAWA, T., SHEN, Y., CUR-
TIS, J.S. and YU, A. (2014). “Influence of operating param-
eters on raceway properties in a model blast furnace using a
two-fluid model”. Industrial & Engineering Chemistry Re-
search, 53, 4983–4990.

SCHAFFER, D.G. (1987). “Instability in the evolution
equations describing incompressible granular flow”. Journal
of Differential Equations, 66(19–50).

SELVARASU, N., GU, M., ZHOU, C. and ZHAO, Y.
(2007). “Computer modeling of blast furnace raceway for-
mation kinetics”. Proceedings of the Iron and Steel Tech-
nology Conference, vol. 1, 425–433. Association for Iron &
Steel Technology AISTech.

SELVARASU, N.K., HUANG, D., CHEN, Z., GU, M.,
ZHAO, Y., CHAUBAL, P. and ZHOU, C.Q. (2006). “Pre-
diction of raceway in a blast furnace”. Proceedings of
IMECE2006, 297–303. ASME, ASME. 2006 ASME Inter-
national Mechanical Engineerung Congress and Exposition.

SIMONIN, C. and VIOLLET, P.L. (1990). “Predictions of
an oxygen droplet pulverization in a compressible subsonic
co-flowing hydrogen flow”. Numerical Methods for Multi-
phase Flows, FED’91, 65–82.

539



D. Safronov, A. Richter, B. Meyer

SINGH, V., GUPTA, G.S. and RAJNEESH, S. (2006).
“Modelling of void initiation and breaking phenomena in a
packed bed”. Ironmaking and Steelmaking, 33(2), 101–110.

SZEKELY, J. and POVEROMO, J.J. (1975). “A mathe-
matical and physical representation of the raceway region in
the iron blast furnace”. Metallurgical Transactions B, 6B,
119–130.

UMEKAGE, T., KADOWAKI, M. and YUU, S. (2007).
“Numerical simulation of effect of tuyere angle and wall
scaffolding on unsteady gas and particle flows including
raceway in blast furnace”. ISIJ International, 47(5), 659–
668.

VDE (1976). “Automatisierung des Hochofenverfahrens,
Teil 2: Modelluntersuchungen über die Ausbildung der
Zirkulationszone vor den Blasformen von Hochöfen”. Tech.
rep., Kommission der Europäischen Gemeinschaften, Düs-
seldorf.

WEN, C.Y. and YU, Y.H. (1966). “Mechanics of fluidiza-
tion”. Chemical Engineering Progress Symposium Series,
vol. 62, 100–111.

XU, B.H. (2003). “Modelling of the gas fluidization of
a mixture of cohesive and cohesionless particles by a com-
bined continuum and discrete model”. KONA Powder and
Particle Journal, 21, 100–108.

XU, B.H., YU, A.B., CHEW, S.J. and ZULLI, P. (2000).
“Numerical simulation of the gas–solid flow in a bed with
lateral gas blasting”. Powder Technology, 109, 13–26.

YUU, S., UMEKAGE, T. and MIYAHARA, T. (2005).
“Prediction of stable and unstable flows in blast furnace race-
way using numerical simulation methods for gas and parti-
cles”. ISIJ International, 45(10), 1406–1415.

YUU, S., UMEKAGE, T., MATSUZAKI, S., KAD-
OWAKI, M. and KUNITOMO, K. (2010). “Large scale sim-
ulation of coke and iron ore particle motions and air flow in
actual blast furnace”. ISIJ International, 50(7), 962–971.

ZHU, H.P., ZHOU, Z.Y., HOU, Q.F. and YU, A.B. (2011).
“Linking discrete particle simulation to continuum process
modelling for granular matter: Theory and application”. Par-
ticuology, 9, 342–357.

540



 
 

MODELLING AND MEASUREMENTS IN THE ALUMINIUM INDUSTRY 
- 

WHERE ARE THE OBSTACLES? 
 

Eirik MANGER1 

1 Hydro Aluminium, PMT, Hydrovegen 67, Porsgrunn, NORWAY 
 

* E-mail: eirik.manger@hydro.com 
 
 
 
 
 

 

ABSTRACT 
In this paper the necessity of obtaining experimental data with 
good enough quality for model verification is addressed. 
Relevant examples from the aluminium industry are shown to 
illustrate some cases where measurements and model results 
work hand in hand on identifying bottlenecks and improving 
the situation. Moreover, measurements and their interpretation 
are briefly touched upon, trying to enlighten a few of the 
challenges on data collection in industrial environments and 
comparison with models. 
 
Realising that measurements only uncovers parts of the real 
picture, an approach to estimate data interpretation errors is 
briefly outlined. A good model can and should rule out 
erroneous measurements – with the right use it can even give 
some guidelines on where to get good measurements. 
 

Keywords: Measurements, CFD, Aluminium, Ducting. 
 

NOMENCLATURE 
Greek Symbols 
  Mass density, [kg/m3]. 
 
Latin Symbols 
C Constant, [-]. 
p Pressure, [Pa]. 
u Velocity, [m/s]. 
 
 

INTRODUCTION 
The development in computer hardware combined with 
more sophisticated modelling tools have during the last 
decades opened up a wealth of new possibilities to 
understand and explain physical phenomena in complex 
systems. This is indeed true also for the aluminium 
industry, where the processes range from “simple” gas 
flow all the way to multiphase flow and phase changes 
coupled with electromagnetic forces. 
 
 
 

Models are however still only approximations of the real 
processes, and comparison with measurements is crucial 
and necessary. A previous presentation Manger (2014) 
showed the importance of correct problem descriptions. 
Along the same line, and equally important, are the 
access to and the quality of experimental data. 
 
In this paper modelling combined with measurements 
are used to identify bottlenecks and other challenges in 
gas flow duct systems. Two different case studies will be 
used as examples, focusing on the area between matches 
and differences. 
 

CASE STUDY I 
The first case study is concentrated around a suction 
system for a quite old pot line, built in the mid 80’s. 
Significant pressure drop increase in the ducting system 
during the last years has reduced the net pot suction 
rates and led to an unacceptable situation in terms of 
plant emissions. Measurements pointed towards deposits 
in the system, but there were questions on where and 
how much. 
 

Original ducting system 
Before moving on to the problem analysis, a brief 
overview of gas suction systems and their designs in 
aluminium plants is given. 

Design 
Gas suction systems for aluminium plants start at the 
individual pot by collecting fume gases from underneath 
the hooding. This is done via a gas channel with 
distributed openings along the pot’s length, usually 
located behind the anode beams at the top of the 
superstructure – see Figure 1. To avoid emissions from 
the pot, the suction rates must be high enough to keep 
the fume gases inside the pot hooding. Necessary rates 
will depend on i.a. hooding efficiency, size and 
temperature, typically varying from 4500 to 6500 
Nm3/h/pot. Insufficient suction rates on the pots will 
cause undesirable emissions to the pot room and to the 
environment. 
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Figure 1: Gas channels at the top of the super structure. 

 
Designing pot gas channels is a relatively straight-
forward task, with a few guidelines: 
 

- Pressure drop should be quite low 
- Deposits in the channel should be avoided 
- The suction should be even along the entire pot 
- The construction must be simple and robust 

 
Avoiding deposits in the pot gas channels can be (and 
often is) a challenge, particularly at the opposite end of 
the outlet where the channel dimensions lead to low 
velocities. This again changes the properties of the 
system and has undesirable effects. 
 
The suction rate from each individual pot is controlled 
by dampers. The fume gas is led into one of several 
larger branches transporting the gas towards the Fume 
Treatment Plant, shortened FTP. Number of pots per 
branch varies, typically from 16 to 32, but there are 
systems with as many as 60 pots on one single line. 
Figure 2 shows the particular gas systems of interest, 
including which pot numbers that are connected to the 
different sections. The system might not look impressive 
at first glimpse, but the reader should note that the total 
length of the channels is 500 metres, with channel cross 
sections varying from 2.5 m2 to approximately 8 m2. The 
main inlets to the FTP have a cross section of nearly 30 
m2. 
 
 
 

 
Figure 2: Gas ducting system. 

 
 

Modelling 
To get an impression of the ducting system performance, 
several CFD models were established. 
 
First the sizes of the opening slots in the pot gas channel 
were investigated. A simple model based the existing 
layout was established having ~24K hexahedral cells. 
Constant density for air at 120°C was assumed, and the 
Relizable k- model handled turbulence. The flow 
distribution could then be determined by using a 
pressure inlet with a fixed outlet flux. Slot sizes decrease 
towards the outlet to compensate for the increased 
suction pressure (lower static pressure), mainly caused 
by increased gas velocity towards this side. The 
geometric model is shown in Figure 3, whereas the 
predicted static pressure just outside and inside the pot 
gas channel is shown in Figure 4. 
 

 
Figure 3: Geometric model, pot gas channel. 

 

 
Figure 4: Static pressure outside and inside the pot gas 

channel. 

 
Analysing the flux through each of the slots revealed 
that the openings towards the outlet actually were too 
small, as can be seen in Figure 5. By adjusting the size 
of these, a more even suction from the pot could be 
achieved. In addition, the net pressure drop through this 
part of the system was reduced with nearly 25%. 
 
The CFD model for the entire duct system became a bit 
more complicated. A mesh with approximately 3.8M 
polyhedral cells was constructed. Similar models and 
boundary conditions as for the hooding simulations were 
used, except that the inlet pressure from each pot had to 
be handled separately. 
 

14-26 

40-53 27-39 

Direction East To FTP 
East Branch 

Western Branch 
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Figure 5: Original and new suction distribution. 

 
Adding the measured pressure drop through the 
interface towards the ducting branches (will be touched 
upon later) gave a reasonable estimate for the total inlet 
pressure drop into the channel. This pressure drop is 
modelled as a turbulent dynamic resistance on the form 
 

2

2
1 uCp   (1) 

 
The calculated pot suction rates for the unbalanced 
system are depicted in Figure 6. The results show, as 
expected, that the pots closest to the FTP intake have 
significantly higher suction rates compared against the 
end pots. Furthermore, the branch east of the FTP inlet 
generally have more suction compared to the western 
branch. This is also as expected, since there are a 
number of restrictions along the western flow path. 
 

 
Figure 6: Calculated flow rates for an unbalanced system. 

 
Before moving on to investigate if, and if so where, 
there are deposits in the system, the flow must be 
balanced theoretically. In real life this is done by 
measurements, so there might be some deviations to the 
actual damper settings, but this represents the closest 
match achievable between modelling and measurements. 
 
The estimated resistance coefficients for balancing the 
system are shown in Figure 7. From correlations it can 
be shown that a resistance factor of around 4 represents 
blocking approximately half the available flow area. 
After balancing the systems, the average flow rate is 
predicted to some 6000 Nm3/h/pot at 130°C and a 
suction pressure around 1500 Pa at the FTP inlets. 

 
Figure 7: Estimated resistance coefficients for balancing the 

suction system. 

 

Deposit analysis 
With a balanced system in place, the search for 
obstacles and deposits could commence. Measured static 
pressures are shown in Figure 8. These correspond to 
effective suction pressures on the pots and were 
obtained by M. Karlsen (2016). Pots 1 to 13 in the series 
are connected to another FTP and not subject to analysis 
here, so focus should be on the pots in the range from 14 
to 55. A first inspection shows that there is a big jump in 
suction pressure between the pots 40 and 41. 
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Figure 8: Measured suction pressure in the system. 

 
Putting the simulation results on top of this shows that 
there is also a predicted jump in the pressure profile not 
seen in the measurements. In addition to the rather 
obvious restriction between pots 41 and 42, this 
indicates that something might be blocking the path 
from the eastern branch as well. 
 

 
Figure 9: Comparison between simulated and measured 

pressure profile. 
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To investigate the effect of deposits and put numbers on 
the amount of material, the geometry was altered by 
blocking part of the lowest section in the channel dip, as 
can be seen in Figure 10. By trial error the deposit 
height in the channel dip was predicted to around one 
meter, leaving an open space only around 60 cm high 
from the originally 165 cm. Again, the pictures might 
not justify the dimensions – with one meter deposits as 
shown here, the blocked volume is some 12-13 m3. 
 

 

 
Figure 10: Top; the original channel dip layout.             

Bottom; channel dip partially filled with deposits. 

 
The yellow line in Figure 11 shows the revised pressure 
profile with deposits in the channel dip. The match 
between measurements and simulations is now quite 
good for the eastern part of the system. By adding a 
restriction between the FTP inlets and the western 
branch, an even better agreement can be achieved, as 
shown with the green line. The amount of deposits and 
exact location for this have however not been followed 
further in the simulations. 
 

 
Figure 11: Estimated resistance coefficients for balancing the 

suction system. 

 

Optimising the pot gas channel 
In a situation where every extra Pascal of suction 
pressure matters in trying to improve the emissions, 
especially for the end pots, also the construction of the 
pot channel interface towards the gas channel branch has 
been addressed. The original design had several 
obstructions and small openings, which can be seen in 
Figure 12. Streamlining, removing obstacles, and 
increasing the smallest openings with minor 
adjustments, as showed in Figure 13, reduce the pressure 
drop with approximately 25%, which also will 
contribute to larger net suction rates for the pots. 
 

 
Figure 12: Original pot channel outlet. 

 

 
Figure 13: Optimised pot channel outlet. 

 

Current status 
Comparing measurements and calculations strongly 
indicated that deposits reduced the pot suction rates 
significantly upstream the channel dip in the western 
branch. Opening some small hatches confirmed these 
conclusions, and actions could be planned. 

Deposit removal 
With evidence on significant amounts of deposits in the 
channel dip, it was decided to send in personnel to 
inspect the situation. Large amounts of rock solid 
material were found at the bottom, and the smallest 
opening height was measured to around 60 cm – in very 
good agreement with the simulations. It was further 
decided to try to remove some of the deposits. 
 
Before starting the work, however, a there was a 
question asking how much of the material that should be 
removed to see an impact on the end pots. Thus, a series 
of simulations were run looking at the dependence 
between end pot suction rate and deposit height. Results 
from the simulations, plotted in Figure 14, show that 
there seems to be a minimum threshold value around 
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one meter. For opening heights larger than this, the net 
gain of removing deposits is relatively low per unit, 
whereas below this value the suction pressure on the end 
pots decrease rapidly. 
 

 
Figure 14: Effect of smallest opening height on end pot 

suction rate. 

 
Personnel has done a magnificent job in digging and 
removing deposited material from the channel dip. 
Currently the smallest opening height has been increased 
to almost one meter, as recommended from the 
calculations. The duct system has responded well, again 
in quite good agreement with the model, and the suction 
pressure on the end pots is now close to 800 Pa. 

Superstructure modifications 
The proposed changes on the pot gas channel interface 
has also been accepted by the plant management. The 
changes are implemented when the pots are relined, and 
will slowly contribute to an even better emission picture. 

Final comments 
This work has shown how measurements combined with 
CFD models can be used to analyse and identify 
obstacles in a gas ducting system. The essence, perhaps 
not stated very directly, is that even quite simple models 
(no boundary layers, k- based turbulence model etc.) 
perform well enough when uncertainties on e.g. 
geometry, deposits and measurements are added to the 
picture. There is no point in striving for the last 1% 
accuracy in simulation models when other deviations 
easily can be a factor 10-20 above this. For us this is 
pragmatic modelling. 

CASE STUDY II 
The second case study is also concentrated around a 
suction system for a rather old pot line. Increasing the 
line current has altered the performance, and larger 
suction rates were needed to avoid substantial emissions. 
 
Rather than looking at the entire system, the focus will 
be towards the suction rates from single pots. When 
analysing the system, there were large discrepancies 
between pitot tube measurements and the simulation 
results. To explain these differences a deep dive into 
measurement interpretation was needed, forming a basis 
of what could be referred to as model assisted 
measurements. 

Superstructure gas channel 
To get an understanding of the pots’ suction rates, the 
superstructure gas channels were simulated. Again a 
very simple model with some 54K polyhedral cells, 
constant density, Relizable k-, in combination with 
pressure inlet and fixed mass outflow, but it should still 
be able to capture the main features of the design. The 
geometric layout is shown in Figure 15, whereas the 
predicted velocities are plotted below in Figure 16. The 
velocities at the inlets are quite low, and the channel 
outlet velocity is around 16 m/s. 
 

 
Figure 15: Gas channel design in the superstructure. 

 

 
Figure 16: Predicted velocities in the superstructure gas 

channel. 

 
In general, the pressure drop through the superstructure 
gas channel will depend on the flow rate as well the 
density – or implicitly, on temperature. Figure 17 shows 
the relationship between pressure drop and flow rate, 
given in units of Nm3/h (which actually is equivalent to 
a mass flow rate), for three different temperatures. 
 
In addition, the pressure drop is given for two different 
states of the gas channel. The inlets from each hooding 
contain dampers to control and balance the flow. When 
fully open, the gas suction is not even along the pots. 
When balancing the flow, the pressure drop is increased 
with some 30%. 
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Figure 17: Gas channel design in the superstructure. 

 
Ideally, calculated flow rates should of course match the 
measurements. However, when comparing these, there 
were large deviations, as can be seen in Figure 18. Here 
only the pressure drop curves for 140°C have been 
shown for simplicity. The estimated flow rates, from 
seven profile points across the pipe using a pitot tube, 
seem to indicate pressure drops of the order 800 Pa for 
flow rates around 6000 Nm3/h. The calculations predict 
1100-1200 Pa at the same rates – or even higher if the 
superstructure gas channel was balanced. 
 

 
Figure 18: Comparing measurements with simulation results. 

 

Measurement interpretation 
In search for explanations there were no reasons to 
disbelieve in the measurements – these were of excellent 
quality, with low variation and good repeatability. At the 
same time, adjusting and refining the CFD model had 
little impact on the calculated pressure drop. 
 
After some discussions back and forth, the measurement 
interpretation came up as a point that might be 
questioned. Due to the channel outlet design, which has 
an expander from Ø200 to Ø460, and the location of the 
measurement point just downstream of this (access 
restrictions), the measured velocities showed a clear 
parabolic profile in the pipe, see Figure 19. Since the 
flow is highly turbulent, such a profile is not exactly 
expected, also indicating that the flow is not fully 
developed. In addition, for a circular pipe as measured 
here, the cross-sectional area covered by each point 
increases radially. Thus, utilizing our standard way of 
measurement interpretation, i.e. simple averaging, might 
not be good enough in this case. 
 
 

The reader should note that the number of points in the 
velocity profile plot differs from the actual number of 
measurements points. Using an interpretation template, 
the user should specify both wall distance from first/last 
point, as well as the distances between the points. The 
values at the wall, constituting the first and the last 
points in the velocity profile, can either be set to zero or 
be found from extrapolation – representing a best 
possible reconstruction of the velocity profile. 
 
 

  
Figure 19: Measured velocity profile and corresponding 

measurement points. 

 
To overcome the hurdles on measurements/model 
discrepancy, a revised method on measurement 
interpretation was outlined and used. The method will 
be discussed briefly in the next section, but for now 
concentrate on the numbers found. The new 
interpretation puts the pressure drops as function of flow 
rates right on top of the model predictions, see Figure 
20, and it was concluded that this was the main cause for 
the deviations. 
 

 
Figure 20: Changing the measurement interpretation. 

 

Model assisted measurements 
It is no understatement to claim that out in the field, 
measurements must often be performed based on 
availability, which not necessarily corresponds to the 
optimal location. Based on the findings in this last 
project, there is now a recommendation on always 
combining measurements and models with the aim to 
say something about the conditions at the measurement 
location. 
 
To give an example of how interpretation can influence 
the flow predictions from measurements, two rather 
simple geometries are considered – a straight pipe and 
an expander, the last one being showed in Figure 21. 
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Figure 21: The expander, to be measured virtually. 

 
The flow is simulated using a fixed velocity inlet, and 
monitoring points are added at two downstream 
locations to measure velocities virtually. These are then 
again used to calculate the flow rates (or rather the mean 
velocity). Three different approaches for calculating the 
mean velocity are considered: 
 

- Simple arithmetic averaging 
- Area weighted averaging 
- Linear reconstruction of the velocity profile 

 
The results from the virtual measurements are given in 
Table 1, whereas the calculated mean velocities and the 
deviations when using the different methods are shown 
in Table 2. Note that the real average velocity should be 
around 8.9 m/s. 
 
As can be seen from the tables, there are only small 
discrepancies for the straight pipe section, independent 
of which calculation method used. For the expander, the 
story is however quite different. Close to the expander 
(at X=1.3), the mean velocity based on arithmetic 
averaging is overestimated with 50%. Using area based 
averages improves the figure somewhat, but there is still 
a deviation of almost 35%. The calculation based on 
linear reconstruction of the velocity profile is however 
superior to the others, with only 10% deviation even at 
this position (which is quite close to the expansion and 
far from optimal). Further downstream the expansion the 
deviations decrease. 
 

Table 1: Virtual measurements in a pipe and an expansion. 

Point No. X = 1.3 X = 2.0 X = 1.3 X = 2.0

1 8.96 9.13 8.7 8.8
2 8.97 9.23 14.5 9.7
3 8.97 9.23 15.3 10.3
4 8.97 9.23 15.3 12.5
5 8.97 9.23 15.3 10.3
6 8.97 9.23 14.5 9.7
7 8.96 9.13 8.7 8.8

Straight Expansion

 
 
 
 
 
 
 

Table 2: Estimated mean velocities based on the virtual 
measurements, and the deviations from real values. 

Method/Variable X = 1.3 X = 2.0 X = 1.3 X = 2.0

Avg. Velocity

Simple Aritmetic 9.0 m/s 9.2 m/s 13.2 m/s 10.0 m/s
Area Weighted 9.0 m/s 9.2 m/s 11.8 m/s 9.4 m/s

Linear Flow Interp. 9.0 m/s 9.1 m/s 9.8 m/s 9.1 m/s
Deviation

Simple Aritmetic 1.9 % 4.6 % 49.8 % 13.8 %
Area Weighted 1.9 % 4.3 % 34.2 % 7.0 %

Linear Flow Interp. 1.8 % 3.9 % 11.2 % 3.2 %

Straight Expansion

 
 
The latter represents an example on how to use 
simulations in “assisting” with interpretation and 
perform quality control of measurements. In the future 
more work will follow this line. 
 
 

CONCLUSION 
The conclusions are: 
 

1. With the powerful CFD tools available today, 
simulation errors due to e.g. model selection or 
settings are often smaller than the measurement 
errors in an industrial environment. This is of 
course true only if the models are utilized in a 
correct manner.  

2. Measurements, even though not of the best 
quality, can hand in hand with simulations 
prove to be a valuable tool for finding faults 
and obstacles in existing systems. Keep focus 
on the discrepancies. 

3. Always have a knowledge of what is measured 
and how to interpret and convert the results 
into other numbers. A wrong interpretation and 
understanding will evidently lead to inaccurate 
figures and deviations. 
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ABSTRACT
Iron-ore reduction has attracted much interest in the last three
decades since it can be considered as a core process in steel indus-
try. The iron-ore is reduced to iron with the use of blast furnace and
fluidized bed technologies. To investigate the harsh conditions in-
side fluidized bed reactors, computational tools can be utilized. One
such tool is the CFD-DEM method, in which the gas phase reactions
and governing equations are calculated in the Eulerian (CFD) side,
whereas the particle reactions and equation of motion are calculated
in the Lagrangian (DEM) side. In this work, this method has been
extended to cover the most common types of representation models
for the reactions of solids submerged in fluids. These models are
the Shrinking Particle Model (SPM) and the Unreacted Shrinking
Core Model (USCM). With the use of the SPM, the implemented
communication framework between the CFD and DEM sides have
been verified by running some preliminary cases and comparing the
species mass balances. In the modelling of iron-oxide reduction the
SPM is insufficient to represent the different reaction steps, there-
fore a three-layered USCM is utilized. The implemented USCM is
validated by running some preliminary cases.

Keywords: CFD-DEM, iron-ore reduction, chemical models,
particle shrinkage, unreacted-core model .

INTRODUCTION

The rising energy demands, the deterioration of the quality
of ore and coal due to high costs and low availability related
with the shortage of resources, as well as the increased usage
of mini mills, which might replace the conventional route
of steel-making with the use of scrap or scrap substitutes,
has lead to the development of new ways for the direct re-
duction of iron ores (Habermann et al., 2000; Yang et al.,
2010). The practical importance of being used as feedstock
in iron- and steel-making processes has also played a role at
encouraging researchers to give attention to the reduction of
iron-oxides (Donskoi and McElwain, 2003; Turkdogan and
Vinters, 1971). Currently, the three available iron-making
technologies are the blast furnace, smelting reduction and di-
rect reduction technologies.
The leading process used in iron-making is the blast furnace,
which consists of a moving bed reactor with countercurrent
flow of the solid reactants against a reducing gas. In the blast
furnace process, the iron ore fines which built up around 80%
of iron ores, need to go through a pelletizing or sintering pro-
cess (Schenk, 2011). In some cases, fine ores can directly

be charged into the reduction process such as the fluidized
bed technology, making it highly advantageous. Such flu-
idized bed reactors are used in the pre-reduction stage of the
FINEX R© process (Habermann et al., 2000; Primetals, 2015).
The FINEX R© process produces hot metal in the same qual-
ity as traditional blast furnaces, however the coke making
and sintering of the fine ores are avoided. The iron-ores that
are charged into the process go through fluidized bed reac-
tors where they are heated and reduced to DRI (Direct Re-
duced Iron), which is charged into the melter gasifier where
final reduction and melting as well as the production of re-
ducing gas by gasification of coal with oxygen takes place.
Another advantage of the FINEX R© process is the exhaust
gas, which can be used for various other applications such as
heating within a steel plant, power generation and so forth
(Plaul et al., 2009).
The main reactions for the reduction of metallic oxide with
a gaseous reductant of carbon monoxide (CO) and hydrogen
(H2) can be expressed with the following steps:

Hematite to Magnetite:

3Fe2O3 +CO/H2 −−→ 2Fe3O4 +CO2/H2O (1)

Magnetite to Wustite:

Fe3O4 +CO/H2 −−→ 3FeO+CO2/H2O (2)

Wustite to Iron:

FeO+CO/H2 −−→ Fe+CO2/H2O (3)

If the reaction temperature is below 570◦C, then there is no
wustite formation and magnetite reduces directly to metallic
iron with the reaction

1
4

Fe3O4 +CO/H2 −−→
3
4

Fe+CO2/H2O (4)

The carbon monoxide that is utilized in the indirect reduc-
tion of iron-oxide comes from the gasification of carbon with
carbon-dioxide that is described with the homogeneous, en-
dothermic Boudouard reaction (5) and from the water-gas re-
action (6), which can be defined as

CO2 +C−−→ 2CO, (5)

C+H2O−−→ CO+H2. (6)

Since access to the reactor is limited due to harsh conditions
inside, carrying out measurements to investigate the pro-
cesses is complicated. Thus, in order to better understand the
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reactors and to make improvements on the processes, sim-
ulation methods and computational tools are utilized. One
such tool is the Two-Fluid Model (TFM), which is an Euler-
Euler approach that treats the solid and the fluid phases as
a continuum. However, this model lacks the proper repre-
sentation of particle size description and the related physical
phenomena. In order to represent micro-scale phenomena,
the TFM would require a fine spatial grid and that would
make the process unaffordable for industrial scale utiliza-
tion. If a coarse-graining is carried out there would be a
loss of unresolved (small) scales and lead to errors (van der
Hoef et al., 2006; Schneiderbauer and Pirker, 2014). An-
other tool uses the coupling of CFD (Computational Fluid
Dynamics) for the continuous fluid phase (i.e. the reduction
gas) and the DEM (Discrete Element Method) for the dis-
crete particles such as iron-ore and coal. These methods are
coupled in a CFD-DEM approach based on the open source
software packages OpenFOAM (OpenCFD Ltd. 2009) and
LIGGGHTS (LIGGGHTS, 2011). DEM provides an eas-
ier way to evaluate the per-particle chemistry such as the
shrink/growth of particles due to reactions and it does not
require to transfer these reactions to a continuum representa-
tion. However, to tackle industrial scale operations with the
CFD-DEM a coarse-graining needs to be carried out in order
to reduce the computational demands, which is an upcoming
investigation of this research. Another method that can be
thought of would be the hybrid Lagrangian-Eulerian model
that combines the Lagrangian discrete phase model (DPM)
and a coarse-grained two-fluid model (TFM) such as in the
works of (Schneiderbauer et al., 2016).

MODELLING OF IRON-ORE REDUCTION

An effective investigation of iron-ore reduction needs to con-
sider the thermodynamic aspects of the reduction reaction
such as the conditions required for the reaction to take place
or even if it is possible for the reaction to occur, as well as
the kinetic aspects such as the reaction rates and concentra-
tion changes (Schmidt, 1998).

Thermochemical Aspects

In chemical reactions, spontaneity defines if the reaction oc-
curs without being driven by an outside force. If a reaction is
spontaneous the entropy of the reaction increases, and it can
be considered that the system is able to release its free energy
and move to a more stable state. The free energy is the part
of the total enthalpy that can be converted into useful work.
The free energy, just like enthalpy, cannot be measured by
itself. However, the change of free energy can be calculated
with

∆G◦T = ∆H◦T −T ∆S◦T . (7)

The change of free energy of a system is at its minimum
value, if the system is in an equilibrium. The values for the
standard free energies can be found in the thermodynamic
data tables available in literature’s from (Von Bogdandy
and Engell, 2013), (Turkdogan, 1980) , and the JANAF-
Thermochemical tables. An error, no matter how small, in
the value of ∆G leads to a great amount of change in the
shape of the equilibrium curves in an equilibrium phase dia-
gram (Von Bogdandy and Engell, 2013). The chemical equi-
librium can be defined with the equilibrium constants of the
reaction. The various correlations defining the equilibrium
constants can help to define the stability areas for the dif-
ferent iron oxides depending on temperature and composi-
tion of the reducing gas. The equilibrium constants can be
considered as the ratio of molar concentrations of products

to the reactants such as in the case of a general reaction
aA+ bB −−→ cC+ dD, the equilibrium constant can be de-
fined as

Kc =
[C]c[D]d

[A]a[B]b
(8)

or with the standard free energy change as (Levenspiel, 1999)

lnK =
−∆G◦

RT
. (9)

An equilibrium phase diagram for the thermodynamically
stable phases that occur in the reduction of iron-oxide to
metallic iron is one of the most useful phase diagrams in the
reduction process. One such diagram demonstrates the re-
duction processes of the iron-oxygen-carbon system, which
is also called the Baur-Glaessner Diagram. In this diagram,
as it is demonstrated in Fig. 1, the stabilities for the iron-
oxides and iron phases are depicted as a function of tempera-
ture and CO/CO2 mixture with the available correlations for
the equilibrium constant from literature and the ones calcu-
lated.

Figure 1: Equilibrium gas composition depending on the tempera-
ture for the iron-oxygen-carbon system at 1 atmospheric
pressure.

The concentration molar fraction of the relative gas species
can be determined with the use of the equilibrium constant
as

xeq
CO2

xeq
CO

= KeFexOy,CO, (10)

thus the molar fraction of the mixture can be defined with,

xeq
CO2

= kc
KeFexOy,CO

1+KeFexOy,CO
(11)

or
xeq

CO = kc
1

1+KeFexOy,CO
, (12)

in which kc represents the total content of carbon in the sys-
tem that can be expressed with

xeq
CO + xeq

CO2
= kc. (13)

As a more advanced method one might consider a four-
component gas mixture of CO,H2,CO2 and H2O to be repre-
sented in a single Baur-Glaessner Diagram with an abscissa
of CO+H20 or H2 +CO2 content.
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Reaction Kinetics

To depict the progress of the fluid-solid reactions a model
is chosen that is similar to reality. The most common types
of representation models for the non-catalytic reactions of
solids submerged in fluids is the shrinking particle model
(SPM) and the unreacted shrinking core model (USCM)
(Levenspiel, 1999).
In the SPM, only the surface of the particle is reacting with
the surrounding fluid. In, this type of model there are no layer
formations due to reaction and the products diffuse directly
into gas. As the reaction progresses, the particle size shrinks
and eventually disappears completely. In Fig. 2, the SPM is
depicted, in which the particle shrinks and disappears with
time.

Figure 2: A schematic of the SPM, where the solid particle is re-
acting with the fluid without an ash layer formation.

The rate of change for the shrinkage/growth of a sphere can
be expressed with (Levenspiel, 1999; Schmidt, 1998)

1
4πR2

dNB

dt
=

b
4πR2

dNA

dt
= bkCA (14)

where k is the rate coefficient of surface reaction per unit
area, CA is the concentration of fluid species A at the surface
of the particle, b is the stoichiometric coefficient for the re-
acting solid, NB is the number of moles of solid B, which can
be defined with

NB =
4πR3ρB

3MB
=

mB

MB
. (15)

mB is the mass of B, MB is the molar mass of B, R is the
radius of the particle, ρB is the density of solid particle. If we
combine Eq. 14 and Eq. 15 than we can get for the rate of
mass change for the gas species A as

dmA

dt
= kgCAMAAp. (16)

The unreacted shrinking core model is one of the most pre-
cise models to represent the real-life fluid-solid reaction
(Levenspiel, 1999; Homma et al., 2005; Schmidt, 1998).
The main reactions for the direct reduction of iron with a
gaseous reductant can be expressed in three reaction steps
with CO/H2 reducing gas as shown in Reactions 1 - 4. The
three layer unreacted shrinking core model developed by
Philbrook, Spitzer and Manning (Tsay et al., 1976) is able
to represent the three interfaces of hematite/magnetite, mag-
netite/wustite and wustite/iron. An illustration of the model
layer structure with corresponding radiuses, and a snapshot
of a polished section of sintered hematite pellet that has been
reduced 30% by H2 is given as comparison to the USCM in
Fig. 3.
The removal of oxygen follows these steps (Tsay et al.,
1976);

• The reducing gas is transported through the gas film
onto the particle surface.

Figure 3: A schematic of the three layer unreacted shrinking core
model (top) and a snapshot of a sintered pellet that has
been reduced 30% (bottom) (Turkdogan, 1980).

• The reductant gas then diffuses through the porous iron
layer.

• Part of the reductant reacts with wustite at the
wustite/iron interface producing iron and gaseous prod-
uct.

• Rest of the reducing gas diffuses through the wustite
layer onto the wustite/magnetite interface.

• A portion of the gas reacts with magnetite at layer sur-
face producing wustite and gaseous product.

• The balance gas diffuses through the magnetite layer
onto the magnetite/hematite interface.

• Chemical reaction of the leftover gas occurs at the
hematite core and produces magnetite and a gaseous
product.

• The gaseous product diffuses outwards through the
pores of the pellet.

Since each step is a resistance to the total reduction of the
pellet, the reduction pattern of a single pellet can be con-
sidered to follow a resistance network such as an electrical
resistance circuit network as illustrated in Fig. 4.

Figure 4: Resistance network diagram that illustrates the resistance
of an iron-ore pellet that goes through in the reduction
process.
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The solution of this resistance network yields the reaction
flow rate of Ẏj,i of the gas species for the relative layers yields
as;

• from hematite to magnetite as

Ẏh,i = ([A3(A2 +B2 +B3 +F)+(A2 +B2)(B3 +F)](Y −Y eq
1 )

− [A3(B2 +B3 +F)+B2(B3 +F)](Y −Y eq
2 )

− [A2(B3 +F)](Y −Y eq
3 ))

1
W3,i

,

(17)

• from magnetite to wustite as

Ẏm,i = ([(A1 +B1 +B2)(A3 +B3 +F)+A3(B3 +F)](Y −Y eq
2 )

− [B2(A3 +B3 +F)+A3(B3 +F)](Y −Y eq
1 )

− [(A1 +B1)(B3 +F)](Y −Y eq
3 ))

1
W3,i

,

(18)

• from wustite to iron as

Ẏw,i = ([(A1 +B1)(A2 +B2 +B3 +F)+A2(B2 +B3 +F)]

(Y −Y eq
3 )− [A2(B3 +F)](Y −Y eq

1 )

− [(A1 +B1)(B3 +F)](Y −Y eq
2 ))

1
W3,i

(19)
in which A j represents the relative chemical reaction resis-
tance term, B j the relative diffusivity resistance term, j rep-
resents the layers hematite, magnetite and wustite and i the
reducing gas species. F is the mass transfer resistance term,
which is defined with 1/k f .Y is the bulk gas mole fraction
and Y eq

j the relative layer equilibrium mole fractions. The
denominator W3,i is expressed as

W = [(A1 +B1)(A3(A2 +B2 +B3 +F)+(A2 +B2)(B3 +F))

+A2(A3(B2 +B3 +F)+B2(B3 +F))].
(20)

The chemical reaction resistance term A j,i can be expressed
as

A j,i =

 1

(1− f j)
2
3

1

k j

(
1− 1

Ke j

)


i

(21)

in which j represents the reduction layer, i the reducing gas,
k the reaction rate constant and f j is the local fractional re-
duction of the relative layer that is calculated as

f j = 1−
(

r j

rp

)3

. (22)

The diffusivity resistance term B j,i can be calculated for
the relative iron oxide component as (Valipour et al., 2006;
Valipour, 2009)

Bh,i =

[
(1− fm)

1
3 − (1− fh)

1
3

(1− fm)
1
3 (1− fh)

1
3

rg

Deh

]
i

, (23)

Bm,i =

[
(1− fw)

1
3 − (1− fm)

1
3

(1− fw)
1
3 (1− fm)

1
3

rg

Dem

]
i

, (24)

Bw,i =

[
1− (1− fw)

1
3

(1− fw)
1
3

rg

Dew

]
i

, (25)

in which De j represents the diffusion coefficient of the rela-
tive layer.
With the use of the reaction flow rate Ẏj,i the relative mass
flow rates of reactant gas between layers can be defined in a
similar manner as in Eq. 16 with

dmi

dt
=CiMiApẎj,i. (26)

Mass and Heat Transfer Coefficient

The mass transfer coefficient k f which is used in the deter-
mination of the mass transfer term can be calculated through
the Sherwood number or the Nusselt number as

Sh =
k f d
De

,

Nu =
k f

k
,

(27)

where d is the diameter of pellet, De the diffusion coeffi-
cient and k the thermal conductivity. A number of correla-
tions for determining the Sherwood number exist in litera-
ture. Lee and Barrow (Lee and Barrow, 1968) proposed a
model through investigating the boundary layer and wake re-
gions around the sphere leading to a Sherwood number of

Sht = (0.51Re0.5 +0.02235Re0.78)Sc0.33, (28)

where Sc stands for the Schmidt number and defined as ν

ρD .
In more recent works from Valipour (Valipour, 2009) and
Nouri et al. (Nouri et al., 2011) the Sherwood and Nusselt
numbers are expressed as

Sh = 2+0.6Re0.5Sc0.33,

Nu = 2+0.6Re0.5Pr0.33.
(29)

Pr represents the Prandtl number and is expressed as the spe-
cific heat times the viscosity over thermal conductivity cµ/k.

Diffusivity Coefficient

Diffusivity of a gaseous species depends on properties such
as the pore size distribution, void fraction and tortuosity. For
example, according to (Tsay et al., 1976) a pore size of 2µ to
5µ the Knudsen diffusion has been found to be 10 times faster
than molecular diffusion, therefore in their work the Knud-
sen diffusion has been neglected and the effective binary gas
diffusion was calculated with

[D j,i]e f f = D j,i
ε

τ
(30)

where ε represents the dimensionless void fraction, τ the tor-
tuosity. (Valipour, 2009; Valipour et al., 2006) has used the
Fuller-Schettler-Giddings equation to determine the effective
diffusivity as

D j,i =
10−7T 1.75

(Pt(v̇
1/3
j + v̇1/3

i ))2
(

1
M j

+
1

Mi
)0.5 (31)

in which the v̇ is the diffusion volume of the relative species,
M is the molecular weight, Pt the total flow pressure and T
the temperature in Kelvin.
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Reaction Rate Coefficient

For many reactions the rate expression can be expressed as
a temperature-dependent term. It has been established that
in these kinds of reactions, the reaction rate constant can be
expressed with the Arrhenius’ law (Levenspiel, 1999) as fol-
lows

k = k0 exp(
−Ea

RT
), (32)

in which k0 represents the frequency factor or the pre-
exponential factor, Ea the activation energy, R the univer-
sal gas constant and T the temperature. The values for the
pre-exponential factor and the activation energy can be found
through various works (Tsay et al., 1976; Valipour, 2009).

RESULTS

Firstly, the CFD-DEM coupling library is extended to cover
the SPM, in which the particle reacts with the fluid without
forming a layer. Afterwards with the use of the SPM, the
communication framework between the Eulerian CFD side
and the Lagrangian DEM side is verified.
A simple test case is developed, consisting of a single carbon
particle that reacts with the reactant gas of O2 with a user
defined reaction rate constant. The communication of DEM
and CFD works by first initializing the particles in the DEM
side and transferring their information such as the locations
and velocities onto the CFD side. This information is then
used to localize the particles and determine the voidfraction,
fluid density, temperature, drag force and the species concen-
tration (mass fractions) at particle locations, which is com-
municated back to the DEM side. The newly transferred data
is then used to determine the particle movement, the change
in particle size and change of gas concentrations due to the
chemical reactions for the new time step and is transferred
back to CFD side. This process continues until a specified
amount of time steps have been reached.
The test case results are verified by comparing the species
mass balances. The particle only reacts with the O2 present,
and stops after the total amount of O2 has been depleted. The
mass change of the reactant and product gas species is in-
vestigated in relation to particle shrinking. The simulation
results are compared with theoretical data that is calculated
with the same species concentration as the simulation, which
proves to be in a good agreement within. The mass of change
of the gas species is illustrated depending on the time in Fig.
5.

Figure 5: The change of mass of reacting gas species O2 and prod-
uct gas CO2 depending on time.

After the communication framework is verified, the USCM
is implemented into the DEM library. First, a correlation to
determine the equilibrium constant KeFexOy for every layer
is implemented, and the relative equilibrium mole fractions
of reactant and product gases are calculated as in Eq. 11
and 12. Therewith, the implemented reaction flow rates Ẏj,i,

defined in Eq. 17 -19, are calculated and the mass flow rate
of reactant gas between layers is determined. The mass flow
rate of the reactant gas is used to calculated the mass transfer
of every layer with the expression

dmB,l

dt
=

dmA,l

dt
υB,l

υA,l

MB,l

MA,l
, (33)

which is used to determine the radii of every iron-oxide layer.
Since the model implemented at this time, only consider the
chemical reaction resistance term A j,i, only the reduction of
layers for a single particle is investigated. Therefore, a pre-
liminary test case is constructed that considers, just as in the
SPM test case, a single particle, and the fractional reduction
rate of every iron-oxide layer is investigated depending on
time. An illustration of this reduction rate can be found in
Fig. 6.

Figure 6: The fractional reduction of every iron oxide layer with
time.

CONCLUSION AND OUTLOOK

In order to use the CFD-DEM method to investigate the
reduction of iron-ore inside the fluidized bed reactors, the
mathematical models representing the fluid-solid chemical
reactions have been implemented into the DEM library. First,
the SPM has been verified and used to test the communica-
tion framework between CFD and DEM sides. As these re-
sults were highly satisfactory, the framework is expanded to
cover the three-layered USCM for a realistic representation
of the iron-ore reduction. Since the investigation of the im-
plemented model is still under way, some preliminary results
from the shrinking of the layers of a single particle depending
only on the chemical reaction resistance have been presented.
For further research, valid correlations for the diffusion re-
sistance term and the mass transfer term will be added to the
DEM model. After the successful verification of the USCM
with all its resistance terms is concluded, a coarse-graining
of the CFD-DEM approach will be carried out and maybe a
combination of the TFM and DPM for industrial scale simu-
lations.
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ABSTRACT 
The gas offtake design is an important aspect of the Top 
Submerged Lance (TSL) furnace technology. CFD modelling 
has been used to investigate the gas offtake geometry to better 
understand and address common industrial issues. The 
objective of the study was to understand how the shape of the 
offtake affected emissions from the roof ports, and influenced 
both the location of the post combustion reactions and the 
flow profile of the gas within the vessel and waste heat boiler 
(WHB). The conditions and gas species included in the 
modelling are based on typical large industrial copper 
smelters. Commercial software (ANSYS-FLUENT) has been 
used to investigate design variants by incorporating the effects 
of momentum, multi-component mixing, radiative and 
convective heat transfer, combustion reactions, and buoyancy. 
The learnings from the CFD modelling were integrated into 
the design of the new Novasmelt™ TSL technology. 
 
Keywords: CFD, TSL, copper smelting, offtake.  

NOMENCLATURE 
Greek Symbols 
   Mass density, [kg/m3]. 
  Roof angle, [°]. 

 
 
Latin Symbols 

  Pressure, [Pa]. 
  Temperature, [°C]. 
  Time, [s]. 
  Velocity, [m/s]. 
  Mass flow, [kg/s]. 

 
 
Sub/superscripts 

  Bath inlet. 
 WHB outlet. 

  Feed port opening. 
  Lance port post combustion inlet. 
  WHB downcomer post combustion inlet. 

INTRODUCTION 
The Top Submerged Lance (TSL) furnace technology 
was originally developed by the Commonwealth 
Scientific Industrial Research Organisation (CSIRO) in 
Australia in the 1970s under the name Sirosmelt (J.M. 

Floyd & Conochie, 1984). Originally starting in the 
field of tin smelting, the technology has since been 
adopted for copper, lead, nickel and zinc production (J. 
M. Floyd, 2005), becoming a popular choice for many 
base metal smelters. The TSL technology involves a 
cylindrical furnace vessel with material continuously 
fed via a roof opening into a molten bath. The bath is 
vigorously stirred by submerged gas injection from the 
centrally inserted lance. In sulfide smelting TSL 
furnaces, the bath reactions and bubbling creates a 
continuous stream of high concentration sulfur dioxide 
(SO2) containing off-gas. The off-gas is typically cooled 
in a waste heat boiler (WHB), often consisting of two 
vertical radiation shafts and followed by either a spray 
quencher or a horizontal heat recovery convection 
section (Köster, 2010). The cooled off-gas is then 
delivered to an electrostatic precipitator for de-dusting 
before being sent to an acid plant for sulfur recovery.   
 
The TSL furnace has been the focus of CFD studies in 
the past, although primarily in the bath region rather 
than the gas offtake. Morsi et al. (2001) used a CFX 
model, validated by an experimental setup, of gas 
injection into a liquid bath to study the impact of gas 
injection angular momentum (swirl) on the liquid 
recirculation patterns.  Pan and Langberg (2010) used a 
CFX model and experimental test-work to study the free 
surface behaviour of large collapsing gas bubbles in a 
liquid bath (such as those created at the tip of the lance 
in TSL furnace).  Huda et al. (2009) used CFD to study 
the bath mixing differences when the lance 
submergence, flow rate and swirl angle were varied. 
Huda then constructed a model to simulate the 
submerged zinc fuming reactions that occur in a pilot 
plant TSL (Huda, Naser, Brooks, Reuter, & Matusewicz  
2012).  
 
Off-gas dynamics has been the subject of study in other 
copper smelting furnaces. (Pelton, 1995) created a CFD 
model of the radiation and convection sections of a flash 
furnace to study the effect of changing the geometry. 
(Li, Brink, & Hupa, 2009) simulated the particle 
deposition in a flash furnace WHB radiation section to 
study locations of accretion formation and resulting 
impact on heat transfer. However, there appears to be no 
public domain information specifically addressing the 
effect of the TSL off-take geometry on the furnace off-
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gas flow patterns. This study aims to fill this gap in TSL 
furnace understanding and discusses how the offtake 
geometry design can address common industrial issues. 
The outcomes of this study have been incorporated into 
the next generation of TSL furnace, the Novasmelt™, 
with solutions being supplied both to existing operations 
and for new facilities. 

BACKGROUND 
TSL Furnace Offtakes 
The volume above the bath of the TSL furnace is 
commonly referred to as the gas offtake. The offtake is 
shaped to connect the cylindrical barrel section to the 
roof openings and the gas treatment system. The offtake 
design must allow for post-combustion reaction 
management, splash containment, lance and feed entry, 
and emissions control. Operating TSLs have reported a 
variety of issues with their offtakes, including: accretion 
formation, corrosion and steam leakages, feed chute 
blockages, and roof panel or refractory failures 
(Bhappu, Larson, & Tunis, 1994; Binegar, 1995; 
Herrera & Mariscal, 2013; Viviers & Hines, 2005).  
 
There are two main furnace offtake shapes for the TSL 
vessel in use by industry, a flat roof design and a sloped 
roof design as shown schematically in Figure 1. 
Originally the majority of TSL furnaces had sloped 
roofs, and the flat roof furnace design was introduced to 
offer cost saving advantages and improve the access for 
operators when compared to the sloped roof, supposedly 
without detracting from the off-gas flow dynamics 
(Arthur & Hunt, 2005). There is no indication in the 
literature that the latter claim was substantiated, and it is 
the intent of the present study to address this gap. 
  

 
Figure 1: Typical TSL furnace shapes; flat roof design 
(left), sloped roof design (right) 

 
The materials of construction of TSL furnace offtakes 
vary in existing designs, with the walls of the offtake 
typically being refractory lined, although more recently 
boiler tubes have also been employed (Peippo & 
Lankinen, 2010). The furnace roof is typically 
constructed of either copper panels or boiler tubes 
(Arthur & Hunt, 2005). Refractory bricked furnace 
offtakes must maintain a minimum shell curvature to 
ensure brick stability, whereas boiler tubes do not have 
this restriction and may be shaped to better 
accommodate fluid flow and remove dead zones. 
Recently, it has been proposed that additional cost 
savings could be realised if the entire furnace offtake, 

including the walls are manufactured from flat panel 
boiler tubes, creating a polygonal shape (Peippo & 
Lankinen, 2010). The effect of the polygonal offtake on 
the gas flows was not discussed, and it is a further intent 
of the present work to make use of simplified cases to 
understand how such a design would impact fluid flow 
behaviour.  
 
Some flat roof TSL furnace offtakes include a splash 
mitigation device (Voltura, 2004). The device reduces 
the amount of splash from the bath that enters the gas 
offtake and would otherwise form accretion. By 
providing a physical barrier the splash instead contacts 
the block, and forms an accretion inside the offtake or 
returns to the bath. The device is typically a large water 
cooled copper element. There is no indication that the 
impact of this geometry on the gas flows within the 
furnace has been investigated in the literature. 
 
Early TSL furnaces used an angled (rather than vertical) 
first shaft for the WHB, which resulted in significant 
issues with accretions. Some of these installations opted 
to redesign their offtake hood to be vertical to help 
alleviate these issues (Binegar, 1995; Viviers & Hines, 
2005).  

Heat Transfer in TSL Furnace Offtakes and 
WHBs 
The WHB is required to the cool the off-gas to enable 
subsequent volatile element precipitation, de-dusting 
and sulfur recovery from the gas stream. The boiler 
produces a low pressure steam which requires additional 
heating for recovery of the heat to power via a turbo-
alternator. Alternatively the steam is simply re-
condensed. The route chosen by the operation depends 
on local economics. The heat transfer in this application 
is complex as high temperature gas (1200 °C), with up 
to 60 wt. % SO2 content and laden with reacting dusts, 
is cooled by a combination of radiative and convective 
heat exchange with the boiler tube walls. Inside the TSL 
furnace offtake the heat transfer and combustion 
reactions are further complicated by three dimensional 
flow patterns and recirculation. Air/oxygen, at lower 
temperature than the furnace gases (between 50 – 400 
°C depending on whether preheating is used), is usually 
added to the furnace to provide sufficient oxygen for 
post combustion reactions. The SO2 content in the off-
gas is the primary species involved in the grey gas 
radiative heat transfer in the WHB radiation section 
(Pelton, 1995). Over cooling the gas is problematic, 
because temperatures below 220 °C can result in weak 
acid condensation inside the off-take or boiler, leading 
to corrosion and a loss of sidewall integrity. The boiler 
water/steam temperature is thus selected, through the 
boiler pressure setting, to operate above 240 °C to 
prevent such low temperatures from occurring. 

Ingress Air and Draught 
Air/oxygen is not only injected into the furnace offtake 
and boiler, but is also added in a less controlled manner 
via ingress of additional air through the multiple 
openings in the furnace as it operates under slight 
negative pressure. The main source of ingress is air 
drawn into the open feed port. The negative gauge 
pressure measured at the port is often called the furnace 
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draught. Furnace draught is controlled by the 
downstream off-gas system using an Induced Draught 
(ID) fan. Engineers typically specify that a TSL furnace 
should have an ingress air flow rate to suit the process 
requirements for the off-gas treatment, which results in 
an off-gas containing 2-2.5 vol% free oxygen at the 
WHB outlet (Herrera & Mariscal, 2013).  
 
In practice the internal pressure within the TSL vessel 
fluctuates significantly during operation. At times, the 
furnace pressure may become positive which results in 
emission of the furnace gas into the surrounding 
atmosphere. This is undesirable as these fugitive 
emissions are hazardous for both the workplace and 
general environment. Controlling furnace ingress air 
and preventing fugitive emissions is challenging. The 
primary causes of the pressure fluctuations within the 
TSL vessel are predicted to be bath bubble collapse 
from the submerged lance and the rapid vaporisation of 
the moisture in the feed as it falls through the furnace 
top-space. The frequency of the bubble collapse has 
previously been calculated to be between 1.2-3.4 Hz 
(Player, 1996), and the magnitude of the pulse will be 
dependent on the size of the bubble, which is inversely 
proportional to the bubble frequency. Deeper lance 
immersion depth has been suggested to increase the 
bubble size, and reduce the bubble frequency (De 
Antunes, 2009). The frequency and magnitude of 
pressure fluctuation from the vaporisation of the feed 
moisture will be dependent on the stability of the feed 
rate into the furnace, the moisture content and the 
homogeneity of the feed. 
 
In addition to the internal causes of TSL furnace 
pressure fluctuation, there are also external causes. 
Sulfide smelting TSL furnaces typically interface with 
complex off-gas handling systems carrying sulfur 
dioxide laden gases from multiple furnaces to the site 
sulfuric acid plant(s). If these other furnaces are in batch 
operating mode, as is typical of converting furnaces (i.e. 
Peirce-Smith Converters), they can cause rapid changes 
in the pressure of the entire off-gas system when they 
roll in or out of the blowing position, requiring ID fan 
control adjustments to stabilise the TSL furnace 
pressure. Consequently, the TSL furnace control 
philosophy requires continual adjustment of the furnace 
draught in an effort to minimise both excessive 
accretion in the TSL furnace from too much cold 
ingress air, and potential release of hazardous fugitive 
emissions from the furnace ports arising from process 
pressure spikes.  
 
In the present work, the relationship between furnace 
draught, bath off-gas flow and ingress air is studied for 
several different furnace offtake geometries to 
understand how changing the offtake design affects the 
gas flows. The different furnace offtake designs are then 
compared in terms of ability to help achieve process 
targets and minimise operational issues. Given the 
current modelling context (complex models exhibiting 
step change behaviour, qualitative and quantitative 
targets, limited validation data and lack of directly 
relevant literature) the analysis is executed using a 
simplistic approach: changing the design incrementally 

and studying the impact. For the sake of brevity, this 
paper will focus on the findings of the work related to 
offtake shape. Optimisation for the post combustion air 
addition (size, quantity, locations, and flow 
enhancements) and boiler transition piece shapes have 
been excluded. 

MODEL DESCRIPTION 

Scope 
The CFD model in the present work is intended to focus 
only on the furnace gas flows. Thus, the model does not 
consider splash, accretion formation on the walls, or the 
falling feed. The modelled domain includes the furnace 
gas space, port openings, WHB uptake, and 
downcomer. The outlet of the WHB radiation 
downcomer was set to be of equal height to the feed 
port.  
 
The geometry used for this study is based on scaling 
publically available dimensions, drawings and site 
photos (Chitundu, 2009; Herrera & Mariscal, 2013), and 
can be considered a reasonable approximation of a 
typical large TSL copper smelter.  
 
As the intended use of the modelling results was to 
understand the relative impact of changes, it was 
decided to limit the complexity to only include the 
physics that were likely to affect the offtake design.  

Main Assumptions 
The main assumptions made during the modelling of the 
gas offtake are: 

1. Particulate media are not included in the model 
to reduce computational time. 

2. Heat associated with solid-gas reactions is 
excluded. 

3. Combustion reactions are simplified to include 
only carbon monoxide (CO), with the 
remainder of the combustibles recalculated to 
an equivalent CO flow/concentration as 
outlined in the process conditions section 
below. 

4. SO2 reactions are completed in the bath and 
SO2 does not participate in the gas-space 
reactions. 

Model Settings 
The CFD model was built using the commercial code 
ANSYS FLUENT® 17.2, utilising the pressure-based 
Navier-Stokes equations. The simulations were set up 
using a steady state solver approach, with the pseudo-
transient option enabled to aid in convergence. The 
simulation used the k-epsilon 2 equation realizable 
turbulence model. As the focus was on the macro flow 
field and small scale recirculation is not expected, the 
Realizable k-e model was considered adequate for this 
analysis. Near-wall turbulence was approximated by the 
accompanying Standard Wall Function and care was 
taken to maintain an appropriate y+ using three inflation 
layers for most of the domain. Radiation was 
implemented using the Discrete Ordinates Radiation 
Model. The emissivity was calculated depending on the 
gas composition using the weighted-sum-of-grey-gases 
model (WSGGM) approach. Due to the high 
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temperatures inside the furnace, the rate of reaction for 
the CO oxidation is expected to be primarily controlled 
by the turbulent mixing. Thus the turbulence/chemistry 
interactions were modelled using eddy-dissipation, 
which assumes an instantaneous burn upon mixing. The 
simulations were executed using double precision. The 
second order scheme was used for the scalars and 
energy equations. The PRESTO! Scheme was used for 
pressure.  

Process Conditions 
Typical industrial copper smelter process data from the 
Mt Isa Copper Smelter (Edwards, 1998) was combined 
with Tenova Pyromet’s in-house copper smelting 
process model to calculate the gas flows and 
temperatures. The inputs to this process model were the 
elemental compositions (Edwards, 1998), which were 
speciated to their mineralogical components for proper 
incorporation into the system enthalpy balance. The 
mineralogical inputs were then bulk reacted to their 
respective liquid metal oxide slag and liquid metal 
sulfide matte phases with the remaining sulfur and 
carbon species partially combusted to the gaseous phase 
(Yazawa, Nakazawa, & Takeda, 1983). The reaction 
extents were determined by the output compositional 
data for the matte grade, mass percent copper in matte, 
and slag magnetite concentration, as  listed in (Edwards, 
1998). Combustion of the feed was completed by added 
air/oxygen, which carries with it both the oxygen for 
reaction and nitrogen. From a chemical reaction 
perspective the nitrogen gas component is inert, but this 
gas is responsible for the generation of bubbles at the 
end of the submerged lance and therefore ensures the 
bath is turbulent and that the reactions are completed to 
their required extents.  
 
The outputs of the process model were converted into 
the boundary conditions for the CFD model that are 
specified in Figure 2, Table 1 and Table 2 These 
conditions were kept constant across all of the models to 
provide a comparison between the different geometries. 
The thermal boundary condition values were selected 
based on typical industry values. It should be noted that 
the gas flow rates and compositions can vary 
significantly between operations, thus although the 
findings will hold, the specific flow patterns and 
calculated outcomes may not apply to operations with 
significantly different process inputs.  
 
The CO mass flow has been calculated such that it will 
provide the same total heat energy as all of the other 
combustible gases arising from the furnace bath 
(hydrogen, hydrogen sulfide, sulfur gas, methane, etc.). 
This simplification does not account for the heat energy 
released from the additional reactions of dust particles 
entrained in the gas stream. This assumption is not 
expected to significantly impact on the results.   
 
The wall boundary conditions included heat transfer 
effects by specifying an effective thermal resistance to 
the temperatures listed in Table 2, and was calculated 
using a 1D approach based on typical refractory or 
boiler tube designs. The copper splash mitigation device 
was set to have the same thermal resistance as the 

refractory bricks, based on the assumption that it would 
be coated in a thick slag layer during operation. 
 
 

Figure 2: Boundary condition locations and key 
dimensions on CFD model 
 
Table 1: Fluid boundaries  
Boundary
Condition Value Units Temperature

(°C) 
27.4 kg/s 1180 

Pfp 0 Pa (g) 20 
Pwhb -100 to -10 Pa (g) 580 

 1.68 kg/s 50 
 1.87 kg/s 50 

 
Table 2: Thermal boundaries 

Boundary 
 

Heat Transfer 
Coefficient 
(W/m2-K) 

Temperature 
(°C) 

Internal 
Emissivity 

Refractory Brick 2.64(1) 20 0.38(2)

Steel 0 (adiabatic) NA 1 
Boiler Tubes 30(3) 280 0.8(4) 

Copper 2.64 20 0.38 
Bath Inlet NA 1180 1 

Boiler Outlet NA 580 1 
(1) Calculated assuming brick, backing lining and steel layers with 
natural convection. 
(2) Magnesite brick emissivity at 1000 °C 
(3) Typical industrial value for overall heat transfer in TSL WHB 
(4) Combination of frozen slag and oxidised steel surface values 
 

Mesh Strategy 
An unstructured tetrahedral mesh was created in 
ANSYS meshing consisting of approximately 2 million 
cells. An example of a typical mesh can be viewed in 
Figure 3. The mesh was refined in the region of the roof 
ports and post combustion air injection, and inflation 
layers were used at all walls to capture the boundary 
layer effects. The tetrahedral mesh was imported into 
ANSYS FLUENT® and converted to be a polyhedral 
mesh, reducing the total element count to approximately 
0.8 million cells. 
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Figure 3: Typical polyhedral mesh on domain 
centreline. All walls have inflation layers. 

Cases 
The list of geometry cases is contained in Table 3. The 
angled roof geometries were created by removing a 
segment of the offtake volume and lowering the lance 
and feed ports to suit the angled shape. The flat panel 
geometries were constructed by matching the offtake 
width to the WHB.  Examples of the geometries are 
included in Figure 4. 
 
Table 3: CFD Geometry cases 

Case 
Roof 
Angle 
	(°) 

Offtake Wall 
Material 

Splash 
Mitigation 

Device 
Offtake Wall Notes 

1.  0 Bricks Y Curved Shell  
2.  0 Bricks N Curved Shell  
3.  30 Bricks Y Curved Shell  
4.  30 Bricks N Curved Shell  
5.  0 Boiler Tubes N Flat Panels  
6.  15 Boiler Tubes N Flat Panels  
7.  30 Boiler Tubes N Flat Panels  
8.  45 Boiler Tubes N Flat Panels  
9.  45 Boiler Tubes N Flat Panels FP Length x2
10.  0 Bricks Y Curved Shell FP Length x2
      
 

 
Figure 4: Example geometries for various cases 

 

RESULTS 

Convergence 
The models typically required 2000 iterations to achieve 
acceptable convergence from initialisation. Subsequent 
runs of the same geometry at varying boundary 

conditions were run for an additional 1000-1500 
iterations depending upon the convergence of the 
boundary mass flows and temperatures. 

Heat Transfer Comparison to Process 
Assumptions 
The process model predicted the WHB radiation section 
outlet temperature to be approximately 581 °C based on 
typical operational experience, equating to a total heat 
loss of 22.1 MW from the boiler tubes and refractory 
bricks.  
 
The CFD model for Case 1 predicts that the total heat 
loss through the walls is 15.6 MW by summing the total 
heat transfer across those surfaces, and is mostly from 
radiation as shown in Figure 5, which is expected since 
the model only includes the radiation section of the 
boiler. When compared to the process model heat loss 
of 22.1 MW the result indicates that the CFD model 
may be under-predicting the heat loss in the WHB. 
While it would have been possible to adjust the heat 
transfer coefficient for the boiler tubes to be a higher 
value, the boiler itself is not the focus of the present 
study. Further, altering the boiler heat transfer was only 
expected to have a minimal impact on the gas flows in 
the furnace offtake.  
 

 
Figure 5: Convective (left) and radiative (right) heat on 
the boiler tube boundary condition for Case 1 with Pwhb 
= -10 Pa. Negative heat flux is heat leaving the domain.  

Comparison to Site Data 
The complexity of the present model requires that it be 
validated against site data to provide some confidence in 
its ability to simulate actual furnace conditions. 
Unfortunately it is only possible to perform limited 
validation for two reasons: firstly, the geometry and 
boundary conditions of the CFD model were pieced 
together from public data sourced from multiple TSL 
furnaces (Mt Isa, Mopani and SPCC), and secondly, 
there is limited information in the literature that can be 
used validate the CFD predictions. The available plant 
data for gas temperatures provided by Herrera and 
Mariscal (2013) are plant measurements from a large 
scale copper smelter (SPCC) of a similar design 
throughput to the modelled case.  
 
Case 1 was selected for the model validation as it best 
matched the offtake design of the Southern Peru Copper 
Corporation furnace (Cuadros Rojas, 2010). The boiler 
outlet pressure was set to -10 Pa as this resulted in a 

Case 2 Case 5 

Case 4 Case 7 
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feed port ingress of 2.04 kg/s, where the target value 
from the process model was 2.05 kg/s. 
 
Figure 6 illustrates the CFD results for temperature 
cross sections at 12 locations along the WHB. The 
results show that the CFD model predicts a range of 
temperatures at each location depending upon the 
localised flow field. 
 

 
Figure 6: Temperature cross sections along WHB in 
Case 1 with Pwhb = -10 Pa. 
 
In Figure 7 the CFD results for temperature at each 
location are compared against the values from Herrera 
and Mariscal (2013). As no precise information was 
provided about the location used to collect the plant 
temperature measurements, the CFD data is presented as 
a range for comparison purposes. While the CFD 
prediction of temperature range overlaps the measured 
plant data at both measurement locations, the CFD 
average is higher; this is consistent with the comparison 
to the process model.  
 

 
Figure 7: Comparing CFD prediction of off-gas 
temperature (Case 1 with Pwhb = -10 Pa) to 2 years of 
copper smelter plant data from Herrera and Mariscal 
(2013). Error bars on CFD result indicate the range of 
values of temperatures at each cross section. 
 

There are several reasons that the CFD model might 
predict slightly different temperatures than the industrial 
data. The heat transfer coefficient of the boiler tubes 
used in the model is a typical value, and has not been 
the subject of rigorous analysis. In the industrial case 
the curved shape of the boiler tube panels increases the 
heat transfer area compared to the flat surfaces used in 
the CFD model. As the boiler is below atmospheric 
pressure it would be drawing in cold atmospheric air 
through any openings or gaps between panels, which is 
not permitted to occur in CFD. Overall the CFD model 
showed reasonable agreement with site data, indicating 
it could be used for comparing the relative impact of 
changes to the geometry. 

Impact of a Splash Mitigation Device 
The impact of including a splash mitigation device in 
the design can be assessed by comparing Cases 1 and 2. 
Note that cases 3 and 4 showed the same change. Figure 
8 shows a velocity contour plot on the furnace 
centreline. The results indicate that the splash mitigation 
device creates a large recirculation zone as the rising 
gas flows around it. The ‘dead zone’ of flow created by 
the recirculation acts to reduce the effective cross 
sectional area for the furnace gases, increasing the gas 
velocity.  
 

   
Figure 8: The impact of the splash mitigation device. 
Velocity contours for case 1 (left) and case 2 (right) at 
Pwhb = -10 Pa. Splash mitigation device creates large 
recirculation zone in furnace offtake. 

TSL furnace offtakes are typically designed to keep the 
linear velocity of the gas at the boiler inlet below 10 m/s 
(Köster, 2010) to ensure homogenous heat transfer and 
temperature profiles. The presence of the splash 
mitigation device creates instantaneous velocities up to 
14 m/s at the boiler inlet leading to recirculation in the 
boiler. 

Impact of Roof Angle 
The air streamlines from the introduction of post 
combustion air into the furnace lance and feed ports for 
Cases 1, 2, 3, and 4 are compared in Figure 9 to 
understand the impact of adding a slope to the furnace 
roof and the impact of a splash mitigation device. One 
of the main differences observable in these results is 
that the feed port ingress air and the injected lance port 
air behave differently depending on these geometrical 
factors. When the roof is flat (Cases 1 and 2), a 
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recirculation zone is created in the relatively cold 
stagnant zone below the feed port. The stagnation zone 
occupies a similar shape to the volume of fluid removed 
when converting to an angled roof, and is larger when 
there is no splash mitigation device. When the roof is 
sloped there is no stagnant zone, and the air is entrained 
into the furnace gas flow before entering the offtake, 
and better mixing is observed when there is no splash 
mitigation device.  
 
 

  
Figure 9: Air streamlines from feed port and lance port 
post combustion air for case 1 (left), and case 2 (right). 
Recirculation is evident in the flat roof case. 

In order to compare the performance of multiple furnace 
offtake geometries it is convenient to map the system 
response for feed port ingress air to changing boiler 
suction as a series of steady state simulations. The slope 
of the curve relating ingress air to suction pressure 
indicates the rapidness with which the furnace will 
transition from ingress to emission, i.e. “puffing” 
furnace gas into the atmosphere, for a given pressure 
pulse.  
 
The simulation results relating the feed port mass flow 
( ) to the vessel roof angle ( ) is summarised in 
Figure 10. The following observations may be made: 
 
 Increasing the slope angle of the roof at a constant -

10 Pa at the WHB inlet increases the ingress air 
flow. This suggests that sloped roof furnaces could 
run less ID fan suction to meet the same ingress air 
requirements. The increased angle more effectively 
channels the gases into the boiler, causing the gas 
to flow parallel to the roof. 

 The presence of a splash mitigation device does not 
significantly impact the feed port mass flow. 

 

 
Figure 10: The relationship between feed port ingress 
air at Pwhb = -10 Pa and vessel roof angle. Increasing the 

roof angle increases the ingress air, likely due to 
increased entrainment.  

Flat panel offtake performance 
The flat panel boiler tube offtake design is an 
opportunity to improve the offtake service life, and 
reduce the complexity and operating costs associated 
with curved refractory offtakes. Figure 11 and Figure 12 
show the air streamlines from the introduction of post 
combustion air into the lance and feed ports for the 
curved offtake design (Case 2) and flat panel design 
(Case 5) for a flat roof TSL. The flat panel geometry 
reduces the recirculation of the ingress air, likely due to 
it not having the stagnant zones around the entrance to 
the boiler as in the curved offtake design. These same 
benefits were evident in the angled offtake cases that 
utilised flat panels. 
 
 

 
Figure 11: Streamlines and contours showing velocity 
for Case 2 (left) and 5 (right). The flat panel design has 
less dead zones around the offtake and fewer 
recirculation zones. 

 

 
Figure 12: Temperature contours for Case 2 (left) and 5 
(right). The inclusion of boiler tube flat panels reduces 
the gas temperatures in the offtake compared to the 
bricked design. 

Combustion near the splash mitigation device 
The results for Case 1, as highlighted previously in 
Figure 8, show a recirculation region around the splash 
mitigation device. In conditions representative of higher 
feed rates there was a deeper penetration of the feed port 
air combined with the higher volume flow of bath gas 
generated. The recirculating region is supplied with 

Recirculation 
zone 
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oxygen by the feed port air ingress, which results in a 
combustion zone at the interface with the rising furnace 
gases. The resulting combustion zone extends the entire 
length of the splash mitigation device and is in contact 
with the offtake walls on either side as shown in Figure 
13. For refractory furnaces it is suspected that this 
combustion zone will create local hot spots on the 
refractory resulting in accelerated wear. This can be 
mitigated by the application of cooled elements such as 
plate, SafeCool® or MAXICOOL® coolers (Joubert, 
Nikolic, Bakker, & McDougall, 2016), which can be 
retrofitted to existing furnaces. Alternatively boiler tube 
offtake walls can also perform this function, as 
investigated in the current work.  
 

   
 

 
Figure 13: Combustion cross sections (top left and 
bottom left) and temperature cross sections (top right 
and bottom right) around the splash mitigation device 
for Case 1 at Pwhb = -40 Pa for boundary conditions 
representative of increased feed rates. High localised 
temperatures around sides of furnace caused by splash 
mitigation device recirculation region. 

Transient simulation of “puffing” 

In operating TSL furnaces, the intermittent emission or 
“puffing” of gases from open ports can occur rapidly 
and frequently. It is proposed that this puffing is 
strongly influenced by the bubble collapsing in the bath 
from the submerged lance gas injection. In order to 
study this assumption a transient simulation was 
created. As the bubble frequency has been demonstrated 
to be related to nitrogen flow, and not the total flow 
(Player, 1996), it is expected that the bubble expels 
mainly nitrogen. To simulate these conditions the 
nitrogen flow rate from the bath was set to fluctuate at 
+/- 100% from the nominal value in a sinusoidal nature, 
to provide a generalisation of flow variation due to 

bubble collapse. The frequency of the pulsing flow was 
set at 2 Hz based on the findings of Player (1996).  
 
The boundary conditions used for the transient 
simulation of bath gas over a one second period are 
summarised in Figure 14. The simulation was run using 
FLUENT’s default under-relaxation factors and a time 
step of 0.025 s. It can be seen that, at its peak, the 
fluctuating nitrogen component has a similar velocity 
contribution as all of the other gas species combined.  
 

 
Figure 14: Volume contribution of individual gas 
species to bath inlet flow velocity for transient 
simulation case over a 1 second time period. Nitrogen 
flow is pulsing at 2 Hz. 

 
The results for the total mass flow and mass flow of SO2 
over the feed port boundary with time for case 1 and 
Case 8 are summarised in Figure 15. SO2 is selected for 
this comparison because it is hazardous and is one of the 
primary constituents of the bath gas.  SO2 is emitted 
only when the feed port mass flow is net outwards from 
the domain (negative values). The feed port mass flow 
can be seen to have a peak when the bath gas velocity 
has a trough, indicating an inverse relationship. The 
results also indicate that there is very little difference in 
performance between the flat roof geometry with splash 
mitigation device (Case 1) and the 45° angled roof 
(Case 8), despite the significant geometrical changes to 
the offtake.  
 

 
Figure 15: Feed port mass flow for Cases 1 and 8 at 
Pwhb = -10 Pa in response to pulsing nitrogen flow. Both 
cases exhibit similar feed port mass flow and SO2 
emissions. 

Localised hot 
spots on furnace 

‘cheeks’ 
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Longer feed port 
Additional cases were created to examine the impact of 
changing the feed port geometry on SO2 emissions 
using the transient models. The results of these analyses 
are summarised in Figure 16 for Case 9 and 10, which 
are simply Case 8 and 1 with doubled feed port heights. 
The results indicate that doubling the feed port height 
reduces the SO2 emissions by an order of magnitude. 
This is because there is insufficient time for the SO2 to 
travel along the length of the feed port before the flow is 
reversed, as per Figure 17. This suggests a longer feed 
port will emit less SO2 for a given set of pressure 
pulsing conditions by acting as an increased length 
buffer zone. In existing TSL furnaces with angled roofs, 
the layout of the floor levels has resulted in feed port 
lengths that are approximately twice as long as those 
found on flat roofed furnaces, perhaps unintentionally 
conveying these benefits to those operations. Ostensibly 
the effectiveness of using a longer feed port to reduce 
puffing will depend on the magnitude of the pulses in 
the bath gas flow, which will be specific to each 
operation. 
 

 
Figure 16: Feed port mass flow for Cases 9 and 10 at 
Pwhb = -10 Pa in response to pulsing nitrogen flow. Both 
cases have 2x feed port length and display a substantial 
reduction in SO2 emissions. 
 

  
Figure 17: SO2 mass fraction volume rendering for 
Case 1 (left) and 10 (right) at t = 1.625 s displaying 
maximum outward mass flow. The longer feed chute 
exhibits lower SO2 emissions by increasing the buffer 
zone.  

Dust sulfation and oxidation locations 
The off-gas in a TSL furnace is typically laden with 
dust, which originates from entrainment of small 
particles or condensation of vapours (Swinbourne, 
Simak, & Yazawa, 2002). Managing the dust reactions 
is an important part of designing the off-gas system and 
post combustion addition. It is important to balance the 
flows between the furnace and WHB downcomer to 
prevent accretion formation in the WHB and furnace 
offtake (Herrera & Mariscal, 2013). While dust 

oxidation/sulfation reactions are occurring, the dust is 
sticky and soft (Ranki-Kilpinen, 2004), which increases 
the likelihood of accretion formation. In order to predict 
the regions of accretion formation, temperature contours 
were added to the Case 8 steady state CFD results to 
examine the regions where various sulfation reactions 
are likely to occur (Figure 18). Note that as the CFD 
model does not incorporate these additional species 
these contours are only based on the specified 
temperatures ranges. The results indicate that the 
simulated WHB would have minimal sulfation reactions 
occurring in the top of the boiler, reducing the 
likelihood of accretion formation in this area. 
 

          
Figure 18: Approximate dust sulfation reaction 
locations based on temperatures in case 8 at Pwhb = -10 
Pa.  

CONCLUSIONS 
The TSL furnace gas offtake is an important part of the 
furnace design that performs a range of essential 
functions. There is scant evidence in the public domain 
that the offtake design has been subject to previous 
rigorous analysis, despite it being the source of 
numerous issues in operating plants, and the two 
different designs used throughout industry. The present 
work has focused on the development of a CFD model 
that captures key aspects of fluid flow and heat transfer 
in different TSL furnace offtake geometries. This CFD 
model was then used to assess the impact of a range of 
design changes. This CFD model may also be used to 
investigate off-gas dynamics in existing TSL operations, 
as long as the site specific boundary conditions and 
geometry are used. 
 
The learnings from the present work regarding the 
optimisation of TSL furnace offtakes have been 
integrated into the new Novasmelt™ TSL design. An 
optimised TSL furnace offtake geometry would achieve 
the following: 
 Reduction in SO2 emissions and excessive ingress 

air from puffing. 

Zn sulfation 
temperatures 
1100-850 °C 

Pb sulfation  
temperatures 
1300-1000 °C 

Cu & Fe 
sulfation  

temperatures 
800-500 °C 
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 Reduction in damaging post-combustion reactions 
and ‘hot spots’ near the refractory sidewalls, or use 
of more robust materials such as boiler tubes. 

 Increased homogeneity of flow at inlet to WHB to 
improve heat transfer and reduce accretion 
formation. 

 Minimise velocities in offtake to reduce carryover 
of un-smelted feed. 

 Sulfation reactions located in vertical sections of 
boiler to reduce risk of sticky accretion formation 
in stagnant flow areas. 

 
The following may be concluded from the present work: 
1. The inclusion of a splash mitigation device at the 

bottom of the offtake creates a large recirculation 
zone, resulting in increased combustion at the 
furnace sidewalls, higher gas velocities in the 
offtake, reduced mixing of post combustion air, and 
less homogenous gas flow in the WHB. 

2. Flat roof offtake geometry tends to create a 
recirculation zone of air underneath the feed port. 
This can lead to increased carryover, localised 
accretion formation and thermal shock of the 
refractory in extreme cases. 

3. Angled roof offtake geometry causes ingress air 
and injected post combustion air to be entrained 
into the furnace gas bulk flow without recirculation 
and results in improved mixing.  

4. Flat panel offtake geometry using boiler tubes 
rather than bricks can be used to remove dead zones 
and reduce gas recirculation, and also results in 
lower overall temperatures in the offtake. 

5. Longer feed ports should result in less furnace 
“puffing” and significant reductions in SO2 
emissions.  
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ABSTRACT 

Due to the increasing demands on higher qualities of thin 
martensitic steel strips, a great attention needs to be paid to the 
dimension quality of the finished product within the hardening 
line. The temperature distribution within the strip during the 
process influences the flatness of the finished product. 
Therefore, a FEM model was developed based on physical 
theories. Specifically, the temperature for the section before 
martensitic transformation was predicted by using a steady state 
approach. In addition, the results of the numerical predictions 
were compared to measured temperature performed in industry 
by using infrared thermal imaging. The results showed that a 
significant temperature difference exists across the width of the 
strip. This difference was 41°C and 48°C at the position close 
to the bath interface according to the thermal imaging and 
modelling results, respectively. Furthermore, the temperature 
measurements showed that the temperature of the strip 
decreased by 245°C from the furnace temperature within the 
gas box beyond the hardening furnace. The measurements were 
performed at a position about 21mm away from the molten 
metal bath interface. Overall, the results of this study can be 
seen as initial fundamental knowledge of the modelling of the 
hardening process. Thereby, this knowledge can be used to 
modify the current hardening process as well as be used as input 
to study the stress in strip in future investigations. 

Keywords: Process industries, Hardening process, 
Martempering, Heat transfer, Numerical modelling, Strip. 
 

NOMENCLATURE 
Greek Symbols 
𝜌 Mass density, [kg/m3]. 
𝜇 Dynamic viscosity, [Pa.s]. 
𝜀 Emissivity. 
𝛾 Specific heat ratio. 
𝜎𝑏 Stefan–Boltzmann constant, [W/ (m2.K4)]. 
 
Latin Symbols 
𝑐𝑝 Heat capacity at a constant pressure, [J/ (kg.K)]. 
𝐺 Incoming radiative heat flux, [W/m2]. 
ℎ Heat transfer coefficient, [W/ (m2.K)]. 
𝐈 Identity matrix. 

𝑘 Thermal conductivity, [W/ (m.K)]. 
𝑝 Pressure, [Pa]. 
𝑇 Temperature, [K] unless otherwise stated. 
𝐮 Velocity, [m/s]. 
 
Sub/superscripts 
ᴛ Transpose matrix. 
 

INTRODUCTION 
Advanced thin martensitic stainless steel strips, are 
commonly produced by using a hardening and tempering 
line or a by using a continuous martempering process. 
The hardening stage consists of a controlled atmosphere 
hardening furnace, a martempering media where the strip 
is cooled to the temperature just above the martensitic 
transformation, and a finishing step where the strip is 
quenched to the room temperature. The purpose of the 
hardening process is to form a desired martensitic 
structure.  
For a conventional batch hardening of a component, hot 
oils up to 205°C and a molten salts in the range of 160 to 
400°C are commonly used as the martempering media 
(Webster and Laird (1991)). Furthermore, Ebner (1983) 
indicated that if a molten lead-bismuth eutectic (LBE) 
alloy is used as a martempering media and afterwards 
cooled by an air jet, considerable advantages with regards 
to the flatness can be obtained compared to when using 
quenching in oil. Later, Lochner (1994) compared 
different cooling methods such as quenching in a molten 
metal bath, hydrogen jet and oil and their effects on the 
flatness of the strip. Later, Lochner (2006) demonstrated 
the advantages of using a LBE bath as the martempering 
media when comparing it to various methods of cooling 
the LBE bath to obtain a natural convection in the media. 
In addition, the important advantages of selecting LBE as 
martempering media were summarized, especially with 
respect to improvements in the flatness and dimensional 
qualities of the strip.  
A LBE bath is used as a media in the continuous 
hardening process, where mainly: thin strips for springs, 

565



blades for the paper & printing industry- and valve steels 
are produced. A schematic view of the specific hardening 
process, before the martensitic transformation step, is 
illustrated in Figure 1. The so called gas box, is a sealing 
box in which the strip is transported from the muffle of 
the furnace into the LBE bath. The reducing hydrogen 
atmosphere of the furnace is provided from the gas inlet 
located inside the gas box.  
Despite all advantages of using LBE as a media in the 
hardening process, geometrical and flatness defects are 
still found in the produced strip. In order to investigate 
how these may form, a better comprehension of the 
process is required with a focus on the temperature 
distribution in the strip.  
Many researchers referred to the uneven temperature 
difference as one of the main reasons for the cause of 
flatness defects. Dimensional changes during case 
hardening were discussed by Thelning (1984) and he 
showed that thermal stresses; created during cooling, are 
the main causes of dimensional changes. In addition, 
Yoshida (1984) analysed the edge wave of a hot rolled 
strip after cooling. He established a numerical method to 
predict the temperature and thermal stresses in the strip. 
He showed that wavy edges can be removed by using a 
uniform transverse temperature difference. Wang et al. 
(1996) studied the deflection problems of the 
thermomechanical controlled process (TMCP) plates 
manufactured by the accelerated cooling process. 
Specifically, the correlation between the temperature 
variation resulted in thermal stresses and deflections 
were studied. Different types of flatness deflections, 
based on the non-uniform cooling in the different 
directions, were found. Also, Zhou et al. (2007) proved 
that cooling of a hot rolled strip on the run-out table 
caused an increased transverse temperature difference 
between the centre and edges of the strip. This led to an 
increased buckling tendency. In addition, Wang et al. 
(2008) showed that uneven transverse temperature 
distributions in strips are the main reason for flatness 
defects during a run-out table cooling during rolling of 
hot steel strips. Furthermore, they developed a numerical 
model to calculate the amount of thermal stresses that 
developed during the cooling period. Here, thermal 
image measurement data across the transverse direction 
at the exit of the rolling mill were used as the initial 
conditions in the finite element model (FEM) 
simulations. Furthermore, model including both thermal 
and mechanical investigations to predict the flatness of 

steel strips during the quenching after the last mill stand 
during hot strip rolling was carried out by Wang et al. 
(2012). The results by Wang et al. (2013), showed that 
uneven transverse temperature difference and 
microstructure differences were the main causes for an 
edge wave formation of steel strips during the run-out 
cooling procedure. Moreover, personal communications 
with experts in the industry (2012), has indicated that the 
quenching in the molten metal bath has an essential 
influence on the dimensional attributes of the stainless 
steel strip. 
In spite of all studies regarding the importance of the 
nature of the temperature on the steel strip quality, very 
little focus has been put on the temperature distribution 
of the strip after it leaves the hardening furnace. 
Therefore, a numerical model was developed which 
considers the heat transfer of the strip after it leaves the 
furnace and goes in to the molten metal quenching area. 
In addition, an infrared thermal imaging camera was used 
to obtain data to enable validations of the model 
predictions and to better understand the process. Thus, 
this study aims to give a better insight into the quenching 
step in the hardening process as well as to determine the 
temperature distribution pattern during the cooling of the 
strip. The results of this study will be used as a base for 
the investigation of flatness defects in real industrial 
processes.   

MODEL DESCRIPTION 
The numerical model was based on the conditions of the 
hardening process at voestalpine in Munkfors, Sweden. 
The thermal analysis model was carried out by using 
Comsol Multiphysics, COMSOL (2015). The focus of 
the modelling was to study the temperature pattern within 
the strip as well as in the gas box and the LBE quenching 
bath.  

Mathematical Formulation 

The computational model focused on predicting the 
cooling process of the stainless steel strip and with a 
specific aim to predict the temperature distribution in the 
strip. The following assumptions were used in the 
definition of the numerical model: 

I. The laminar Navier-Stokes equation combined 
with the energy balance and continuity equations were 
solved numerically for the hydrogen filled gas box 
domain, where thermal interactions between the strip and 
the hydrogen gas flow take place.  

 
Figure 1: Schematic view of the part of the hardening process which takes place before a martensitic phase transformation at 

voestalpine Precision Strip AB, Munkfors, Sweden. 
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II. A non-isothermal laminar flow was employed 
for the hydrogen flow, due to the low Reynolds number 
of around 485.  

III. The Mach number was about 0.00093. Thus, a 
weak compressibility for the flow was also considered.  

IV. Only heat transfer by conduction was considered 
for the thermal interaction between the strip and the LBE 
bath. 

V. Transient effects (time dependency) were 
neglected and a steady state solution was chosen for the 
model simulations. 

VI. The gravitational force was neglected. 
Based on these assumptions, the following governing 
equations were solved:  
 
 Continuity equation:  

∇ ∙ ( 𝜌𝐮) = 0 (1) 
 Momentum equation: 

𝜌𝐮 ∙ ∇𝐮 = −∇𝑝 + ∇ ∙ (𝜇(𝛻𝐮 + (𝛻𝐮)ᴛ) −
2

3
𝜇(∇ ∙ 𝐮)𝐈)  

(2) 

 Energy balance equation: 
𝜌𝑐𝑝𝐮 ∙ ∇𝑇 = ∇ ∙ (𝑘∇𝑇) (3) 
  

Mesh and the Geometry used in the Numerical 
Simulation 

The geometry of the numerical model was designed 
based upon the real process conditions. A heated stainless 
steel strip with a thickness of 0.2mm and a width of 
310mm enters the gas box after passing through the 
hardening furnace. The latter is filled with hydrogen to 
achieve a reducing atmosphere. Thereafter, a further 
quenching is provided by the Lead-Bismuth eutectic 
bath. A schematic view of the three-dimensional solution 

domain, for which the governing equations were solved, 
is shown in Figure 2. Furthermore, a complete list of the 
dimensions used in the mathematical model is given in 
Table 1.  

 
Figure 2: View of computational domains, Length are found 

in Table 1: (a) three-dimensional solution domains, (b) 
Stainless steel strip, (c) Gliding material 

Table 1: Geometry specifications of the model [mm]. The 
distances are defined in Figure 2. 

Strip 
(Figure 2b) 

1 2 3 4 
310.0×23.5 310.0×61.3 310.0×97.0 310.0 × 500.0 

LBE bath hi̅ fi̅ hj̅ 
805.0 300.0 645.0 

Gas box ab̅̅ ̅ bc̅̅ ̅ cd̅̅ ̅ *Rc̅ ad̅̅ ̅ ae̅̅ ̅ 
129.8 222.6 317.6 10 130.0 585.0 

Gliding 
material 

(Figure 2c) 

lm̅̅̅̅ mn̅̅ ̅̅  kn̅̅ ̅ kl̅ *Rkl̅ *Rm, Rn ko̅̅ ̅ 

15.8 49.0 25.0 59.9 195 5 450.0 
*R: radius  

The gas box and LBE bath domain correspond to the 
extrusion of the surfaces of a − d and f − i by the length 
of ae̅̅ ̅ and hj̅ in the y-direction respectively. The thickness 
of the gas box walls is10mm. The gliding material 
defines the extrusion of k − n by the dimension of  ko̅̅ ̅ in 

Table 2: Boundary conditions used in the model 
Surface(s) Boundary conditions  Expressions 
Inner side of the ceiling of the gas box  No - slip  𝒖 = 0 

Segments 1-3 of the strip  
(Figure 2b)  Moving wall 

𝒖𝒖,𝒅 = 𝒖𝑺𝒕𝒓𝒊𝒑 (<0.17 m/s) 
𝑢, 𝑑 ∶ 𝑢𝑝, 𝑑𝑜𝑤𝑛            

Gas inlet, surface A  
(Figure 2a) 

 Velocity inlet 
 A Quantified temperature was 

assumed due to the measured 
value of the walls of the gas inlet 

3.3 𝑁𝑚3 ℎ⁄   
(𝑢 = 1.18 𝑚 𝑠⁄  𝑓𝑜𝑟 𝑓𝑙𝑜𝑤 𝑎𝑡 200℃)   
𝑇A = 200°𝐶 

Surface B and its connected surfaces  
(Figure 2a)  A furnace temperature 𝑇 = 1000°𝐶 

Surface B 
(Figure 2a) 

 Pressure outlet 
(backflow is allowed) 𝑃0 = 𝑃𝐹𝑢𝑟𝑛𝑎𝑐𝑒 

Outside of the ceiling of the gas box  Convective heat flux to air 
(assumed ℎ) 

−𝑘∇𝑇 = ℎ. (𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 − 𝑇) 
 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 = 20°𝐶 ,  ℎ = 0.5 𝑊 𝑚2𝐾⁄  

Inner side of the ceiling of the gas box, 
Surface B (Figure 2a), top surface of 
segments 1, 2 (Figure 2b), both sides of 
segment 3 (Figure 2b) of the strip, the 
surface of the LBE bath in the gas box 

 Surface to Surface radiation 
−𝑘∇𝑇 = 𝜀. (𝐺 − 𝜎𝑇4) 
COMSOL (2015) 
 

Bottom surface of the bath  Setpoint temperature 𝑇𝑏𝑎𝑡ℎ = 300°𝐶 

Top surface of the bath, outside of the 
gas box 

 Convective heat flux to air 
(Low value of ℎ was assumed 
due to the surface oxidation) 

−𝑘∇𝑇 = ℎ. (𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 − 𝑇)   
𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 = 20°𝐶 ,   ℎ = 0.1 𝑊 𝑚2𝐾⁄  
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a mentioned direction as well. The stainless steel strip is 
shown by the four transverse segments 1 − 4 to simplify 
the adjustment of the boundary conditions, so that they 
are similar to the industrial process. In addition, the strip 
was assumed to be a shell due to its thickness. The 
required hydrogen flow for the hardening furnace is 
provided from surface A in the gas box (dA = 40mm) 
and where surface B (Area = 31780mm2) is specified as 
an outlet. 
According to the complexity of the model, various grid 
sizes were tested in the model simulations. Specifically 
the numerical modelling was carried out with three 
different numbers of elements, i.e. 82310, 289517 and 
525884. This was done to improve the calculation time 
and to achieve mesh-independent results. These meshes 
contain various amount of grids in the shape of 
tetrahedral, pyramid, prism, triangular, edge and vertex 
elements. 

Method of solution and boundary conditions  
The temperature calculation was based on the 
consideration of the following statements  

I. A heat conduction in the strip. 
II. A convective heat transfer within the gas box, 

i.e. a heat convection between the strip – fluid, fluid – 
walls of the gas box and the wall of the gas box – the 
surroundings. 

III. A heat radiation, (surface to surface radiation) 
in the gas box between the surface of the strip, the inner 
side of the ceiling, and the surface of the LBE bath. 
IV. A conduction of heat transfer between the strip 

and the liquid bath.  
The boundary conditions and the initial values used for 
the numerical model are shown in Table 2, which 
contains some process-defined values as well as some 
assumed values. The labels from Figure 2 are used for a 
clarification of the given values.  

Physical parameters used in the model 
A chromium stainless steel, uddeholmstrip SS716, was 
the main target of this study. Its physical parameters used 
in the model are based on the data sheets of the nearest 
equivalent steel grade, EN 1.4034 or AISI 420 (Spittel 
and Spittel (2009)). Also, the physical parameters of the 
LBE used in the model were based on data from the 
literature (OECD (2007)) as well as from data from the 
production of strips. The physical parameters which 
typically vary with the temperature have an essential 
influence on the results of the numerical model. Table 3 
shows linear relationship of the physical parameters as 
well as a summary of the material physical parameters for 
each domain, which are being used in the model. Surface 
emissivity values of 0.5 and 0.4 were assumed for those 
parts of the strip that contain higher and lower 
temperatures, i.e. segments 1 and 2 in Figure 2b, 
respectively. These values were taken from the literature 
(Wen (2010)), where it was shown that the value of the 
surface emissivity increased with an increased 
temperature for an AISI 420 alloy. In addition, these high 
emisivities were chosen due to the bright surface of the 
strip resulting from the reducing atmosphere of the 
furnace. Also, accurate values of the physical properties 
for hydrogen were taken from NIST (National Institute 
of Standard and Technology), which extracted their data 

from Kunz et al. (2007), Leachman et al. (2009) and 
McCarty et al. (1981). A regression of the data was made 
and it is shown for the physical parameters of the 
hydrogen and the thermal conductivity of gliding 
material and strip. 

Table 3: Physical properties of materials used in the model 
    Symbol Value(s) 

Strip k 10−7 ∙ 𝑇2 + 0.0024 ∙ 𝑇 + 24.817 
ε 0.5 , 0.4 

Wall of the 
gas box 
 

k 44.5 
ρ 7850 
𝐶𝑝 475 
ε 0.4 , 0.6 

Hydrogen 

k 0.0014 ∙ 𝑇0.8501 
ρ 24.507/T 
𝐶𝑝 5.96 ∙ 10−11 ∙ 𝑇5 − 2.05 ∙ 10−7 ∙ 𝑇4 +

2.76 ∙ 10−4 ∙ 𝑇3 − 0.18 ∙ 𝑇2 + 56.8 ∙
𝑇 + 7500  

µ 2 ∙ 10−7 ∙ 𝑇0.6801 
γ 1.40 

LBE 

k 3.61 + 1.517 ∙ 10−2 ∙ 𝑇 − 1.741
∙ 10−6 ∙ 𝑇2 

ρ 11096 − 1.3236 ∙ 𝑇 
𝐶𝑝 159 − 2.72 ∙ 10−2 ∙ 𝑇 + 7.12

∙ 10−6 ∙ 𝑇2 
 ε 0.35 

Gliding 
material  

k 10−7 ∙ 𝑇2 + 7 ∙ 10−6 ∙ 𝑇 + 0.0253 
ρ 350 
𝐶𝑝 1050 

 
In this study, the wall of the gas box and the gliding 
material were estimated to be equivalent to those of an 
AISI 4340 alloy and for a typical high temperature board 
used in this application, respectively. In addition, a 
surface emissivity of 0.35 was introduced for a bright 
surface of molten lead according Trinks et al. (2007). 
Therefore, this value was assumed for the surface 
emissivity of the molten metal bath. According to a study 
by Wen (2010), the surface emissivity of steel varies 
between 0.4 to 0.7, based on the type of steel and the 
temperature. In this study, a surface emissivity of 0.6 was 
assumed for the surface which was defined as an outlet 
or interface of the gas box and the furnace that, which 
implies an incoming radiated heat from the furnace. This 
assumed value is based on the fact that the steel muffle is 
located inside the furnace, where the strip is hardened. 
For the inner side of the ceiling with a lower temperature, 
a value of 0.4 was assumed for the surface emissivity.  

TEMPERATURE MEASUREMENT IN THE 
HARDENING PROCESS  
Real process temperature measurements were performed 
by using a DIAS Infrared thermal imaging camera in 
order to investigate the accuracy of the finite element 
model and to achieve a better insight about the 
temperature distribution across the strip. Measurements 
were carried out in the temperature range of 300 to 
1200°C and using 320×256 pixels. The temperature 
measurements were performed when the process reached 
its steady state situation in order to gain consistent 
results. Also, the measurements were carried out on the 
segment of the strip, just before it entered the LBE bath. 
This was due to the limited accessibility at the gas box 
and the installation limitations of the camera such as its 
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working temperature. The schematic view of the 
temporary setup of the process for the measurement is 
shown by Figure 3. A surface emissivity of 0.4 was set 
for the camera, which is the same value as was used for 
the initial condition of the strip in the numerical model 
within this area. 

 
Figure 3: Schematic view of the temporary setup used in the 
temperature measurement in the industrial hardening process. 

RESULTS  

Model verification  

Three numbers of mesh elements were applied into the 
FEM model in order to study if mesh-independent results 
as well as an improved convergence time could be 
obtained. Also, the temperature distribution across a line 
in a y-direction (strip’s width) with different meshes was 
investigated and the results are illustrated in Figure 4.  

 
Figure 4: The influence of mesh size on the temperature 

predictions across the width of strip. 

This comparison was done for a line located 63mm 
before the interface of strip and the bath. The results show 
that the maximum temperature deviation of the model, 
meshed with 82310 elements in comparison with the 
model meshed with 525884 elements is around 1.4%. 
Furthermore, that this difference decreased to 0.3% when 
a model with 289517 elements was compared to one with 
525884 elements. In addition, the solution time is about 
3 times larger when using 525884 elements in 
comparison to when using 289517 elements. Therefore, 
the numerical model containing 289517 elements was 
chosen as the optimum grid for the remaining 
investigations presented in the current study. 

Results of the Computational model 
The quenching of a thin stainless steel strip within the 
hardening line was modelled. In addition, a thermal 
analysis was performed for the strip in the gas box. 

Furthermore, the cooling process of the strip within the 
LBE bath was considered in the model. The hydrogen 
flow pattern resulting from the computational model of 
the laminar flow together with its temperature is 
illustrated in Figure 5. 

 
Figure 5: Hydrogen flow pattern and its temperature 

variation[°C]. 

As can be seen in this figure, the strip faces a colder flow 
at the area closest to the inlet. Furthermore, due to a 
mixture of the fluid and the heat from the strip, a warmer 
flow is available for the other segments of the strip before 
its entry to the quenching bath. 
The prediction of the temperature pattern for the stainless 
steel strip was one of the main aims of this project. The 
temperature distribution within the strip after cooling, 
caused by the laminar flow and the quenching bath, is 
shown by Figure 6. The temperature at the exit of the 
hardening furnace is about 1000°C. However, as it can be 
seen, this value decreases to about 630°C after cooling by 
the cold hydrogen flow in the gas box. Also, the 
temperature drop is more significant on the strip side 
located nearest to the flow inlet compared to other parts 
of the strip. A non-uniform temperature distribution 
within the strip remains visible, especially across its 
transverse direction in the gas box. Therefore, a uniform 
temperature pattern is gradually becoming visible after a 
quenching of the strip by the liquid metal bath.  
Figure 7 illustrates the temperature difference across the 
two edges and the centre of the strip. It can be seen that 
the strip temperature decreases dramatically from 
1000°C to about 630°C before quenching by the molten 
metal, which occurs at a length of 175mm from the exit 
of the furnace. 
At the position between 50-150mm, it can be seen that 
the strip at the opposite side of the gas inlet is subjected 
to less cooling than at the side close to the cold hydrogen 
gas inflow. Due to this result, the temperature of the strip 
decreases dramatically to a value of about 681°C. Also, 
significant transverse temperature difference between the 
two edges at the introductory part of cooling can be 
observed explicitly. Specifically, it can be up to about 
73°C at the longitudinal position of 93mm. In addition, 
the centre part of the strip is exposed to the cold flow as 
well. Therefore, the far edges shows a maximum value of 
the temperature at the initial part of the cooling zone. 
At the area between 150-175mm, the centre part shows a 
higher temperature value of in comparison to at the edges 
of the strip. This is caused by the mixture of the gas with 
the incoming heat from the furnace and the heat from the 
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strip as well as by the three way heat convection at the 
edges. Therefore, a lower transverse temperature 
difference can be seen in the further cooling part of the 
strip. However, as shown in Figure 6, the strip at the area 
far from the inlet has its warmest area before the 
quenching by the bath. Also, a non-symmetrical 
temperature difference is present in the strip.  

 
Figure 7: Temperature trajectories across the two edges and at 

the centre of the strip. 

Measured temperatures versus model 
predictions 

A direct comparison of the real process temperature 
measurement and the predicted result is shown in Figure 
8. Figure 8a shows the predicted temperature results from 
the model at the area where the real process temperature 
measurements had been carried out. Moreover, a result of 
the measured temperature done by the infrared thermal 
imaging camera is shown in Figure 8b.  GS stands for the 
gas inlet side at which the inflow of gas is located in the 
gas box and OS defines the Operator side. Two straight 
lines named I-I and II-II were used for the validation of 
the numerical model across the transverse and along the 
longitudinal direction respectively. According to the 
thermal image analysis, the strip is slightly buckled at the 
entry of the quenching by the LBE bath. As shown in 
Figure 8, the same tendency of the transverse temperature 
distribution can be seen in both the measured and 
predicted results. It has been shown that the area located 
furthest from the gas inlet had the highest temperature in 
comparison to the other positions. 

 
Figure 6: Temperature pattern within the strip [°C]. 

 

 
Figure 8: Temperature results (a) Predicted result from the 

numerical model, (b) A result from the measurements using the 
infrared thermal imaging camera to measure the temperature 

distribution on the strip  

 
Figure 9: Comparison between the result of the predicted and 

measured temperatures across the width of strip, where line I-I is 
defined in Figure 8. 
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A Comparison of the numerical calculation results and 
measured temperature distribution across the strips’ 
transverse direction, line I-I in Figure 8, is shown in 
Figure 9. This comparison was done at a position about 
63mm from the bath interface. However, it was quite 
complicated to define the same line for the thermal image 
analysis and the model. In addition, a ±2% of measured 
value was considered as the measurement uncertainty of 
the camera, based on the information given by the 
manufacturer (DIAS). This uncertainty is shown as an 
error bar in the diagram. The deviation between the 
calculated results and the real process data for the 
maximum temperature is 2.9%. However, the deviation 
for the minimum temperature is 0.6%. Also a significant 
transverse temperature difference is visible across the 
strips width. Specifically, this value was 107°C and 88°C 
for the measured temperatures and the model predictions, 
respectively. At the centre of the strip, the deviation 
between the predicted temperature and the measured 
value is 5.5%. Furthermore, a cooling at the edges can be 
seen from the predictions and measured results.  

The temperature distribution along the strip’s 
longitudinal direction, line II-II in Figure 8, is shown in 
Figure 10.  

 
Figure 10: Temperature distribution along the strip’s 

longitudinal direction, where line II-II is defined in Figure 8. 

The length of the assumed line is about 76mm and it ends 
at a position about 21mm away from the bath interface. 
A definition of the exact line with the same position in 
the model and the thermal image can be identified as the 
limitation in this specific comparison. The same 
relationship for the temperature distribution is also found 
between the model predictions and the measured camera 
values. Also, the temperatures within the assumed line 
decrease by about 41°C and 73°C according to the 
temperature measurement and the model prediction, 
respectively. This result indicates that a cooling of the 
strips occur as it passes the gas box. By using a thermal 
image analysis and model predictions, it can be seen that 
the temperature of the strip dropped significantly within 
the gas box before a further quenching by the liquid metal 
bath took place. Specifically, the temperature of the strip 
decreased from 1000°C and the furnace temperature to 
about 755°C and 690°C, according to the thermal 
analysis and the model results, respectively.  

DISCUSSION  

The object of this research was to study the quenching 
process of a thin stainless steel strip within the hardening 
line. Numerical simulations and empirical temperature 
measurements by using infrared thermal imaging were 
performed. The precision of the temperature distribution 
is an essential parameter to know in order to achieve an 
accurate comparison between the results of the model 

predictions and the measured temperatures. In addition, 
accurate temperature measurements can assist in future 
investigations of thermal stresses analyses of strips. For 
instance, Wang et al. (2008) used measured data from the 
real process as its initial condition parameters for residual 
stress calculations in steel strips.  
According to the results achieved by the numerical model 
in Figure 6 and Figure 7, the temperature of the strip 
drops significantly within the gas box. This is due to the 
existence of a hydrogen flow. The gas inflow in the box 
was preliminary designed to provide a reducing 
atmosphere in the hardening furnace. However, a high 
cooling effect on the stainless steel strip was also 
observed. Also, a stronger cooling effect has been seen at 
the area near to the cold gas flow inlet compared to the 
other parts of the furnace. This resulted in a 
distinguishable non-uniform temperature distribution 
within the strip, especially across its transverse direction. 
Regarding the various cooling conditions of the strip, a 
drop of the temperature at the edges is not avoidable. This 
phenomenon was also shown by Suebsomran and Butdee 
(2013) and Wang et al. (2008) in the cooling process 
modelling of strip steel on a run-out table in a hot rolling 
process, where the strip was quenched by an external 
fluid. 
The trajectories of the temperature measured empirically 
and a comparison with the results of the numerical 
predictions are shown in Figure 9 and Figure 10. From 
this comparison, it can be seen that the warmest area of 
the strip is located at the area away from the gas inlet. 
Moreover, a significant transverse temperature difference 
(y-direction) can clearly be observed. The variation of the 
temperature values between the measured and the model 
data can be due to the limitations of each approach and 
due to an error in the comparison method.  
A location of an assumed line for the investigation of 
temperature pattern within the prediction model and the 
thermal image analysis was performed as good as 
possible, but it was not perfect. Therefore, it may be 
difficult to consider precise values of the temperature, as 
a main target of a comparison. This limitation can also be 
called a potential error in the comparison of the results.     
Various parameters can influence the results of the 
thermal image results. To obtain a precise value of the 
measured temperature in the closed gas box is an 
enormously hard task to achieve. As described in the 
literature by Minkina and Dudzik (2009), errors in an IR 
cameras’ temperature measurement can be classified into 
the following reasons: errors of method, calibration 
errors, and electronic path errors. Many parameters cause 
errors in the method, which in turn cause a deviation from 
the actual value of the measured temperature. The 
following reasons can result in an error of the measuring 
method; i) an incorrect value of the emissivity of the 
object, ii) an influence of the ambient radiation which 
arrives to the detector of the camera directly or that is 
reflected by the surface of the object, and iii) the 
atmospheric temperature. Therefore, the definition of the 
surface emissivity value has an essential influence on the 
measurements. The object emissivity depends on the 
temperature of the material, the state of the surface, and 
the direction of observations (Minkina and Dudzik 
(2009)).  
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One of the main primary settings for the thermal imaging 
camera surface is the surface emissivity of the object. 
Furthermore, this parameter changes by the temperature 
of the strip (Wen (2010)). The real process temperature 
measurements showed that there is about a 4% 
temperature difference between the values resulting from 
surface emissivity values of 0.3 and 0.4. Therefore, the 
setting of a reliable surface emissivity for the whole 
object area is a quite hard task to perform, since colder 
areas are located near the edges. In addition, the curved 
shape of the strip in the LBE bath contact surface imply 
a buckling of the strip in the gas box. This incident 
influences the measured temperature of the strip on the 
top surface and the edges as well by means of changes in 
the state of the surface.  
According to the lens variant of the IR-camera, the 
camera should be installed at the specific height to obtain 
accurate measurements. This height is defined based on 
the HFOV and VFOV, namely the Horizontal Field Of 
View and Vertical Field Of View, respectively. An 
implied buckled strip at the area before quenching by the 
bath, affects these two parameters by changing the height 
of the camera and the angle of the imaging to the strip. 
Consequently, this phenomenon causes errors in 
temperature measurements as well as reflections. This 
means that the mentioned uncertainty percentage of the 
measurements and errors caused by a variation of the 
surface emissivity can be increased.  
The calibration error of the camera is ±2% of the 
measured value according to the manufacturer (DIAS). 
This parameter is considered as the accuracy when 
operating the camera under specified laboratory 
conditions for a black body radiator and for an ambient 
temperature of 25°C (DIAS). In practical measurements, 
this uncertainty may be significantly higher (Minkina and 
Dudzik (2009).  
The errors in the electronic path of camera are below ±1 
% for the ambient temperature. For non-contact 
temperature measurements by infrared cameras, errors in 
the method are generally the main source of uncertainty, 
which even can reach values of up to several percent 
(Minkina and Dudzik (2009)).   
Therefore, these limitations can explain the differences 
between the measured data and calculated values in 
Figure 9. Therefore, by neglecting the temperature values 
at the edges (20mm from each side), the maximum value 
of the temperature for the measured data and the 
calculated result are 784°C and 761°C, respectively. 
However, there is about a 62mm difference between their 
locations. Moreover, the minimum values were 743°C 
and 713°C. The transverse temperature difference (y-
direction), between the maximum and minimum values, 
at the assumed line in the thermal imaging process is 
about 41°C. However, this value is increased to 48°C in 
the numerical predictions. These values stand for a 
correct conformity between the measured temperatures 
and the numerical results.  
Limitations in the model should always be considered in 
the comparison of the results with the measured 
temperatures. The current complex heat transfer model 
contains many boundary conditions based on the real 
process. Also, many material parameters also vary with 
the temperature. Physical parameters, used in the model, 
were chosen to be as accurate as possible. However, it is 

still an enormous struggle to find a precise value and a 
temperature correlation for all the parameters of the 
different domains. In addition, fluid flow investigations 
were performed for a hydrogen flow in the gas box and 
the conduction was the only physics which was 
considered for the metal quenching bath. Therefore, due 
to the complexity of the model, the movement of the strip 
in the LBE bath were not considered. Moreover, to 
quantify the difference in the measured temperature and 
the model results in Figure 10, further investigations 
focusing on the heat convection in the bath are necessary. 

CONCLUSIONS 
In this study, a thermal analysis numerical model was 
established and thereafter utilized to investigate the 
temperature distribution within the molten metal 
quenching step of a hardening process. Predicted 
temperatures of the strip were compared to real process 
thermal measurements using an infrared camera thermal 
imaging technique. The conclusions of this study may be 
summarized as follows: 

1. The computational model results gave a better 
insight into the hardening process and a description of 
the temperature distribution within the quenching step 
in various domains. A hydrogen flow pattern within 
the gas box was revealed, which contributes to a better 
understanding of the temperature distribution on the 
strip.  
2. An infrared thermal imaging used in this study 
exposed the temperature difference on the strip just 
before quenching. In addition, a buckled surface of the 
strip was revealed by these measurements. 
3. The surface emissivity had the strongest 
influence on the results as the initial parameter for the 
temperature measurement analysis. There was a 4% 
temperature variation between the results from surface 
emissivity values of 0.3 and 0.4. Therefore, a 
calibration of the camera by using different surface 
emissivity values is suggested in future studies. 
4. It has been proven that the strip faced a stronger 
cooling effect at the area close to the gas inlet, which 
resulted in a significant transverse temperature. Based 
on the literature data, extreme temperature difference 
across the transverse direction can be the source of 
flatness defects found within the strip. 
5. By neglecting the temperature values at the 
edges (20mm from each side), the transverse 
temperature differences (y-direction) are about 41°C 
and 48°C in the real process measurements and the 
numerical predictions, respectively. Also, the 
mathematical model showed the same tendency for the 
temperature distribution within the strip in comparison 
to the thermal image analysis results. Therefore, the 
numerical model is deemed to be valid to be used for 
predictions of temperature distributions in strips. 
6. The temperature of the strip, decreases 
dramatically within the gas box, between the exit of 
the hardening furnace and the entry of the quenching 
bath. The temperature of the strip, at 21mm from the 
bath interface, after the furnace decreased from 
1000°C to about 755°C and 690°C according to the 
thermal analysis and the model results, respectively. It 
can be concluded that the hydrogen gas flow has a 
significant cooling effect on the strip, even though it 
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was preliminary designed to provide a reducing 
atmosphere in the hardening furnace. Therefore, a 
change of the gas inlet location might reduce 
temperature difference across the width of the strip.  
7. This study can be used as a fundamental 
knowledge base for further investigations regarding 
the thermal stresses caused from non-uniform 
transverse temperature difference in the quenching 
step of the hardening process. This, in turn, will help 
to reduce the flatness problems in industrial hardening 
processes. 
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ABSTRACT 

Slag viscosity is an important property in daily process 
practice, as well as for modelling flows in metallurgical 
processes accurately. Measuring slag viscosities is a 
challenging task, and usually requires a specific high-
temperature furnace set-up, which needs to be gas tight 
and still allow for e.g. torque measurements on a well-
aligned rotating viscometer spindle. The inclined plane 
technique is an alternative, requiring little time and no 
complex instruments. A slag sample, heated in a 
crucible or from an industrial furnace, is poured onto an 
inclined steel plate, and runs down while solidifying, to 
form a ribbon of a certain length. The ribbon length has 
been experimentally proven to be correlated rather 
accurately to the high temperature viscosity. However, 
as the viscosity increases sharply during cooling, the 
ribbon length should also depend on the temperature 
dependence of the viscosity. To study these effects, a 
CFD model has been built in this project. This model 
also allows to understand the effect of slag weight, steel 
plate thickness, temperature, and inclination, which 
could influence the results. The model is based on a 
VOF description for the slag surface and uses accurate 
heat capacity and viscosity functions based on 
thermodynamic calculations. This approach allows to 
increase the reliability of the fast slag viscosity 
measurement. 

Keywords: CFD, metallurgy, viscosity, slag 

NOMENCLATURE. 

Greek Symbols 
  Angle of inclined plane, [°] or Volume fraction, [-]. 
 Diffusion coefficient, [m²/s].  
 Viscosity, [Pa s] or [Poise]. 
  Mass density, [kg/m3]. 
 A conserved scalar 
 
Latin Symbols 
A Parameter of Wayman-Frenkel relationship, 
[Pa.s/K]. 
B Parameter of Wayman-Frenkel relationship, [K]. 
cp   Heat capacity, [J/kg.K] 
L Ribbon length, [m].  
ṁpq Mass transfer from phase p to phase q, [kg/m³]. 
n Number of phases, [-]. 
Sϕ A source term of conserved scalar ϕ 

T Temperature, [K] or [°C]. 
v Velocity, [m/s]. 
X Molecular fraction, [-]. 
 
Sub/superscripts 
p Phase p. 
q Phase q. 
 

INTRODUCTION 

Within the metal producing industry, slag control is 
often instrumental for the efficiency of the production. 
Controlling the slag composition is key to have a good 
metal yield in any smelting or refining activity (Reis, 
2014). Next to composition, which defines the chemical 
equilibria of reactions, also the physical property 
viscosity has a direct impact on the production process. 
To remove a slag from the furnace, it is commonly 
tapped as a liquid. This procedure requires a slag with a 
low viscosity, allowing it to flow. A low viscosity has 
the additional advantage that the metal-slag reactions 
will encounter less kinetic difficulties, e.g. due to better 
mixing. However, a low viscosity slag with a high 
reactivity towards the furnace lining could accelerate 
the refractory wear (Chen, 2016). Viscosity is thus a 
very important, although hard to measure, property of 
the slag. This research project explores the possibilities 
of an experimental measurement called the inclined 
plane technique. The measurement is tested in a lab 
environment and is modelled by CFD, which allows for 
a sensitivity analysis. It is clear that when this technique 
is installed in an industrial environment, some initial 
validation is needed. From this study with both CFD 
and experiments, a first indication of the most 
influential parameters is obtained. 

MODEL DESCRIPTION 

Inclined plane technique 

The inclined plane technique is a relatively simple and 
robust set-up. This gives the opportunity to use the 
measurement both in industrial as well as in lab 
environments. In this method, a certain amount of a slag 
is placed in a graphite or platinum crucible and heated 
to a temperature above the melting temperature. 
Industrially, it can be taken directly from the furnace or 
from the slag stream during tapping. The molten slag is 
then quickly poured onto a V-shaped stainless steel 
plate, set at a certain inclination (the inclined plane). 
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The slag flows down the inclined plane until it solidifies 
and forms a slag ribbon. The experimental set-up used 
by Dey and Riaz (2012) is shown in Figure 1. The 
length of the slag ribbon (L) has been found to be a 
exponentially related to the viscosity (ƞ) (Dey, 2012; 
Mills, 1997). To estimate the slag viscosity by the 
Inclined Plane Method, a (L, ƞ) curve must be 
constructed first. The (L, ƞ) curve can be constructed 
experimentally by measuring the ribbon length of slags 
with known viscosities. Subsequently, when the (L, ƞ) 
curve is available, a slag sample with unknown 
viscosity is poured and then its ribbon length is 
measured. With the measured ribbon length and the 
available (L, ƞ) curve, the viscosity of the studied slag 
can be estimated. This gives a quantitative technique to 
evaluate the flow properties of slag. 
 

 
Figure 1: Schematic representation of set-up for the 
inclined plane technique (After Dey, 2012) 

The experimental technique was evaluated and proven 
to be a fast technique with a good repeatability of the 
results. In this experimental phase, the angle of the set-
up, the amount of material and initial temperature were 
considered as parameters, as shown in Table 1. 
Complementing this, the aim of the CFD calculations is 
to evaluate the robustness of the technique towards the 
experimental parameters, and towards parameters which 
are harder to vary experimentally, such as the thickness 
of the inclined plate, the temperature dependence of the 
viscosity and the initial temperature of this plate. 

Table 1: Experimental parameters 

Series T(°C) Inclination  Mass of slag Composition 
1 1300 12.5° 15g 1-6 
2 1350 12.5° 15g 1-6 
3 1400 12.5° 15g 1-6 
4 1300 25° 15g 1-3 
5 1300 12.5° 30g 1-3 

Viscosity model 
In literature, several models are described for the 
viscosity of a slag as a function of composition and 
temperature. In general, slags are formed by a solution 
of oxides and silicates. For the sake of viscosity, 
generally three types of oxides, namely acidic oxides, 
basic oxides and amphoteric oxides, are considered 
(Slag Atlas, 1995). 
 

 
Figure 2: Picture of the experimental set-up 

Acidic oxides such as SiO2, P2O5, B2O3 possess stiff, 
highly covalent metal-oxygen bonds. SiO2 forms 
tetrahedral anionic molecules of SiO4

4− (silicate) which 
polymerize with each other to form more complicated 
polymer structures and even 3D networks, leading to 
high viscosities (Slag Atlas, 1995 and Kekkonen, 2012). 
With addition of basic oxides such as CaO, Na2O, MgO 
with ionic metal-oxygen bonds, which do not require 
defined bond angles, the network breaks down, and 
consequently the viscosity of the slag decreases. The 
magnitude of the network-breaking effect depends 
strongly on the components and their proportions 
present in the slag. Amphoteric oxides, such as Al2O3, 
Fe2O3, may act either as a network former or a breaker, 
depending on the composition of the slag (Kekkonen, 
2012). 
 
The temperature dependence of slag viscosity is mostly 
expressed in the form of the Wayman-Frenkel 
relationship (Equation 1) in which A and B are viscosity 
parameters and T is the temperature in K. 
 
Wayman-Frenkel relationship 

)exp(
T
BAT  (1) 

CFD model specifications 

Geometry and mesh of 2D model 
The flow of the liquid slag in a V-shaped gutter is 
simplified to a 2D geometry to decrease the calculation 
time. The third dimension is modelled as a symmetry 
plane which corresponds with an infinite long plate over 
which a wave of liquid slag flows. Clearly, this has 
consequences for the cooling of the slag which will be 
discussed further when comparing the 2D to 3D 
situation. For now, the aim is to verify the influence of 
some parameters on the length of the formed ribbon 
which can qualitatively be understood from the 2D case. 
The mesh contains 30668 quad elements. A small cell 
size of  2.5*10-7 m² and 2nd order upwind schemes are 
used to capture the strong temperature and viscosity 
gradients present. The steel plate is meshed as well to 
capture the heat transfer in the solid domain. The mesh 
dependency of the ribbon length is illustrated in Table 2. 
A variation of -6% in the final ribbon length is 
significant and indicates that mesh effects are present. 
However, these deviations are within the experimental 
error margin. 
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Table 2: Validation of mesh dependency 

Series Mesh elements [-] Final ribbon length [m] 
1 13137 0,1577 
2 30668 0,1547 
3 54627 0,1449 

Governing equations 
Modelling the inclined plane technique is a multiphase 
problem with steep viscosity and temperature gradients. 
By using the volume of fluid (VOF) approach only one 
set of continuity equations must be solved for each 
iteration (Ansys, 2017). In its most general form the 
conservation of a scalar can be written as in Equation 2 
(Ferziger, 2002 and Versteeg, 2007). 
 
General transport equation 




 Sgraddivdiv
t

 )()( v  (2) 

  
with v the velocity vector, S the source term of 
conserved parameter  and Г the diffusion coefficient.   
The conserved variable  can be taken equal to 1, equal 
to the velocity in x, y, z direction or equal to the 
temperature. The conservation equations of mass, x-
momentum, y-momentum, z-momentum or energy will 
be found respectively (Versteeg, 2007). Equation 3 
gives as an example the continuity equation for mass 
conservation. 
  
Continuity equation 

0))1(()(  


 Sgraddivdiv
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v  (3) 

  
Additionally, in the Eulerian VOF description the 
interface is tracked by solving an additional continuity 
equation of the volume fraction for one or more phases 
(Ansys, 2017). The continuity equation for phase q in a 
simulation with n phases is given in Equation 4 (Ansys, 
2017). 
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with ṁpq being the mass transfer from phase p to phase 
q. The interface is reconstructed from the volume 
fractions. For this model the Compressive Interface 
Capturing Scheme for Arbitrary Meshes (CISCAM) is 
used due to its ability to cope with large differences in 
viscosity (Ansys, 2017). 

Material properties and boundary conditions 

The material properties used in the CFD model are 
given in Table 3 (Ansys, 2017 and Bale et al., 2016 and 
Slag Atlas, 1995). The slag properties correspond to the 
reference slag M1 of Dey and Riaz (2012). 
 
 

Table 3: Material properties used for modelling 

Property Air Slag Steel 
cp [J/kgK] 1006 1273  502 
 [kg/m³] 1.225 2580  8030 
 [W/mK] 0.024 0.8  16.3 
 [N/m] - 0.4 (with air) - 
 [Pa.s] 1.78*10-5 UDF (see 

below) 
- 

 
The viscosity of the slag phase is implemented in Fluent 
18.0 using a user defined function (UDF). The 
temperature dependence of the viscosity is calculated 
with the Riboud model. This model gives the 
coefficients of the Wayman-Frenkel relation based on 
the composition for the slag (Slag Atlas, 1995). These 
estimated coefficients are then used in the UDF to 
calculate the viscosity in each cell depending on the cell 
temperature. The viscosity calculated by the UDF is 
limited to 1000 Pa.s. This limitation is necessary to 
avoid the extreme gradients for lower temperatures. 
Without this limitation, the viscosities predicted by the 
Wayman-Frenkel equation cause the solver to diverge.  
This behaviour is observed for both the 2D and 3D 
situation. A limit of 1000 Pa.s is not expected to have an 
influence on the end result as the achieved solution 
displays no further movement of the slag. 
 
The outer walls of the solid domain (steel plate) are 
modelled by a convection wall with a heat transfer 
coefficient of 15 W/(m2

.K) and a free stream 
temperature of 21 °C. The outer walls of the fluid 
domain are set to a fixed temperature of 21 °C. In the 
contact area between liquid and solid, the temperatures 
are coupled. “No slip” boundaries are used on all 
boundaries of the fluid domain.  
 
The initial parameters of the base case are given in 
Table 4. The inclination is implemented by the 
orientation of the gravity. This allows the inclination to 
be changed more easily because the world reference and 
mesh can remain the same. The initial slag area 
corresponds to a cross section of the 3D case with 15g 
of slag.  

Table 4: Initial conditions of base case 

Inclination 12.5° 
Initial temperature of steel 
plate 

21°C 

Initial temperature of air 21°C 
Initial temperature of slag 1300°C 
Initial area of slag 48.1*10-6 m² 
Time step 0.0005s (except first 1000 

iterations where it is 
0.0001s) 

 
In the experiments, the slag solidifies when it runs down 
the plate. In the simulations, the slag is said to be 
solidified when the slag ribbon length remains constant 
for at least one second.  
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RESULTS 

Inclined plane technique test results 

It is expected that the temperature of the liquid slag has 
a direct influence on the slag viscosity following the 
Wayman-Frenkel relation. In the experiments, it is 
indeed seen that a higher initial temperature results in a 
longer ribbon length (Figure 3). The compositions in 
Figure 3 correspond to earlier work by Dey and Riaz 
(2012). For all tested compositions, the influence of 
temperature seems to have an equal effect. From Figure 
4, it is learned that the initial temperature has no 
influence on the relation between ribbon length and the 
viscosity, indicating that temperature information is not 
necessary to measure the viscosity with this technique. 
This means, the technique can be used to measure the 
viscosity at any experimental temperature, without 
knowing the temperature. 
 

 
Figure 3: Increasing the initial temperature results 
in a larger ribbon length, corresponding to the 
viscosity dependence on temperature and 
composition  

 
Figure 4: Ribbon length displays a linear relation 
with the logarithm of the viscosity over different 
initial temperatures 

The second slag-related parameter for this test is the 
amount of material used for the inclined plane 
measurement. Obviously, when more material is 
present, a longer ribbon is expected. For three 
compositions, tests with both 15 g and 30 g are 
performed. An overview of the resulting ribbon lengths 
is given in Figure 5. These results indicate that a 
correction factor for the amount of slag will indeed be 
necessary. Roughly estimated from the limited number 
of experiments, doubling the weight of slag leads to a 
50% longer ribbon. The amount of slag can be weighed 

after cooling, so correcting the length after the 
measurement is feasible in an industrial set-up. A 
calibration is needed and expected to be possible, but 
from the limited amount of trials in this test series, it is 
not yet clear how many data points are needed for an 
accurate weight correction. 
 

 
Figure 5: An increasing slag amount results in a 
longer ribbon 

CFD model results 

All results are compared to the base case as described 
earlier in the model specifications (Table 4). The flow 
of the base case is illustrated in Figure 6. The first 
frame, the red rectangle, illustrates the initial position of 
the slag phase. During the simulations, the slag will 
stream down the plate and form the slag ribbon. The last 
frame illustrates how the final slag ribbon looks like. 
This shape agrees with the experimental observed 
solidified slag ribbons. During the simulation, the 
temperature decreases, due to the contact with the steel 
plate. Consequently, the viscosity increases. The 
velocity of slag slows down due to this increasing 
viscosity. This can also be observed in Figure 7. In this 
figure, the length evolution of three different 
calculations is compared, in which the temperature 
dependence of the viscosity is changed as shown in 
Figure 8. The steeper the dependency of the slag 
viscosity on the temperature, the faster the velocity of 
the slag decreases, resulting in a shorter ribbon.  
 

 
Figure 6: Contour evolution of the slag phase in the 
base case. From up to down: 0.0s, 0.5s and 1.0s 
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Figure 7: Time evolution of different temperature 
dependent cases 

Figure 6 and Figure 7 prove that the maximum viscosity 
used in the UDF is sufficiently high to approximate the 
solidification. The ribbon length and shape of the slag 
phase all remain stable. For these length scales and 
forces, a liquid with a viscosity of 1000 Pa.s is 
practically solid. 
 
Two types of parameters have been studied: set-up 
variations and material properties variations. The set-up 
variations include:  
 increasing the inclination to 25°,  
 increasing the initial temperature of the steel plate 

to 100 °C and 200 °C,  
 increasing thickness of the steel plate to 5 mm,  
 increasing the volume of slag by 59%, which 

corresponds to doubling a 3D cubic volume 
equally in all directions. 

The material variations include:  
 increasing/decreasing the slope of the Wayman-

Frenkel relationship with a factor 2 while keeping 
the viscosity constant at 1300 °C 
(increased/decreased temperature dependency with 
the same start viscosity, dashed black lines in 
Figure 8),  

 increasing the initial temperature of the slag to 
1400 °C, 

 doubling the initial viscosity with same 
temperature dependency (solid black line in Figure 
8). 

 

 
Figure 8: Temperature dependency of different 
cases. Red line is the base case scenario, the black 
lines represent changes in temperature dependency 

The effect of the set-up parameters is summarized in 
Figure 9. By modelling the inclined plane, it can be 
concluded that the effect of both thickness and initial 
temperature of the plate are negligible for the final 
ribbon length. Consequently, doing sequential 
experiments, effectively increasing the initial 
temperature of the plate, will not largely influence the 
measured ribbon length. On the other hand, the angle of 
the plate and amount of material are to be calibrated for 
to obtain the actual viscosity from the ribbon length. In 
the model, the final length scales linearly with the 
amount of slag. This contradicts earlier experimental 
observations. This is due to neglecting the V-shape of 
the plate in the 2D model. In reality the system would 
react differently to an increasing amount of poured 
material.  A 3D model seems prerequisite to correctly 
model the effect of a volume change.  
 

 
Figure 9: Effect of set-up parameters on ribbon 
length 

The effect of the material property variations is 
summarized in Figure 10. The temperature dependency 
of the different cases is illustrated by Figure 8. 
Simulations with the same temperature dependency 
follow the experimentally observed linear relationship 
of Figure 4. However, Figure 10 indicates that the linear 
relationship between the final ribbon length and the 
viscosity is not depending on only the starting viscosity. 
In fact, the viscosity dependency on the temperature 
could cause serious deviations on the experimentally 
observed linear relationship.  
 

 
Figure 10: Effect of viscosity parameters on ribbon 
length 

The inclined plane method therefore has the most 
comparative value if the temperature dependency for 
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different samples is similar. This will be the case in an 
industrial set-up where the same type of slag is always 
produced. This is also valid for the tested samples, for 
which the change in viscosity as a function of 
temperature is given in Figure 11. The Riboud model 
theoretically predicts the temperature dependency from 
the composition of the slag (Slag Atlas, 1995): 
 

322
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XX

XXB




 (5) 

 
with X being the molecular fraction of the different 
compounds. Consequently, the predicted values will 
change rather limited unless the molar fraction of 
aluminium is largely affected. For example, an increase 
of the molar fraction of alumina by 10% in the base case 
(with a decrease of calcium fluoride) will only lead to a 
change in temperature dependency of around 3%. 
 

 
Figure 11: Viscosity dependencies on temperature 
for the different composition of the test campaign 

Future Research 

To validate the current model to the experimental data 
and to predict absolute ribbon lengths, a 3D model is 
necessary. Certain effects where neglected in the 2D 
model such as the stream of the slag to the centre of the 
gutter, a larger contact area with the steel plate, and a 
larger heat sink in the steel plate next to the sample. 
These effects make any quantitative and predictive 
model impossible when working in 2D. 
 
Unfortunately, artefacts exist when working with high 
viscosity liquids in Fluent 18.0 with the current 
approach. The slag phase does not fully make contact 
with the metal plate, but a certain volume fraction of air 
remains present at the interface. This distorts the heat 
transfer. Currently this problem can also be recreated in 
2D by increasing the viscosity. The effect is not present 
in the simulations used in this paper. 
 
In Figure 12 a first result of the 3D model is given. 
Although the shape and movement of the slag look 
realistic, some optimisation steps are necessary to 
increase the credibility of the result, especially 
concerning the heat transfer at the boundary conditions. 

 
Figure 12: Illustration of 3D model 

CONCLUSION 

In this work, CFD was used to complement the outcome 
of a testing campaign to validate the inclined plane set-
up as a technique to measure slag viscosity. CFD 
allowed to verify the influence of several material and 
set-up parameters which are difficult to test in lab 
environment. It was concluded that the inclined plane 
technique is a reliable and robust technique, which 
looks promising to be used in an industrial environment 
for fast measurements of viscosity. CFD showed that 
sequential testing does not pose too large deviations due 
to heating of the equipment and it proved that if the 
composition changes are not too large, a quantitative 
comparison of ribbon lengths and related viscosities is 
possible. Given the positive outcome of this study, 
further effort will be done to calibrate the measurement 
to make it available for industry. 
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ABSTRACT 
The modelling of solidification processes in combination with 
fluid flow is one main application of ANSYS Fluent. The solid-
ification is modelled with the enthalpy porosity technique. 
Therefor the fluid flow is damped like a flow through a porous 
media of dendrites. In case of materials with large solidification 
ranges, like the nickel based superalloy 718, the adjustment 
possibilities of ANSYS Fluent are often not adequate. The pro-
gram postulates a linear dependency between liquid fraction 
and temperature. To improve the simulation, the solidification 
was implemented by a user defined function (UDF). The prin-
cipal modelling of fluid flow is based on the theory of AN-
SYS Fluent, but it is now possible to adjust the liquid fraction 
in fine temperature steps. 

Keywords: Rheology, Interphases, Casting and solidifica-
tion, Process metallurgy, Alloy 718. 
 

NOMENCLATURE 
 
Greek Symbols 
𝜖 Turbulent dissipation rate, [-]. 
𝜆 Thermal conductivity, [W/(m K)]. 
𝜇𝐷 Dynamic viscosity, [kg/(m s)].  
∇ Divergence operator, [-]. 
ρ Density, [kg/m³].  
τ Shear stress tensor, [N/m²]. 
 
Latin Symbols 
𝐴𝑚𝑢𝑠ℎ Mushy zone constant, [kg/(m³ s)].  
𝑒 Internal energy, [J]. 
𝑓 Fraction, [-]. 
𝐹 Force against fluid flow per volume, [N/m³].  
𝑔 Gravity, [m/s²]. 
𝑘 Turbulent kinetic energy, [-]. 
𝐾 Permeability, [m²]. 
𝑙 Small number, [-]. 
𝑝 Pressure, [Pa].  
𝑄𝑒 volumetric energy source, [J/m³]. 
𝑆 Momentum sink for turbulence, [kg/(m³ s)]. 
𝑣 Velocity, [m/s]. 
t Time, [s]. 
T Temperature, [K]. 
 

Sub/superscripts 
eff Effective (molecular + turbulent). 
ESR Electro slag remelting. 
ϵ Turbulent dissipation rate. 
k Turbulent kinetic energy. 
liq Liquidus / liquid. 
p Pulling (movement of the solid). 
sol Solidus. 
UDF User-defined function. 
UDM User-defined memory. 
VAR Vacuum arc remelting. 
x X-direction. 
y Y-direction. 
𝑧 Z-direction. 
 

INTRODUCTION 
Metallurgical processes are often modeled to obtain de-
tails of the inner fluid flow or temperature distribution, 
due to the difficult observation possibilities with classical 
measurement methods. The modelling of solidification 
processes is in focus of research since the 1970s (Erick-
son, 1975). 
One of the common simulation programs ANSYS Fluent 
uses the enthalpy-porosity approach (ANSYS Inc., 
Release 14.5, 2012) which was introduced by Poirier 
(1987). ANSYS Fluent uses the assumption that the liq-
uid fraction is proportional to the temperature in the so-
lidification range. For many standard steels, this assump-
tion will be an appropriate approach. In case of some 
nickel based superalloys, like alloy 718, the supposition 
is far-out the real material behavior. 
Therefore, user-defined functions implement the solidifi-
cation to reproduce the real material behavior. 

SOLIDIFICATION PHENOMENA 
Important for the simulation of solidification processes 
are the damping of the fluid flow in the mushy region and 
the solidification enthalpy. The damping is adjustable 
with the material specific mushy zone constant (Voller et 
al., 1990) and considers the liquid fraction also. 
Figure 1 shows the liquid fraction of an alloy 718 in re-
spect to the temperature in the solidification range calcu-
lated by JMatPro. Obviously, the linear approximation 
made by ANSYS Fluent is not appropriate for this mate-
rial. After a cooling of 25 % of the temperature range the 
liquid fraction is not 75 % but only 40 %. Therefore, the 
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damping of the fluid flow is underestimated by AN-
SYS Fluent. 
 

 
Figure 1: Liquid fraction of alloy 718 (Giesselmann et 

al., 2015) in comparison to ANSYS Fluent 

The deviation of the liquid fraction from alloy 718 results 
in a nonlinear behavior of the enthalpy in the solidifica-
tion range, because the solidification enthalpy is depend-
ent on the liquid fraction. 
Figure 2 shows the comparison of solidification en-
thalpies in respect to the temperature in the solidification 
range. The grey line shows the linear implementation of 
ANSYS Fluent. Obviously, the change in enthalpy of the 
mild steel (Koric and Thomas, 2008) is close to the ap-
proximation from ANSYS Fluent. Whereas, the red line, 
representing Alloy 718 (Overfelt et al., 1994), shows a 
considerably different behavior. 
 

 
Figure 2: Comparison of solidification en-

thalpies (Overfelt et al., 1994, Koric and Thomas, 2008) 

 

BUILT-IN SOLIDIFICATION IN ANSYS FLUENT 
The solidification module from ANSYS Inc. (Release 
14.5, 2012) uses the enthalpy-porosity approach to im-
plement the damping of the fluid flow in the mushy re-
gion. Poirier (1987) shows, that the inter dendritic flow 
follows Darcy’s law (Darcy, 1856): 
 
Darcy’s law 

∇𝑝 = −
𝜇𝐷
𝐾

∙ 𝐯 (1) 
 
Voller and Prakash (1987) implemented the awareness of 
Poirier (1987) in the fluid flow modeling. Later, a mushy 
zone constant was introduced to replace the dynamic vis-
cosity µD and the unknown permeability K (Voller et al., 
1990). The liquid fraction fliq represents the change in 
permeability, whereas the mushy zone constant Amush im-
plements the different material behavior (2). The small 
number ε is equal 0.001 to avoid a division by zero (AN-
SYS Inc., Release 14.5, 2012). 
 

𝜇𝐷
𝐾

=
(1 − 𝑓𝑙𝑖𝑞)

2

𝑓𝑙𝑖𝑞
3 − 𝑙

∙ 𝐴𝑚𝑢𝑠ℎ (2) 

 
The ratio between viscosity and permeability (see for-
mula (2)) is then inserted in the equations (3) and (4) to 
formulate the force F against the fluid flow v as well as 
the momentum S against the turbulence quantities Φ. 
 

𝐅 =
(1 − 𝑓𝑙𝑖𝑞)

2

𝑓𝑙𝑖𝑞
3 − 𝜖

∙ 𝐴𝑚𝑢𝑠ℎ ∙ (𝐯 − 𝐯𝐩) (3) 

𝑆 =
(𝟏 − 𝒇𝒍𝒊𝒒)

𝟐

𝒇𝒍𝒊𝒒
𝟑 − 𝝐

∙ 𝑨𝒎𝒖𝒔𝒉 ∙ 𝛷 (4) 

 
The necessary turbulence quantities depend on the used 
turbulence model. Equation (4) is equal for all quantities 
like turbulent dissipation rate ε, turbulent kinetic en-
ergy k, specific dissipation ω and so on (ANSYS Inc., 
Release 14.5, 2012). 
To show the implementation of the formula above, the 
momentum equation of the solver (5) is given below. The 
damping force F of the fluid flow (Equation (4)) is in-
serted in the last term. 
 

𝜕

𝜕𝑡
(𝜌 ⋅ 𝒗) + ∇ ⋅ (𝜌 ⋅ 𝒗 ⋅ 𝒗)

= −∇𝑝 + ∇ ⋅ (𝝉) + 𝜌 ⋅ 𝒈 + 𝑭 
(5) 

 
As mentioned in the previous chapter, the solidification 
enthalpy is distributed linear over the temperature range 
of solidification and implemented as source term Sm in 
the energy equation (6). 
 
𝜕

𝜕𝑡
(𝜌 ⋅ 𝑒) + ∇ ⋅ (𝒗 ⋅ (𝜌 ⋅ 𝑒 + 𝑝))

= ∇ ⋅ (𝜆𝑒𝑓𝑓 ⋅ ∇𝑇 + 𝝉𝒆𝒇𝒇 ⋅ 𝒗) + 𝑄𝑒 
(6) 
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USER-DEFINED SOLIDIFICATION MODEL 
To reconstruct the real material behavior of alloy 718 an 
in-house developed solidification model based on UDFs 
is used for several process models, like electro slag re-
melting (ESR) and vacuum arc remelting (VAR). 

Approach 
The aim of the modified solidification model is to imple-
ment the nonlinear behavior of the liquid fraction in re-
spect to the temperature. The curve progression can be 
received for example from a Scheil-Gulliver approach 
like in Figure 1 or other calculation programs for thermo-
physical data. 
The idea was to reconstruct the solidification model of 
ANSYS Fluent by user-defined functions. Therefore, the 
main equations ((3) and (4)) for the damping are also 
used. 
The solidification enthalpy is included in the heat capac-
ity of the material. 

Implementation 
The implementation of the modified solidification model 
is based on a DEFINE_ADJUST function for the liquid 
fraction and several DEFINE_SOURCE functions for the 
damping. A modified heat capacity includes the change 
in enthalpy. 
The liquid fraction should be adjusted very detailed to 
represent the real fluid flow. Therefore, liquid fraction 
and solidification enthalpy out of the thermophysical da-
tabase are divided in 1 K steps. 

Damping of the fluid flow 
A DEFINE_ADJUST UDF loops over all the cells in the 
fluid regions to get the temperature of the cells. A look-
up function searches the corresponding liquid fraction for 
these temperatures out of the tabulated liquid fractions. 
The liquid fraction is saved in a user-defined 
memory (UDM) for post processing. 
Analog to the calculation procedure in ANSYS Fluent 
the ratio between viscosity and permeability is calculated 
with equation (2) and saved in another UDM. This ratio 
is the damping term of velocities and turbulence quanti-
ties (see equation (3) and (4)). 
The damping force and momentum values are calculated 
in several DEFINE_SOURCE UDFs. One UDF for each 
velocity direction and the turbulence quantities, typical 
turbulent dissipation rate ε and turbulent kinetic en-
ergy k. The source value is the negative product of the 
damping term with the velocity or turbulence value (See 
equations (7) to (11)). If a pull velocity vp moves the solid 
region, it has to be subtracted from the fluid velocity, here 
in the x direction: 
 

𝐹𝑥 = −
(1 − 𝑓𝑙𝑖𝑞)

2

𝑓𝑙𝑖𝑞
3 − 𝜖

∙ 𝐴𝑚𝑢𝑠ℎ ∙ (vx − vp) (7) 

𝐹𝑦 = −
(1 − 𝑓𝑙𝑖𝑞)

2

𝑓𝑙𝑖𝑞
3 − 𝜖

∙ 𝐴𝑚𝑢𝑠ℎ ∙ 𝑣𝑦 (8) 

𝐹𝑧 = −
(1 − 𝑓𝑙𝑖𝑞)

2

𝑓𝑙𝑖𝑞
3 − 𝜖

∙ 𝐴𝑚𝑢𝑠ℎ ∙ 𝑣𝑧 (9) 

𝑆𝑘 = −
(1 − 𝑓𝑙𝑖𝑞)

2

𝑓𝑙𝑖𝑞
3 − 𝜖

∙ 𝐴𝑚𝑢𝑠ℎ ∙ 𝑘 (10) 

𝑆𝜖 = −
(1 − 𝑓𝑙𝑖𝑞)

2

𝑓𝑙𝑖𝑞
3 − 𝜖

∙ 𝐴𝑚𝑢𝑠ℎ ∙ 𝜖 (11) 

 
The five source terms have to be included for the corre-
sponding values in the ANSYS Fluent interface. The pro-
gram implements the source terms in the momentum 
equation (5) as well as the turbulence model. 

Solidification enthalpy 
To implement the nonlinear behavior of the solidification 
enthalpy (see Figure 2) the enthalpy is included in the 
heat capacity of the material (see Figure 3). Therefore, it 
is not necessary to modify the energy equation (6) of the 
solver.  
 

 
Figure 3: Heat capacity of alloy 718 including the so-

lidification enthalpy (Giesselmann, 2014) 

Obviously, most of the solidification enthalpy is needed 
or set free near to the liquidus temperature. This refers to 
the steep slope of the liquidus fraction in this area (com-
pare Figure 1). 
Another possibility to implement the enthalpy of solidi-
fication would be a DEFINE_SOURCE UDF. The ad-
vantage of the presented solution is the reversible char-
acter of the heat capacity. Because some parts of the sim-
ulated region maybe melt on again, the solution with 
source term would be more elaborate. Whereas the heat 
capacity offers directly the possibility for change of sign 
in the temperature derivation. 

COMPARISON OF THE MODELS 
To compare the built-in solidification of ANSYS Fluent 
with the UDF based solidification model a test case was 
set up. Figure 4 and Figure 5 show the flow of hot metal 
through a cooled pipe. The left face is a velocity inlet of 
hot liquid metal. The top wall is at constant temperature, 
which is lower than the solidus temperature. At the right 
side, the boundary is an outflow. The contour plot visu-
alizes the liquid fraction from one (white) to zero (black). 
The black line symbolizes the position of 1 % solid frac-
tion. The vectors and their lengths show the velocity.  
In Figure 4 the solidification model of ANSYS Fluent 
was used. Therefore, the liquid fraction increases uni-
formly over the whole solidification range. 
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Figure 4: Test case: Built-in Fluent solidification model 

Figure 5 shows the same test case simulation as Figure 4 
with the UDF based solidification model. Obviously, the 
shape of the solidified area is slightly different, but more 
interesting is the case that there is sharp edge in the mid-
dle of the gray scale. Therefore, the fluid flow is damped 
at this position abruptly.  
 

 
Figure 5: Test case: UDF solidification model 

The comparison of the two test cases show the similarity 
of the models as well as the decisive differences. 
Whereas the flow in first case is damped smoothly, the 
damping with the UDF based model is more abrupt. 

CONCLUSION 
A modified solidification model for ANSYS Fluent was 
introduced. It offers the possibility to reproduce the real 
material behavior in context of liquid fraction in respect 
to temperature. Which is important for the damping of 
the fluid flow in the mushy region as well as the distribu-
tion of the solidification enthalpy over temperature. 

The solidification model of ANSYS Fluent was modified 
and calculated in a user-defined function to adjust the liq-
uid fraction concerning the cell temperature properly. 
The damping of the motion values is then implemented 
by source terms for velocities and turbulence quantities. 
The solidification enthalpy is included in the heat capac-
ity of the material. Therefore, the enthalpy can be fitted 
very detailed. 
A test case shows the similarities and differences of the 
two models. The modified solidification implements a 
more abrupt damping of the fluid flow. 
The modified solidification model is able to replicate the 
material behavior more detailed than the built-in solidifi-
cation module of ANSYS Fluent. 
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ABSTRACT 

Polycyclic Aromatic hydrocarbons (PAHs) are organic 
compounds consisting of only hydrogen and aromatic carbon 
rings. PAHs are neutral, non-polar molecules that are produced 
due to incomplete combustion of organic matter. These 
compounds are carcinogenic and interact with biological 
nucleophiles to inhibit the normal metabolic functions of the 
cells. In Norway, the most important sources of PAH pollution 
are considered to be metallurgical industries, offshore oil 
industries, transport and wood burning. Stricter governmental 
regulations regarding emissions to the outer and internal 
environment combined with increased awareness of the 
potential health effects have motivated Norwegian metal 
industries to increase their efforts to reduce emissions 
considerably. One of the objective of the ongoing industry and 
Norwegian research council supported "SCORE" project at 
SINTEF is to remove PAH from a hot gas stream through 
controlled combustion of the PAH inside a dedicated 
combustion chamber. The sizing and configuration of the 
combustion chamber depends on the properties of the bulk gas 
stream and the properties of the PAH itself. In order to achieve 
efficient and complete combustion of the PAH, the residence 
time and temperature need to be optimized. In the present study, 
the oxidation of pure PAH and PAH mixed with process gas is 
modelled using a Perfectly Stirred Reactor (PSR) concept. PSR 
concept was useful for understanding the influence of residence 
time and temperature on the oxidation of PAH to CO2 and 
water. Furthermore, a computationally fast approach based on 
Chemical Reactor Network (CRN) is proposed for 
understanding the oxidation of PAH inside complex 
geometries. The Chemical Reactor Network (CRN) yields a 
detailed composition regarding species and temperature in the 
combustion chamber.    

Keywords: PAH, PSR, Energy recovery, Ferro alloy furnace 
 

INTRODUCTION 
 olycyclic Aromatic Hydrocarbons (PAHs) are one of 
the most stable classes of compounds and the largest 

organic chemical species known so far. It was in 
existence even before life started on Earth and it is 
considered to be one of the building blocks responsible 
for life on Earth. In the universe, PAH molecules are 
formed from carbon-rich, dying, giant red stars. These 
molecules grow in size and finally become larger dust 
particles. Formation of a nucleus takes place at around 

2000 K and then the growth from nucleus to the larger 
PAH structure happen continuously. In Earth's 
atmosphere, PAHs are formed as a result of incomplete 
combustion of organic material or natural gas and also 
due to smoking and sometimes also natural processes 
such as carbonization.  There are several hundred 
available PAHs and among them benzo[a]pyrene (BaP) 
is widely known and most frequently detected.  The 
PAHs are found in air, water, food, and soil.  In 
submerged arc furnaces, PAHs are major components 
formed during coal pyrolysis and combustion processes. 
Efficient pyrolysis of coal should result in the breakdown 
of large organic molecules to smaller hydrocarbons and 
in efficient combustion the only products should be CO2, 
H2O, CO etc. However, such complete degradation of 
coal rarely occurs and fairly large organic compounds, 
including PAHs, can be released from combustion 
sources. The formation of PAHs during coal combustion 
follows a complex pathway. Their formation depends on 
many variables such as temperature, oxygen 
concentration, and carbon-to-hydrogen ratio of the fuel. 
In principle it is difficult to control the PAH formation 
especially when the metal reduction processes take place 
inside the submerged arc furnace. Since controlling the 
formation of PAH is a challenge, a post-treatment of the 
PAH is therefore a viable option. There are many 
treatment methods for removal of PAH from liquids (e.g., 
liquid-liquid extraction, column liquid chromatography, 
and solid-phase extraction). However, few of these 
methods can be applied for efficient removal from 
gaseous streams (i.e., absorbent or adsorbent injection). 
Most of the available technologies are also expensive and 
some of them require dealing with complex chemicals. In 
these processes PAHs are not removed, but are merely 
transferred to another phase, up-concentrated and treated 
as a waste stream.  

 
One of the byproducts during the metal reduction 

process is energy-rich off-gas and usually this energy is 
not harnessed. SINTEF Materials and Chemistry along 
with Ferroalloy industry is developing a novel concept 
for energy recovery from ferroalloy furnaces. The 
concept is based on the idea of introducing a combustion 
chamber in the off-gas section, in which controlled 
combustion of process gas will be carried out. A 
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combustion chamber will be designed in which the 
process gas consisting of PAH obtained from furnace will 
be oxidized with air. This oxidation process is performed 
inside a combustion chamber and the design of the 
combustion chamber has been presented elsewhere 
(Panjwani 2017). The oxidation rate of PAH depends on 
the local temperature and reaction kinetics of the PAH.  
There is a plethora of kinetic data available on the 
formation of PAH during pyrolysis or combustion, but 
the kinetic data on mechanisms dealing with oxidation of 
PAH are very limited. It has become apparent that PAH 
combustion at high temperature is not the most actively 
studied field, but rather closely related fields such as 
PAH and soot formation from smaller hydrocarbons as 
well as room temperature atmospheric oxidation of 
PAHs. Such related studies do contain highly relevant 
data for the study of PAH combustion as well, but care 
must be taken to find and extract relevant data on the 
complete combustion of PAHs. The paper by Mati et al. 
(Mati et al. 2007)  stands out in this respect, reporting on 
a study of 1-methylnaphthalene combustion involving 
both experiments as well as including a kinetics model 
with 146 species and 1041 reactions. The kinetic data 
used in the model consists of a mixture of literature data 
and estimated data based on chemical considerations and 
similar reactions wherever literature data were 
unavailable. The oxidation of                                   
methylnaphthalene has been performed experimentally 
by Mati et al. in a Jet stirred Reactor (JSR) over a wide 
range of temperatures (800–1421 K) at 1 atm and 10 atm 
pressure, and residence times 0.5 to 1.5 s.  The                         
1-methylnaphthalene kinetic mechanism consists of 146 
species and 1041 elementary reactions. There is also a 
wealth of useful kinetics models from the CRECK 
Modelling group (http://creckmodeling.chem.polimi.it/) 
in Milan who deal with kinetics modelling of combustion 
and pyrolysis systems involving, e.g., conversion from 
coal and biomass to PAHs and small molecules as well 
as from small hydrocarbons to PAHs and soot.  

 
An accurate prediction of PAH combustion inside a 

combustion chamber requires a coupling between 
complex chemical kinetics and CFD. Incorporating 
reaction kinetics of 1-methylnaphthalene within 
Computational Fluid Dynamics (CFD) requires solving 
around 150 transport equations which is indeed 
computationally demanding and the computational cost 
will increase further when including more complex PAH. 
Therefore a simplified approach is developed in which 
oxidation of 1-methylnaphthalene is studied 
independently at different pressures, temperatures and 
species concentration. It is assumed that the oxidation of 
PAH will not affect the overall flow pattern or 
temperature. The temperature, pressure and species 
concentration including PAH concentration will be 
obtained from the CFD simulation of a combustion 
chamber. The present study is divided into two parts. In 
part-1, the kinetic study using a perfectly stirred reactor 
is performed to estimate a minimum residence time and 
temperature required for oxidation of                                        
1-methylnaphthalene in the presence of process gas 

consisting of mainly CO and H2O. This information has 
been used for the sizing of the combustion chamber1. In 
part-2, the oxidation of 1-methylnaphthalene inside the 
combustion chamber will be assessed using the Chemical 
Reactor Network (CRN) approach (Falcitelli et al. 2002; 
Fichet et al. 2010; Skjøth-Rasmussen et al. 2004).  An 
algorithm to construct CRN was proposed by Falcitelli et 
al. (Falcitelli et al. 2002) They showed that this 
methodology could be successfully applied to several 
industrial cases and in each case, the NOx prediction 
presents a great accuracy compared to measurements 
with less than a 5% error. 

 

EXPERIMENTAL AND THEORETICAL SOURCES OF 
KINETIC DATA 
Even though there is a limited amount of literature data 
on kinetics, one can find data on PAH oxidation in for 
instance the atmospheric chemistry literature, which 
deals with reactions of a large number of different PAHs 
emitted to the atmosphere (Keyte, Harrison, and Lammel 
2013; Saggese et al. 2014). The most well studied 
oxidizing species are OH, O3, and NOx. One must 
remember that contrary to combustion, such reactions, 
typically studied at room temperature, give only partially 
oxidized PAH derivatives rather than leading to complete 
destruction. These reaction products are of particular 
interest not only as intermediates in the degradation of 
PAHs, but also since they potentially are more toxic than 
the parent PAHs. The crucial rate-determining steps are 
in these cases found in the first few reaction steps of PAH 
oxidation, since the products generally are more reactive 
than the PAHs themselves. 
 
 Reactions with OH will be particularly relevant if there 
is a significant amount of water vapour is available in the 
gas. With some caution the room temperature kinetic data 
could be extrapolated to combustion conditions. A useful 
support in this case is to complement experimental data 
with atomic-scale quantum chemistry calculations, as has 
been performed on the oxidation of naphthalene (Qu, 
Zhang, and Wang 2006; Zhang, Lin, and Wang 2012). 
Such calculations can be used to directly calculate 
activation energies, allowing for safer extrapolation of 
kinetic data from one temperature to another. One should 
just be careful to validate the calculated data against 
reliable benchmark literature data as far as possible. Such 
comparisons have for instance been made for the 
chemically related initial steps of benzene oxidation 
(Taatjes et al. 2010). 

ALTERNATIVE PROCESSES FOR PAH OXIDATION 
AND DESTRUCTION 
One alternative way of oxidizing PAHs is to use suitable 
catalysts. Recent work by Varela-Gandía et al. (Varela-
Gandía et al. 2013) focused on achieving complete 
oxidation of naphthalene by using palladium 
nanoparticles protected by polymers sitting in porous 
support materials, such as zeolites and alumina. The 
results were very promising and 100% conversion was 
achieved between 165°C and 180°C. Best performance 
and stability were found using the BETA zeolite as 
support. 
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A number of research groups are also working on 
plasma-assisted conversion of PAHs (Chun, Kim, and 
Yoshikawa 2011; Odeyemi, Rabinovich, and Fridman 
2012; Yu, Li, et al. 2010; Yu, Tu, et al. 2010). The studies 
by Yu et al.(Yu, Li, et al. 2010; Yu, Tu, et al. 2010)  
report on the destruction of naphthalene, acenaphthene, 
fluorene, anthracene and pyrene in a direct current 
gliding arc plasma reactor at a temperature of 130°C. The 
PAHs are found to be destroyed to within 93-98% in pure 
oxygen, with slightly lower values in air. The products 
are mainly CO, CO2, H2O and O3. In air a rather 
significant amount of NOx is also formed along with 
partially oxidized PAH molecules containing keto and 
NO2 groups. These PAH derivatives will likely react 
further much more readily than the parent PAH 
molecules. 

METHOD AND TOOLS: 
The residence time and flame temperature are very 

important for designing the combustion system. These 
two parameters are estimated using a perfectly stirred 
reactor (PSR) (Ellen M. 1996). The PSR is an ideal 
reactor in which uniform mixing is assumed inside the 
control volume due to diffusion and forced turbulent 
mixing. This means the rate of reaction is mainly 
governed through chemical kinetics and not through 
mixing. In other words the mixing time scale is much 
shorter than the chemical time scale.  The residence time 
(τ) inside the reactor is defined as   𝜏𝜏 = 𝑉𝑉𝑟𝑟

�́�𝑚
 , where 𝑉𝑉𝑟𝑟 is 

volume of the reactor. Figure 1 illustrates the conceptual 
representation of the reaction, where the reactant is 
introduced at the inlet with specified temperature and 
species concentration. The reactants are ignited inside the 
reactor at constant pressure. The product will be formed 
depending on the kinetic of the reactants.  
 

 
Figure 1 Schematic of PSR 

The product leaving the reactor has a certain 
composition and temperature. If the residence time is too 
short or the temperature is too low there will be an 
insignificant amount of reactions occurring and in that 
situation the outlet properties (temperature and species 
composition) will be same as those of the inlet. Before 
using the PSR concept for more realistic problems a 
verification test case is performed. A suitable test case for 
verification of the PSR approach would be oxidation of a 
hydrocarbon.  Here, an oxidation study of methane with 
air at different equivalence ratio (phi) is performed using 
the PSR code. Figure 2 illustrates the comparison of the 
present study (symbol) with literature data (solid line) 
(W.-C. Chang and J.-Y. Chen). The results show that the 
reactor temperature is well predicted for both lean 
(phi=0.7) and rich (phi=1.2) fuel conditions for an initial 
temperature of 295K and atmospheric pressure. 

 

OXIDATION CHARACTERISTIC OF PAH  
The oxidation of a PAH is mainly governed by 

temperature and residence time and will only take place 
if temperature and residence time are above critical 
values. These critical values depend on the kinetic data 
of the PAH itself. In the mechanism (Mati et al. 2007), 
the initiation reactions for the oxidation of            
methylnaphthalene includes C-H bond cleavage yielding 
the methylnaphtyl radical (C10H7CH2).  

C10H7CH3 = C10H7CH2 +H 
A detailed description involving the different chains of 

reactions and intermediate products has been given by 
Mati et al. (Mati et al. 2007). It is worth mentioning that 
the oxidation of 1-methylnaphthalene also produces 
many complex intermediate such as Indene, A2R5C2H, 
A3R5AC, etc. The stoichiometric chemical reaction 
between 1-methylnaphthalene and air is given below. 
Oxidation of 1 mole of                                   
methylnaphthalene requires 13.5 mole of air.   

 
C10H7CH3+13.5(O2+3.76N2) = 10CO2+5H2O+50.76N2 

 
While performing PSR simulations; 0.0153 moles of 

C10H7CH3, and 0.207 moles of O2 and 0.77 moles of N2 
were fed at the inlet of PSR reactor. For a given inlet the 
temperature and pressure of the reactor were maintained 
constant but the residence time was increased from 0.2 to 
2 s. The resulting output of the PSR was mole fractions 
of the reactant and product.  Figure 3 illustrates                     
1-methylnaphthalene mole fraction (y-axis log scale) as 
a function of residence time at temperature from 800-
16000C. The results show that the oxidation of                     
1-methylnaphthalene will not take place below 8000C 
and a residence time shorter than 0.2 s. For a given inlet 
temperature, the increase in residence time accelerates 
the rate of oxidation of 1-methylnaphthalene.  Figure 4 
illustrates the CO2 mole fraction (y-axis log scale) as a 
function of residence time at different temperature (800-
1600 0C). The formation rate of CO2 is also very small at 
temperatures below 8000C since there are no reactions 
occurring at this temperature. 

 
The results obtained from this study have been utilized 
for sizing of the combustion chamber (Panjwani 2017). 
While designing the combustion chamber it was ensured 
that the temperature inside the combustion chamber is not 
lower than 800 0C and that the residence time of the PAH 
component should be more than 2 s.  Current study was 
useful for finding intermediate during the oxidation of 
PAH. The detail of the full combustion chamber design 
in not presented here but a simplified 2D axisymmetric 
design is presented and discussed here. The simplified 
design is used for understanding the PAH oxidation. The 
results from the study will make a platform for designing 
the full scale 3D combustion chamber design.  
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Figure 2 Effect of residence time on the reactor temperature 
 

 
 
Figure 3 Mole fraction of 1-methylnaphthalene at 
different temperature as a function of residence time 
 

 
 
Figure 4 CO2  mole fraction at different temperature as a 
function of residence time 

GEOMETRY AND MODELLING SETUP 
The design and operation of the combustion chamber 

depend on many parameters, including the total power 
capacity of the combustion chamber, and the residence 
time for combusting the complex PAH, NOx. The 
process gas mainly consists of CO, H2O, CO2 and Si 
components in a Ferro Silicon furnace and Mn 
components in a Ferro Manganese furnace. The process 
gases also consist of a certain amount of PAH and the 
treatment of these PAH is a challenge due to their stable 

complex rings. Axisymmetric combustion chamber has 
been be proposed for PAH oxidation.  

A CFD-based approach has been used for designing 
the combustion chamber. CFD has become mature 
enough to be used for designing any industrial or 
laboratory scale system involving flow, heat and mass 
transfer. The commercial CFD software ANSYS 
FLUENT (ANSYS 2016) has been utilized for this 
purpose.  

An axisymmetric combustion chamber with primary 
and secondary inlets for air has been proposed (see Figure 
5). The geometry and mesh were generated using the 
ANSYS design modeler.  The generated mesh was 
imported into the FLUENT (Finite Volume Solver). In 
the model setup, the convective and diffusive terms in the 
transport equation were discretized using second-order 
schemes. The turbulence-chemistry was modeled with 
the eddy dissipation concept model.  Turbulence was 
handled with the k-ε model and for radiation a well-
known Discrete Ordinance (DO) model was employed. 
The process gas mainly consists of 70-75% of CO and 
20-25 % of H2O. The oxidation mechanism of CO with 
air was modeled using a detailed chemical kinetic 
mechanism involving 12 species and 28 elementary 
reactions (Drake and Blint 1988). Pressure-velocity 
coupling was achieved by the SIMPLE algorithm. The 
PAH modelling principle described in the earlier sections 
has only been validated for one set of conditions such as 
pressure, temperature and species concentration. 
However, in the actual combustion chamber all these 
parameters i.e. pressure, temperature, species 
concentration, residence time and PAH concentration 
vary with time and space. CFD modelling of complex 
hydrocarbons having hundreds of species and thousands 
of reaction mechanisms is a computationally demanding 
task.   

 Furthermore, performing CFD simulation for several 
flow conditions will be a daunting task. In the present 
study an approach called chemical reactor network 
(CRN) analysis is utilized in which flow parameters such 
as concentrations of major species (CO, CO2, H2O), 
temperature and pressure are extracted from the CFD 
simulation. These variables are subsequently supplied to 
a stand-alone reactor. In principle each numerical cell of 
the CFD is treated as a PSR. Here we assumed that the 
temperature and concentration changes due to oxidation 
of the PAH has insignificant effects on the global flow 
parameters i.e. velocity, temperature and pressure. The 
approach has previously been applied to different furnace 
geometries, such as pilot-scale and full scale boilers, low-
NOx burner flames, incinerators and glass furnaces. A 
similar approach was introduced by Skjøth-Rasmussen et 
al. (Skjøth-Rasmussen et al. 2004) who solved larger 
geometrical problems considering each computational 
cell of the CFD grid as a perfectly stirred reactor.  The 
results obtained from this approach were encouraging 
therefore this approach is utilized for current study. 
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Figure 5 Geometry and Mesh of the combustion chamber 

RESULTS AND DISCUSSION 
Results obtained from CFD simulations without PAH 
oxidation is presented. The temperature distribution on 
the middle plane of the combustion chamber is shown in  
Figure 6. There are mainly four hot pockets, one close to 
the primary air inlet and the remaining three hot pockets 
are close to the secondary air inlets. The maximum 
temperature is around 17000C for a chosen fuel/air ratio. 
The peak temperature varies for different fuel/air 
compositions.  
 

 
 

Figure 6 Contours of Static Temperature (0 C) 
 

 
 

Figure 7 Contours of velocity magnitude (m/s) 
 

 
 

Figure 8 Contours of O2 mass fraction (-) 
 

 
 

Figure 9 Contours of CO mass fraction (-) 
 
 
Ignition of the process gas starts when it comes into 
contact of fresh air. The magnitude of velocity is shown 
in Figure 7. The average velocity is around 1.5 m/s and 
the maximum exit velocity is around 3 m/s. A distribution 
of O2 mass fraction is shown in Figure 8. The maximum 
mass fraction is close to the inlet. It can be observed that 
air is not able to penetrate due to strong axial momentum 
force. As soon as air is injected from the secondary inlets 

it is subjected to an axial force and it follows along the 
direction of the combustion chamber.  The incoming CO 
mixes with the air and starts combusting close to the 
secondary air inlets. A contour plot of CO mass fraction 
is shown in Figure 9. It can be seen that the CO mass 
fraction is much higher ahead of the secondary air inlets. 
The CO will start combusting when it mixes with air 
coming from the secondary air inlets.  
 

 
 

Figure 10 Contours of PAH mass fraction (Without any 
oxidation) 

 
A contour of PAH distribution without any oxidation is 
shown in Figure 10. In the CFD study PAH is behaving 
as a non-reacting species because an oxidation process of 
PAH is not considered. This PAH concentration along 
with other species such O2, N2, CH4, CO2, CO will be 
input to the PSR reactor model. As mentioned earlier, 
each numerical cell of the CFD is treated as a PSR. The 
major output from the PSR reactor model will be change 
in PAH, O2, N2, CH4, CO2, CO concentration and 
intermediate species concentration. It is assumed that the 
flow is frozen and in steady state and effect of change in 
temperature and species concentration due to PAH 
oxidation is insignificant on the global flow field. 
 

 

 
 
Figure 11 Contours of PAH mass fraction (after PSR 
simulations) 
 
Results from CRN analyses is shown in Figure 11, which 
is illustrating the contours of PAH mass fraction after 
PSR simulation. Higher mass fraction can be observed at 
entrance of the combustion chamber due to unavailability 
of the oxidizer, lower temperature and lower residence 
time. As we move further downstream, the PAH 
concentration keeps on diminishing. It should be 
mentioned that during the PSR calculation a residence 
time of 2 s was assumed everywhere. In reality, however, 
this residence time will be a function of space. This 
varying residence time might have some impact on the 
PAH concentration but is not considered in the present 
study.  

CONCLUSIONS 
Estimating the chemical kinetics data of PAH is a 
challenging task. An extensive literature survey was 
performed for finding the chemical kinetic data of PAH 
and based on this study we were only able to find kinetic 
data for 1-methylnaphthalene. A PSR simulation of          
1-methylnaphthalene for a given set of chemical 
mechanisms clearly indicates that the combustion of        
1-methylnaphthalene depends on the residence time and 
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initial temperature. The minimum temperature at which 
combustion of 1-methylnaphthalene starts is around 
8000C. This study shows that the effect of residence time 
is weaker than the effect of temperature on the 
combustion of 1-methylnaphthalene. A residence time of 
2s is essential for the oxidation of       methylnaphthalene. 
A CRN analysis approach is utilized for understanding 
the oxidation of PAH inside the combustion chamber. 
The oxidation of PAH occurs at much longer time scales 
than the oxidation of process gas, which occurs on time 
scales on the order of micro- to milli-seconds. The study 
clearly showed that almost all the PAH is oxidized as far 
as 1-methylnaphthalene is concerned. However, we do 
not have any kinetic data on the complex PAHs and with 
the present results we cannot make definite conclusions 
about the oxidation behavior of these more complex 
species.  
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ABSTRACT 
The flow of granular materials is often present in metallurgical 
reactors. Metallurgical simulations are typically multidisci-
plinary and the granular flow will often have a significant effect 
on the temperature distribution. The flow of bulk materials 
exhibits patterns that can be very different from fluid flows. 
Standard fluid flow methods are not applicable to describe such 
flows. 
For simple bulk flows with plug flow sections and mass flow 
hoppers, a reasonable flow field can, however, be computed 
with a standard CFD tool. The trick is to apply appropriate, non-
standard, moving wall boundary conditions. 
This simple approach does not work for complex flow cases, 
including sections with one or more free boundaries. For such 
cases, we apply the Discrete Element Method (DEM), which 
has emerged to be the preferred choice for simulation of 
granular flow. A suitable method has been developed to 
compute the volume averaged flow field by DEM and then 
import it into a code for multiphysics simulations. 
To reduce the high computational cost of DEM simulations a 
hybrid approach is recommended. DEM simulations are then 
used for the complex flow regions while the simple model is 
used wherever applicable. In the multiphysics program the flow 
field is forced to be equal, or very close to, the DEM results by 
applying a suitable volume force. 

 

Keywords: Granular flow, Fictitious fluids, Standard CFD 
software, Process metallurgy.  
 

NOMENCLATURE 
  Total flow, [m3/s] 
  Cross section, [m2] 
a  Characteristic length, [m] 
z  Vertical coordinate, [m] 
u  Velocity, [m/s] 

)(zw  Average vertical velocity, [m/s] 
u   radial component of the velocity, [m/s]  
w  vertical component of the velocity, [m/s] 
K  Force factor, [Ns/m4] 
s  Total flow scaling factor, [1] 

INTRODUCTION 
The flow of granular material is ubiquitous in metal 
production with the transport of ores and carbonaceous 
materials in furnaces being a primary example.  Granular 
flows exhibit patterns that can be very different from 
fluid flows (Jenike, 1964). For example, arc formation 
can clog outlets, small change in the hopper angle may 
result in the transition from funnel flow (with stagnant 
areas) to mass flow (with flow in the whole cross 
section). If obstacles are present, upstream stagnant 
zones and empty cavities downstream are easily formed. 
All these effects can sum up counterintuitively, to the 
extent that the placement of obstacles can increase the 
flow rate (obstacles are routinely inserted before outlet 
opening in silos). These unique features imply that 
standard fluid models do not provide good 
approximations to granular flow. Significant efforts have 
been spent to derive numerical models for granular 
materials (for a recent review we refer to the work of 
Tang et al. (2015)), but such methods may not be 
implemented in common multiphysics programs. 
Metallurgical simulations are typically multidisciplinary 
and the granular flow will often have a significant effect 
on the temperature distribution. For many applications, 
the general flow patterns are essential, while details can 
be neglected. It is most convenient if these patterns can 
be available within the computational tool you normally 
apply for multidisciplinary simulations. 
We follow the the spirit of application-driven pragmatic 
modeling, i.e. deriving simplest possible model which 
can give fast, and sufficiently accurate answers (c.f. Zoric 
et al. 2014). We started to test whether standard CFD 
tools might be suitably adapted, to describe granular 
flow.  
This article is organized as follows, a fictitious model 
geometry showing some challenges of a metallurgic 
reactor is presented. In first approximation, we attempt to 
enforce a granular-like flow applying available boundary 
conditions. Secondly, we show how to derive a template 
flow using Discrete Element Methods simulations and 
import it into a Multiphysics environment. Finally, we 
discuss the capabilities of a hybrid approach. All our 
testing is done in COMSOL Multiphysics (COMSOL, 
2016), which is the tool that we routinely use. 
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Model Geometry 
After some initial trials, we chose to test our ideas on an 
axially symmetric geometry shown in Figure 1. This 
geometry is not based on any real reactor, but was 
designed to test some common patterns for granular flow: 

a) A straight section at the top where plug flow is 
expected 

b) A mass flow hopper 
c) Another straight section with plug flow 
d) A sharp widening of the domain where there 

will be a free surface, given by the angle of 
repose for the bulk material. 

e) Stagnant (non-moving) particles on top of an 
obstacle (grey section) 

f) A cavity just beneath the obstacle 

 
Figure 1: Geometry of the cylindrical model 

investigated. Areas of interest are highlighted: a) Plug 
flow zone b) Mass flow hopper c) Plug flow zone d) 

Abrupt widening with a free surface e) Stagnant 
particles on top of an obstacle f) Cavity right underneath 

the obstacle.       

SIMULATIONS 

Simple adaptation of viscous flow 
First we considered the upper part of our test reactor, 
consisting of sections a), b), and c). The flow here is 
comparatively simple with plug flow in a) and c) and a 
velocity gradient in b).  
For our case, we set the velocity in the hopper center to 
be roughly twice as big as at the wall. This seems realistic 
for particulate flow (Jenike, 1964). Further, a parabolic 
velocity profile seems reasonable here. Hence, the flow 
field in b) should be properly described by viscous 
laminar flow. 
We then applied boundary conditions to achieve the 
desired flow patterns for the upper sections. 
For the vertical walls, there are two options: 

1) Slip condition – Wall without friction. The flow 
is only forced to move parallel to the wall. 

2) No slip and a moving wall with a prescribed 
vertical velocity, given by the plug flow require-
ment. The viscous fluid will then match the 
velocity of the wall. 

For a long straight section of fluid domain, the 2 
approaches show the same result, plug flow. We favor, 
however, the second option as the boundary condition 
then plays an active role near geometrical transitions.  
For the hopper section, we again rely on the moving wall 
condition. The first step is to compute the average 
vertical velocity as a function of the z-coordinate. 

 

 
 z

zw



  (1) 

 
where is the total flow, and  z  is the horizontal 
cross section area. 
Then, we let the vertical velocity at the wall be equal to 
the average velocity scaled by a suitable factor, in our 
case 2/3 worked well. An appropriate radial component 
is set to ensure that the flow is parallel to the wall, hence 
the wall velocity at the hopper wall is equal to: 

   








 )tan(

3
2,

3
2 

zwzw
fu  (2) 

 
where   is the hopper angle. 
The flow field obtained with this setup is shown in Figure 
2, where the total flow rate is set to 1 m3/h. The first panel 
shows the radial component of the flow velocity and, as 
expected, this is zero except in the hopper. The vertical 
component has a flat profile in the zones a) and c) as 
described by the plug flow and the acceleration occurs in 
the hopper. 

 
Figure 2: Top section of the model system, flow 

obtained imposing “No Slip condition” and prescribed 
wall velocities. 

 
The simple approach gives a realistic particulate flow 
field. A fictitious fluid flow is computed as the boundary 
conditions are not realistic for viscous flow.  
For a given geometry it is sufficient with one CFD 
computation. If the results for another value of the total 
flow is required, the computed velocities are simply 
multiplied with the appropriate factor, to get the correct 
total flow. Granular flow is gravity driven and does not 
change pattern significantly as long as the motion is 
sufficiently small, i.e. inertia effects can be neglected. 
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Flow at a free boundary 
While laminar viscous flow worked well with adapted 
boundary conditions, this approach failed to describe the 
conditions at the free boundary in region d). At the free 
surface, there will be a thin layer, a few particle diameters 
thick, where the particles will move at a comparatively 
high speed (Shinohara, 1987 and Williams, 1976). Below 
this layer, the bulk velocity will be much slower. Such 
sharp change in the fluid velocity cannot be described by 
simply adapting the boundary conditions for a viscous 
fluid. 
We tried to add one or more inner walls to enforce a 
suitable boundary layer at the free surface, but were not 
able to adapt a reasonable bulk flow pattern. We cannot 
preclude that such a procedure may succeed, but based 
on our trials, it does not look promising. 

Application of Discrete Element Model (DEM) 
To obtain an accurate description of the problematic 
areas d)-f) we turn to the use of a Discrete Element 
Method simulations. 
The Discrete Element Method (DEM) was first 
introduced by Cundall and Strack (1979) and in recent 
years, thanks to increasing of computational power and 
the development of efficient programs, it has become 
wildly used to investigate granular flow. In a nutshell, 
DEM predicts the bulk properties of a granular flow by 
analyzing the time propagation of position and 
momentum of each individual particle. Each particle is 
represented by a simple and well defined geometrical 
entity in most cases a sphere. The translational and 
angular accelerations are computed as the result of the 
corresponding momentum balances (Ariyama et al., 
2014; Guo and Curtis, 2015). Realistic simulations 
involve, however, a huge number of particles and the 
computational time may be correspondingly high. 
Furthermore, the method can be appropriate to obtain the 
flow patterns, but it is unsuitable to include in 
multidisciplinary iterations. For the latter case, our 
special application of standard CFD software is clearly 
preferable. 
 
For our case, the workflow is organized as follows: 

• Set up and run a DEM simulation for a suitable 
3D model of the system under investigation, c.f. 
Appendix A. 

• By means of space and time averaging, turn the 
information of the DEM snapshots into a 
discretized flow field (Appendix B).   

• Import the computed flow field into COMSOL 
Multiphysics. 

 
The detailed description of the DEM simulation can be 
found in Appendix A. Briefly, the 3D model for the 
system of interest is constructed starting from the 2D 
axisymmetric model. Auxiliary structural elements 
functional to the keep the operation during the DEM 
simulation steady (see Figure 3) are added. In this case, a 
sufficiently large reservoir of particles was introduced 
above section a), to ensure particles flowing uniformly 
into our test reactor. A hopper section was applied, but a 
cylindrical region could alternatively have been chosen. 
The lower part was extended and a flat plate was 
introduced. This plate was lowered at a constant speed, 

to control the gravity driven flow. The vertical velocity 
at the bottom was set to 0.01 m/s. This seems like an 
unreasonable high flow, but as already stated: the flow 
patterns do not depend on the speed, as long as inertia 
effect can be neglected. 
A 200 s simulation time was applied and a snapshot of 
the system was taken every 0.04 s. Each snapshot 
contains for each particle its Cartesian coordinates, radius 
and velocity in Cartesian components. 
The free surface is clearly visible in Figure 3. The model 
also showed a void beneath the obstacle, section f). This 
void is not visible as the figure is in 3D, i.e. just beneath 
the obstacles we see the particles behind the void.  
 

 
 

Figure 3: Left side: 3D model of the reactor walls. The 
original area of interest is highlighted with a red box. 
Auxiliary feeder and output sections are marked with 
light blue. Right: Snapshot of the DEM simulation.     

 
After a sufficiently long simulation, the information 
collected in the snapshots are transformed into a suitable 
flow field. Details of this steps are given in Appendix B. 
Briefly, for one snapshot, particle velocities in 3D space 
are projected into a fine grid (grid elements smaller than 
the particles) in a 2D subdomain as shown in Figure 4 
(space average). Subsequently, the information from 
several snapshots is combined (time average) and this 
greatly reduces the granularity of the field as seen in 
Figure 4.  
 
The time average results are adjusted to ensure that the 
flow is correct at each level and smoothed using 
convolutions with a 5x5 Gaussian kernel (Davies, 1990) 
as shown in Figure 5.  
The result of the procedure is shown in Figure 6 were the 
radial and vertical component of the flow velocity are 
depicted. Both components have the expected 
characteristics, the radial term vanishes in all the straight 
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sections and it assumes relatively large values only at the 
widening of the domain in the d) zone.  
 

 
Figure 4: Left: The particles on the 3D DEM model are 
projected into a grid in the 2D subspace. Right: Details 

of the projection of one DEM snapshot.        

 

 

Figure 5: Detail of the vertical component of the flow 
field, smoothing with Gaussian convolution. Effect of 

subsequent applications (k) of the filter. 

The voids in sections d) and f) are shown as regions of 
zero velocities. Observe that the highest velocity is not 
shown at the free surface in zone d), but slightly below. 
At the free surface, the particles will flow at the highest 
velocity. We have, however, computed the average 
volume flow. Since there are fewer particles found at the 
free boundary than slightly below, the average volume 
flow is diminished very close to the boundary. Further, 
the center of the particles will always be at least one 
radius away from the void region. Hence, moving 
towards the free boundary, a smaller and smaller fraction 
of a particle can be present. The average volume velocity 
will then gradually be lowered and reaching zero at the 
boundary. This latter effect also causes the average 
velocity to approach zero at any boundary, c.f. Figure 5 
for k = 0. A stagnant zone is visible in the vertical 
component of the velocity in the e) zone. 

 
Figure 6: Components of the velocity field extracted 

from a DEM simulation. Left: radial component, Right: 
vertical component.         

The data are saved in a text file that can be imported via 
the interpolated function feature of COMSOL. Here, 
after re-scaling with the appropriate total flow, the 
velocities can be natively used in multiphysics 
applications. 
Having the fictitious fluid velocities obtained with DEM 
it is interesting to evaluate the performance of the 
approach based on wall speeds. The flows, apart from a 
scaling factor due to the higher DEM flow, are 
qualitatively similar (see Figure 2 and Figure 6).   The 
only obvious difference is that with DEM one always 
obtains a boundary effect near walls whereas the simple 
approach gives a homogeneous velocity profile. Since the 
total flow is exact in both cases, the simple approach 
overestimates the fluid velocities near the boundaries 
(approximately 2-3 particle radiuses) and slightly 
underestimate elsewhere.      
 

Hybrid approach 
In the previous section, we demonstrated how to 
construct and analyze a DEM simulation to obtain a bulk 
flow field that can be used within COMSOL. An obvious 
disadvantage is that the DEM simulation can be costly in 
terms of resources and computational time when applied 
to metallurgical systems. One possible solution is to use 
the DEM approach only for the zones that are foreseen to 
be problematic. In the example considered in this work, 
an experienced practitioner may realize that the section 
comprising the zones d) and e) and the region including 
zone f) require DEM treatment. An ad hoc sub-model can 
then be extracted and treated with the outlined DEM 
procedure (see Figure 7). We found that the smaller DEM 
model only required half the simulation time. 
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Once the DEM simulation is processed as described 
above, the resulting flow field is mapped back into the 
original geometry and it is used as a “flow template”. 
Within the two applicable regions we add a volume force 
that will force the flow to be equal, or very close to the 
DEM flow field. We applied stationary simulation and a 
proportional controller, that is we used the volume 
forces: 

   uusKzrF DEMr  ,  (3) 
   wwsKzrF DEMz  ,  (4) 

 
where DEMu , and DEMw are the velocity components from 

DEM, K  is a suitable large number and 
s  is the 

scaling factor to ensure that the DEM total flow matches 
the CFD simulation. Other methods can be applied. 

 
Figure 7: 1) Problematic sections of the system are 

identified. 2) A subsystem is constructed. 3) Snapshot of 
the DEM simulation.  

To avoid discontinuities, we recommend the use of a 
smoothing function in the transition between forced 
(velocities from DEM) and free zones. 
The results of the hybrid procedure are shown in Figure 
8 where the velocity components of the fictitious fluid 
flow are shown. These are in excellent agreement with 
the DEM results of  Figure 6 (apart from a scaling factor 
since the DEM simulation have applied a higher flow). 
In this example, the complexity/cost of the DEM 
calculation is reduced by only a factor of 2. While this 
may not justify the use of a hybrid approach, it 
demonstrates that complex systems can be partitioned in 
subdomains to be solved individually. A model can then 
be incrementally improved by adding subsequent 
sections where flow velocities are DEM-derived. 
There are small details that the approach cannot cover. 
For example, the simplified approach imposes a uniform 
velocity across any cross section of any straight domain. 
This is in contrast with the DEM results that predict a 
small boundary effect at the walls. As explained above, 
the velocity will approach zero at any (non-moving) 
boundary. For this reason, at the transition between the 
forced and free zones, small artefacts in the fluid flow can 
occur. 

 
Figure 8: Components of the velocity field extracted 

from a DEM simulation.         

CONCLUSIONS 
For comparatively simple bulk flow like plug flow 
sections and mass flow hoppers, a reasonable flow field 
can be computed applying viscous laminar flow with 
appropriate moving wall boundary conditions. 
This simple approach does not work for more complex 
flows, e.g. regions with a free boundary. The flow field 
must then be found by other methods, for instance a DEM 
simulation. 
A suitable method has been developed to average DEM 
results and import the flow field into a program for 
Multiphysics simulations. 
To reduce the computational cost of DEM simulations a 
hybrid approach is recommended. DEM simulations are 
then used for the complex flow regions while the simple 
model is used wherever applicable. 
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APPENDIX A – DEM CALCULATION  
The descriptions of complex flow zones in the granular 
flow calls for the use of DEM simulations. The first step 
in this endeavor is the construction of a 3D mesh. Having 
the 2D axisymmetric projection of the fluid domain 
already implemented in COMSOL greatly simplifies this 
operation and the 3D model of the wall is obtained by 
revolving the trace of the fluid domain, obtaining a 
volume of approximately 19 m3. At this stage, the 3D 
model should be equipped with a feeder zone and output 
zone designed to keep the flow steady and control with 
precision the flux. These two features are shown in the 
left panel of Figure 3. The DEM simulation was carried 
out using LIGGGHTS® (Kloss et al., 2012). The 
particles have density equal to 1000 kg/m3 and a radius 
normally distributed around the mean value 3 cm 
(standard deviation 1 cm). The granular model “Hertz” 
was used to compute the frictional force between two 
granular particles; the evolution of the tangential overlap 
during particles - particle contact is used to modify the 
spring part of the tangential. Finally, an additional torque 
contribution is added via the epsd2 rolling friction model. 
The following material properties and interactions were 
used for the simulation: Young’s modulus 4.7*109 Pa; 
Poisson’s ratio 0.35; coefficient of restitution 0.43; 
coefficient of friction 0.73, coefficient of rolling friction 
0.21. The time step was set to 10-5 s. The right panel of 
Figure 3 depicts a snapshot of the DEM simulations with 
the system loaded with approximately 134000 spherical 
particles. While this number of particles is representative 

of an industrial application using rather lumpy material, 
DEM simulations employing large particles are common 
in the field (see e.g. Natsui et al., 2009) and Corse Grain 
approximations are emerging as a viable tool to reduce 
computational costs (Sakai, 2016).  After equilibration of 
the loaded particles, 200 s simulation was performed and 
a snapshot was saved every 4000 time steps.  During this 
time the wall at the bottom of the system was moving 
downward at a constant speed of 0.01 m/s, corresponding 
to a flow of 4.2*10-2 m3/s. These values exceed normal 
metallurgical operational conditions but ensures that each 
particle travels enough space to be able to collect a 
representative picture with a relative short simulation. 
For reference, the DEM calculations took approximately 
4 days on a standard desktop PC.     
 

APPENDIX B – HOMOGENEIZATION  
This appendix describes the transformation of the 
information collected in the DEM snapshots into the flow 
field of a fictitious fluid.  
The first step to be accomplished is the space averaging 
as depicted in Figure 4. In practice, the Cartesian 
coordinates and velocity components for each particle are 
transformed in cylindrical coordinates and projected into 
the 2D subspace of the axisymmetric model. The 
projection occurs over a discretized grid whose elements 
are smaller than the particles. The space average takes 
into consideration both the volume of the particle and the 
total volume extruded over the projection itself.  
A detail of the outcome of the space average is shown in 
the right panel of Figure 4 where the magnitude of the 
vertical component of the velocity is rendered. Although 
the space averaging successfully collects all the 
information of the 3D model and translated it into a 
bidimensional field component, the granular nature of the 
system is still evident and “shadows” of the individual 
particles are still visible.  
The second step consists of combining data from several 
snapshots into a time average. In the specific case, we 
used 450 snapshots collected every 0.4 s in the range 20-
200 s of the DEM simulation.  
At this stage, it is important to realize that the approach 
so far does not include the movement of the “empty” 
fraction of the bulk. A possible solution is to scale all the 
velocities with a factor inversely proportional to the 
packing density of the system. Alternatively, the bulk 
flux (imposed in the DEM simulation), can be used to 
scale the flux for each row of the grid in the 2D subspace. 
An example of the results at this stage is shown in the top 
left section of  Figure 5. Although the flux of the fictitious 
fluid is now exact by design, some noise is still present 
in the flow fields and small artefacts emerge near the 
walls (see vertical striations in Figure 5). This can be 
corrected using a smoothing function. Here we use 
repeated convolutions with a 5x5 Gaussian kernel 
(Davies, 1990). 
The operations described in this section refer to a 2D 
axisymmetric COMSOL simulation. However, only 
small modifications of the projection function and 
smoothing procedure are needed to address Cartesian 2D 
and full 3D cases.  
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ABSTRACT
The Si-Mn alloy process production in submerged arc furnaces
(SAF) is investigated. The aim of the studies currently in progress
is an enhancement of the knowledge about the key reactions and the
mass transport phenomenon related to the metal production. Some
small scale experiments on raw materials and bigger pilot scale ex-
periments are done to understand local kinetic and its extension
to real condition production furnaces. As it is impossible to ob-
serve what is happening in the core of the furnace during operation,
excavation of the pilot scale furnace are realised after operations.
Based on bibliographical description of similar processes, observa-
tions and species analyses after excavation, a numerical simulation
is currently in development to test the hypothesis formulated about
the internal behaviour of the furnace. As it is difficult to model the
complex entire furnace, the work presented here is focusing on what
are the phenomenas inside the coke bed, in the dripping zone where
the slags flow around the carbon particles before reaching the bot-
tom of the furnace. The thrickling of the slags across the coke bed
can be evaluated by a simulation of the droplets finding their path
by gravity through the packing of carbon particles. This study has to
be very local in space and time, but can give some useful informa-
tions such as velocities and drag force. At a larger scale (ie furnace
scale), the coke bed particles are modelled by a granular phase in
an eulerian-eulerian representation where the slag phase flow inter-
act in the same way as in the local study. The slag is found to flow
across the coke bed under the form of droplets of a maximum di-
ameter of 10mm. The apparent velocity of the fluid is about 0,12
m/s. However the residence time of the droplets is longer due to the
liquid trapped along the coke bed.

Keywords: Packed bed, Granular flow, Free surface flow, Multi-
phase mass transfer, Multiscale .

NOMENCLATURE

Greek Symbols
ρ Mass density, [kg/m3]
µ Dynamic viscosity, [kg/ms]
α Surface tension, [kg/s2]

Latin Symbols
u Averaged volume Velocity, [m/s].
K Momentum exchange Coefficient, [1/s].
F Volumic Force, [kg/m2.s−2].
g Gravitational Acceleration, [m/s−2].

∆H Reaction enthalpie, [J/mol].
q Heat flux, [J/m2.s].
h Convective heat transfer coefficient, [J/m2.s.K].
rr Reaction rate, [mol/m3.s].
T Temperature, [K].
Adst Area density, [m2/m3].

Sub/superscripts
p particle.
s slag.
g gas.
eq equilibrium.

INTRODUCTION

In the steel industry, manganese is an important element
needed in order to produce specific grades of steel, ranging
from materials having a great toughness,a high strength or
containing low carbon. Manganese is added into the steel
production furnace in the form of alloys and mainly ferroal-
loys. Silico-manganese, also called SiMn is another alloy
which is privileged in the production of silicon and man-
ganese containing steel.
The major part of SiMn is produced in submerged arc fur-
nace (SAF) by carbothermic reduction of oxidic raw mate-
rials. An experimental effort has been conducted these last
years at NTNU, operating a pilot scale SAF to investigate
the parameters limiting the conversion of slag into metal al-
loy. Currently about 35 % of the mass is tapped from the
production furnace as a metal, leaving the 65% remaining in
a slag form.
To facilitate the understanding of the furnace, a modeling ef-
fort of the furnace is conducted in order to give different sce-
narios conducting to the conversion of slag into metal. Hy-
pothesis has to be made to describe the furnace, and, to re-
duce the complexity of the problem, the whole problem has
been split into more elementary part.
This paper is focusing on the modeling strategy used to de-
pict one part, identified as the dripping part of the furnace.
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FURNACE DESCRIPTION

The pilot scale furnace (Ringdalen and Tangstad, 2013) is a
cylindrical container of 450 mm of inner diameter and the
charge height is around 700mm. The furnace is filled with
ores and the charge is always maintained up to its maximum
height level during operations. There are two electrodes; a
top one situated in the furnace and a bottom one situated un-
der the furnace. Their role is to bring thermal energy to the
particles due to ohmic dissipation inside the conducting ma-
terial which is mostly carbon particles.
The furnace is usually reported to be composed of two parts
that is the pre-reduction zone and the reduction zone. The
pre-reduction zone is the upper part of the furnace where
the ores are reduced (FeO) or pre-reduced (Mn3O4, Mn2O3,
MnO2). This zone is heated by the exothermic pre-reduction
reactions as well as by the hot flux of CO gas ascending from
the reduction zone which is at the same time a reactant in the
pre-reduction reactions (figure 1). The reduction zone is lo-
cated on the bottom half of the furnace. In this zone, due to
Joule dissipation in the carbon particles, the ores are melted
and reduced into metal by carbo-reduction. The general lay-
out of the reducing steps and the kinetic associated is not yet
well known and are the object of the current investigations.
Poor pre-reduction of the ores as well as limited ores reduc-
tion lead to partial conversion of the slag into metal.
As the core of the metal production process is happening in
the reduction zone, it is interesting to investigate this zone
more deeply.

PHYSIC OF THE PROCESS

The process involves various different physical phenomena
which are coupled together such as electricity, thermody-
namics, turbulent hydrodynamics, heat radiation and chem-
ical reactions. The complexity of the interdependency of
these phenomenas both in a mathematical way and due to the
existence of different zones inside the furnace lead to chal-
lenging modeling where some choices have to be done.

Phases At least 4 phases have to be taken into account that
is the gas phase, the solid phase and two liquid phases. The
oxides form the liquid slag phase, whereas the reduced ox-
ides are combined together into another liquid phase which
is the metal phase. The pre-reduction zone is mainly consti-
tuted of solid and gas whereas in the reduction zone, the two
liquids are flowing through a bed of solid particles.

Species The number of species present can be quite
large due to the wide variety of ore materials used. In
those materials some elements participate only in the slag
phase(CaO,MgO,BaO,Al2O3), as they seem not to be in-
volved into the reacting system of metal production. The
solid material are mainly MnxOy, SiO2, and the carbon rep-
resented as coke. The fluid species can be classified in two
types that is the oxides and the metallic compounds. The slag
components taking part of the reaction are mainly SiO2 and
MnO whereas the metallic component are by order of impor-
tance Mn, Fe and Si. The gas phase is composed of CO and
CO2, but only CO is present into the whole furnace.
In this paper we focus on the way the melting ores are drip-
ping on carbon particles.

DATAS AVAILABLE TO PROCESS THE MODELING.

Due to the temperature, the size, and the opacity of the sys-
tem, it is difficult to monitor internal parameters such as the

temperature, the flow rate, or the reduction rate in the fur-
nace.
The data available during a run are mostly external param-
eters that is the power supplied to the installation and the
variation of resistance measured in between the electrodes,
the quantity of molten slag and metal collected every 30 min,
the temperature of the tapped liquid and the analysis of this
liquid components after operations.
At the end of the operations the furnace is cooled down and
the void areas are filled with epoxy. A slice along the diame-
ter of the furnace is realised. This slice, called the excavation
plate, gives us a picture of the furnace at the instant when
the electrical power is shutdown. The informations extracted
from it can help us to understand the internal process during
operations. The hypothesis made is that no reduction happen
during the cooling process as not enough power is supplied
to continue the reduction. From the excavation of the furnace
some informations about the solid phase packing can be ex-
tracted, as well as the composition of some phases remain-
ing. According to these excavations, it seems that 90% of
the reduction happen on a thin layer situated at the top of the
reduction zone, at the interface with the pre-reduction zone,
where the reacting ores, already liquid are reduced. The 10%
remaining reduction should happen in the coke bed by drip-
ping down through it.

Metal

Pre-Reduction Z
one

Figure 1: Scheme of the Si-Mn pilot-scale furnace

COKE BED, THE DRIPPING ZONE

As the phenomenons explaining that most of the reduction
operations happen on the top of the coke bed are not yet well
identified and just hypothesis, it is difficult to model the en-
tire coke bed as a whole. Indeed the slag in liquid state has
to stay long enough on the top of the coke bed to be reduced
without flowing in the down part of the coke bed.
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To decouple the problem, we focus on the way the liquid
slag flow through the coke bed (see figure 1). This zone is
referred to the dripping zone. It is the zone where the slag
flow by gravity around the carbon particles. The description
we depict now is similar to the one observed in the blast fur-
nace where the dripping zone is described as a zone of great
importance to the mass transfer of elements (Husslage et al.,
2005).
To study this zone we are using two different numerical mod-
els involving two different scales :

• one local model where the interstitial space between
carbon particles is meshed, and where the interface of
the flowing fluid slag is tracked with the help of the Vol-
ume of Fluid method

• one global model where the phases fractions are tracked
in each cells with the Euler-Euler method. In this model,
the cells are bigger than the inter-poral space and the
whole dripping zone is modeled.

In the dripping zone the temperature is assumed to be main-
tained at a value of about 1873 K. It is the temperature mea-
sured of the tapped metal, and just above the temperature of
reduction of the ores.

THE TWO SCALES MODEL

The local model

This part of the calculations referred to the local model are
done in order to give a representation about the intensity and
the configuration of the dripping slag into the coke bed.
We consider a 2D box representing some carbon particles
digitized from the real geometry (figure 2 ). In this box only
the poral space around the carbon particles is meshed, using
the snappyHexMesh tool of OpenFoam 4.1 (OF4.1).

Figure 2: 2D box for slag droplet simulation

This box have to be small enough to permit a fine meshing
of the poral space and large enough to contain at least some
droplets free to move.
The solid fraction in the box is representative of the average
solid fraction of the real packing in the pilot scale experi-
ment. The slag phase is introduced by initializing its phase
fraction to 1 into a geometrical zone representing the desired
quantity of liquid, This liquid is initially at rest (zero veloc-
ity), and flows by gravity.
Periodic boundary conditions are used on top and bottom of
the box, and non matching cyclic boundary conditions are
used on the right and left side of the box.
The method used is the Volume Of Fluid method which solve
all the phases with one set of conservation equations. The

solver is the interFlow solver based on interFoam version of
OF 4.1.
In this solver, the interface reconstruction algorithm used
is the recent isoAdvector algorithm (Roenby et al., 2016),
which oppositely to MULES, use geometrical interface re-
construction and advection instead of algebraic interface
compression. This algorithm has been found to be more ac-
curate in interface advection and reducing splashing of small
parts of the volume fraction out of the main fluid flow. The
performance of the algorithm is also very good in compar-
ison to others geometrical reconstruction algorithm. Addi-
tionaly the advection of the interface is almost not affected
by the type and shape of cell used.
The solver is modified to introduce the gravity field into
the momentum equation instead of the pressure equation, to
avoid problems due to the non periodicity of the pressure
field. The average slag velocity in the box is calculated with
the velocity of the liquid phase along the dripping path of the
slag. The volume of fluid reported divided by the height of
the box and the final velocity, gives us the flow rate obtained
when the slag reaches the bottom of the coke bed.
The goal of this calculation is to depict the behaviour of the
slag when the flowrate calculated at the bottom of the coke
bed is similar to the one deduced from the quantity of liq-
uid obtained from each tapping of the pilot-scale experiment.
This calculation is done iteratively by correcting the quantity
of liquid introduced and the size of the simulation box un-
til reaching some result in accordance with the experimental
quantities obtained.
The hypothesis done during the calculation is that the slags
are flowing homogeneously in the whole dripping zone and
that the flow rate stay constant during all the process. The
thickness of the droplets is estimated as being the average of
the diameter of the flowing droplets considered. This study
can be completed by taking into account the variation of the
viscosity, surface tension, density and contact angle along
the path, due to composition variation. As it is still a bit
difficult to obtain the correct informations into both spatial
variations of composition and properties evolutions related
to these composition variation, the properties have been, in
this attempt , kept constant.
This averaged velocity of the dripping slag has been reinter-
preted in terms of drag coefficient of the coke bed :

Fdrag = αsρs (up−us)Kp−s +αsρs (ug−us)Kg−s = αsρsg

If we consider that there is no drag interaction between the
gas and the slag phase and that the solid particles are not
moving, we can then estimate the value of Kp−s with the ex-
pression Kp−s = g/us. We can also deduce an order of size
of the droplets by following the liquid phase in spaces with-
out particles where the droplets are not combined together.
Both datas can be used in a large scale modeling which will
be presented in the next part.
The physical properties used to calculate the flow are based
on the composition of the slag tapped afer experiment. These
properties are summarized in table 2 for an average slag com-
position obtained over several tapping given in 1.

Table 1: Slag composition (mass %) at the temperature T=1778K

Temperature MnO SiO2 CaO MgO Al2O3

1778 21 39 19 8 13
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Table 2: Physical propoperties of the slag whose composition is
given in table 1

ρ(kg.m−3) µ(Pa.s) σ(N.m−1) θ dynamic θ

3280 0.1 0.49 125 ±10

The global model

The Euler-Euler model of Fluent 17.2 is used to represent
the dripping part of the whole furnace. This model offer the
possibility to study a process on a large scale geometry. This
model has been used to simulate several complex processes
involving several phases and reactions. In metal production it
has been used to simulate the trends of the silicon production
process in an industrial configuration (Darmana et al., 2012).
In this model particle, liquids and gas phases are present in
each cell. The phase fraction of the phases are tracked as
well as their averaged velocity and temperature in each cell.
Only one pressure field is calculated for all the phases, and
the turbulent quantities k and ε are calculated for the mixture.
The evolution of these continuous fields are calculated with
the help of correlations to describe the inter-phase interaction
inside the cells. These terms are added as source terms in
the fluid flow equations (momentum and/or energy) of each
phase. The study is axi-symmetric.

Solid phase The granular model is used to model the coke
particles. The coke bed is represented as a packed bed with
no velocity. The solid phase fraction is taken as the same
as the one used in the local model (0.39). The size of the
particles is also taken as representative of the coke bed (0.01
m).

Liquid phase The main parameter of the liquid phase is
the size of the droplets flowing through the solid phase. The
droplet size is assumed to be homogeneous in the whole fur-
nace and the value is estimated from the calculations of the
local model. The phase fraction in the domain is calculated
from the imposed boundary conditions.

Gas phase The gas phase is the main or continuous phase
which means that its phase fraction is calculated with the
space non occupied by the other phases following αsolid +
αliquid +αgas = 1.

Geometry The geometry boundary are sketched from :

1. The walls of the furnace for the down and side boundary

2. The shape of the reduction zone determined from the
excavation plate of the furnace.

The shape of the reduction zone can be located as the fictive
boundary separating the zones with different solid composi-
tion. On the upper part a mix of solid coke and ore particles
can be observed whereas on the lower part there is just solid
coke remaining. The mesh generated with the Delaunay al-
gorithm for quad (Remacle et al., 2010) of the GMSH utility,
is represented on figure 3.

Boundary conditions The fluid is entering the top part of
the coke bed near the electrode, and the fluid is free to leave
the coke bed (pressure outlet conditions) on both the lower
part and the upper part of the coke bed (figure 3). The ve-
locity inlet conditions are set in a way to respect the global
flowrate of the experiment. The velocity is set at a similar
value as the main value wanted into the coke bed, and the
inlet phase fraction is adapted to this value.

Figure 3: Geometry and mesh of the coke bed zone

Drag coefficient For the calculations of the drag coef-
ficient between fluids the Schiller-Naumann correlation is
used. For the drag interaction between the liquid and the
solid, the Kp−s coefficient calculated previously and adapted
to the dimensions required by the equation solved by Fluent
(kg.m−3.s−1) is used.

RESULTS

Local model

The VOF model gives us several informations about the dis-
tribution of the droplets into the coke bed.
First, small droplets (diameter < 9mm) will flow quickly in
places where the pore size is superior to their size. Depend-
ing on their velocity these droplets will go through smaller
interpores. If the smaller interpore zone is smaller than the
droplet diameter, and its inertia is not sufficient to cross the
obstacle, then the droplet will get stuck. These droplets may
fragment into smaller droplets when they impact a bigger
particle with a high velocity (0.5 m/s), but usually due to
the high surface tension and the friction along the coke bed,
these droplets rarely split.
The high density (3 times higher than water), and the rela-
tively low dynamic viscosity (comparable to olive oil) permit
the slag phase to flow easily into the coke bed. Oppositely,
the contact angle and the high surface tension oppose a resis-
tance when it comes to zone with smaller pore dimensions.
Big droplets (diameter >10mm) split in smaller droplets dur-
ing their trickling path through the coke bed. The dynamic of
the obtained droplets depends on the size of these droplets.
As long as the smallest pores between particles is not filled
with slag, the droplets will partially attach to the carbon par-
ticles which leads to a non steady flow rate, and a residence
time of a droplet which vary at the beginning of the sim-
ulation. As these poral spaces of the coke bed are filled
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with slag, we have a continuous process which begin, one
droplet pushing the precedent droplet out to feel the cavity
or to extract the totality of the fluid, releasing each time new
droplets. The size and the dynamic of the new droplet depend
on the quantity of liquid extracted from the cavity.
In this pseudo stationary regime the movement of fluid is es-
timated to be around 0.12 m/s with velocities ranging from
0m/s for the droplets trapped into the coke bed up to about
0.5 m/s during (free fall of some small droplets). The veloc-
ity of the droplets vary depending on how many filled cavities
are met along the droplet path inside the coke bed. If we con-
sider that the liquid pushed out of the cavity is the continuity
of the one pushing the liquid then the velocity of one bubble
of a diameter of 9 mm is about 0.12 m/s. The final size of the
droplet at the bottom of the furnace does not depend directly
of the size of the initial droplet but also of the quantity of liq-
uid trapped into the pores. If the size of droplets stemming
from the top of the coke bed is stationnary then the size of
a droplet trapped is about the same size and the size of the
bubble released is also approximatively the same.
The wetting of the particles is a key parameter to determine
the contact area between the slag and the solid particles. It
depends on the physical properties of the fluid, in particular
the contact angle, but also on the geometry of the particles
and the interstitial space where the droplets are trapped. The
scarcity of the droplets flowing through the coke bed and the
high value of the contact angle explain that only a few part
of the coke surface is wet by the slag in the dripping zone.

Global model

Introducing the correct order of magnitude of the particle
size, coke bed void fraction and drag coefficient permit to
simulate an averaged situation which is representative of our
local simulation. The droplets of the predetermined size (4
mm in our simulations) flow in a coke bed at the approximate
velocity of 0.1 m/s. This lead to a distribution of the phase
fraction given by the calculation on figure 5. This model as
such does not give more informations as it reproduces in a
modeled way the results obtained with the local model.
The idea behind the use of this model is to add an energy bal-
ance calculation in the system by choosing the appropriate
boundary conditions, energy sources and energy consump-
tion inside the coke bed. This needs an accurate descrip-
tion of the thermo-physical properties of the system, electri-
cal power released and of the kinetic of the reaction system.
A first attempt has been made in this direction using the sim-
plified system

MnOliquid
slag +Csolid −→Mnliquid

metal +COgas

Figure 4: 3-6 mm droplets flowing along coke particles

involving just one component in each phase. The subscript
specify the liquid phase whereas the superscript specify the
physical state of the compound. The slag phase is composed
of MnO, the metal phase of Mn, the solid phase is made of
carbon and the gas phase is composed of CO. This means
that in contact with carbon our slag phase transform into the
metal phase. The reaction is endothermic, needing an exter-
nal energy source to supply thermal power to the system.
The kinetics of the process is still in investigation, and, in this
attempt we used a heat transfer correlation, the Gunn corre-
lation to estimate the heat transfer coefficient h between the
carbon phase and the slag phase. The reaction is temperature
driven and the kinetics is based on the heat flux received by
the material : rr = Adst .q/∆H with q = h(Tp−Teq). The value
of the area concentration Adst can be use to model the surface
of contact between slag droplets and coke particles available
for chemical reactions.
In the figure 6 we can see the calculated reaction rate of our
implementation. The results are homogeneous on most of
the part of the furnace, and a bit higher on the top zone of the
furnace where the fluid is slower.
It is not yet a goal in this paper to reproduce the real reduction
behavior of the furnace, but to present the modeling strategy
used to help understanding the furnace operations by adapt-
ing the input datas of the model to the observations.

DISCUSSION

This modeling answers some questions :

1. The fluidity of the slag in a fully liquid state cannot ex-
plain that 90% of the reduction happen at the top of the

Figure 5: Velocity and phase fraction of the slag phase dripping
into the coke bed

Figure 6: Reaction rate in the coke bed volume (kmol.m−3.s−1)
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coke bed. Another explanation has to be found to ex-
plain the residence time of the slags on this part of the
furnace.

2. The slag is not flowing down through the coke bed as
a continuous flow but by succession of droplets coming
from the reduction zone at the top of the coke bed.

3. The chemical composition of these droplets is not just
evolving by reaction along the path imposed to them by
the gravity, which would result in very few reduction as
their residence time would be small.

Instead, some droplets stay at some places into the coke
bed until another droplet push it down. There is certainly
a permanent renewal of the chemical concentration of these
droplets which are trapped. So it can be considered that a real
droplet has an average residence time in the coke bed which
is superior to the impression it gives when flowing from cav-
ity to cavity. In addition the renewal of the droplet may de-
pend on the position in the coke bed. On the peripheral part
of the main dripping zone, some droplets are renewed less
often than in the main flow leading probably to a less im-
portant reduction rate. In 3D also there are more accessible
places for a droplet to stay before being pushed by another
one. In addition, the modification of the chemical compo-
sition of the droplets modifies the physical properties. The
trajectories of these droplets are very sensible to the physical
properties due to the combinaison of variation of properties
as the contact angle, the surface tension and the viscosity.
The trajectories of the flow will probably defer from droplet
to droplet leading to an exploration of the whole geometry
and a lower renewal of droplets trapped in the coke bed, in-
creasing their residence time. However in some conditions,
the limited height of the coke bed allow for some droplets to
flow without being trapped.
All these considerations can be taken into account in the
global modeling by adapting the Kp−s drag coefficient to a
value consistent with the evaluated residence time in the coke
bed. This will be a parameter which will influence the way
the reaction rate will be calculated and need to be taken into
account.
Here the reduction rate calculated is not in accordance with
the real transformation rate. Some thermal datas used are
not totaly accurate and the real kinetic need to be reformu-
lated with the last datas obtained about the Si-Mn reduction
process in order to be compared with a real production rate.
In addition the gunn corelation is not well adapted when the
liquid is not the continuous phase.
However, the modeling strategy presented here, can give
some useful informations about the reality of some hypoth-
esis formulated, and may assess if it is realistic to estimate
that 10% of the slag reduction occur in the coke bed.

CONCLUSIONS

A modeling strategy to simulate the behaviour of a Pilot-
scale Si-Mn production furnace in relation with experiments
analysis has been proposed. For this purpose, a 2D numer-
ical model of the dripping slag across the coke bed zone is
detailed.
The developed numerical model is based on two different
scales using two different approach of the multiphase mod-
eling.

1. The first one is a detailed model on a small scale aiming
at using the fluid properties of the slag to describe how

it can flow into a dry coke bed when traveling from the
reduction zone to the bottom of the furnace.

2. The second one use hydrodynamic results of the inter-
action between the solid phase and the slag phase cal-
culated in the first one to describe the whole geometry
with averaged quantities.

The first one use the VOF-isoAdvector method when the
other one use the Euler-Euler model. The results show us
that the liquid slag is flowing through the coke-bed by a suc-
cesion of droplet and that the averaged flowing velocity is
about 0.12 m/s. The diameter of the droplet cannot be higher
than 9-10 mm to avoid their break-up. The residence time
of the droplets should be greater than the apparent velocity
of the fluid to take into account that the droplets stay often
trapped into the coke-bed. These effects can be taken into
account into the big scale model by introducing the appro-
priate drag coefficient. This model can be used to simulate
the reductions reaction and validate a thermal balance of the
coke bed zone.
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ABSTRACT 
Phosphate fertilizer plants are installations constantly evolving 
which make their design a challenging task. Phosphogypsum, a 
by-product of the manufacture of phosphoric acid, is piled up, 
forming stacks which may eventually alter the process 
efficiency as they encroach on process cooling ponds and 
locally modify the airflow fields. The easier access to high 
performance computing and the improvement of software 
capabilities allow to fully consider today the use of CFD within 
tight-schedule industrial projects, even the ones involving 
large-size geometry. As an example we describe how CFD can 
be efficiently used as a design tool for the revamping of a 
phosphate fertilizer complex. The use of recently emerged 
multi-software optimization tool is also explored as a way to 
enhance the engineering time dedicated to this problem. 

Keywords: CFD, Fluid-Fluid interaction, Heat exchange, 
Optimization, Pollutant dispersion. 

NOMENCLATURE 
 
Greek Symbols 
α  Water mass fraction. 
 
Latin Symbols 
V Velocity, [m/s]. 
T Temperature [°C]. 
z0 Roughness length, [m]. 
 
Sub/superscripts 
a Air. 
p Pond 
 

INTRODUCTION 
 
The enhanced accessibility to faster cores has led to an 
important evolution of high computing performance 
(HPC) for CFD. In addition, most of the current 
commercial softwares are now well optimized to take 
advantage of this available higher power resources, 
allowing large-size geometry parallelization. This has 
opened up new opportunities for CFD to be part of 
industrial projects as a design tool in domains where it 
was not a conceivable option just a few years ago, due to 
the incompatibility between the project schedules and the 

time consuming calculations. Furthermore, CFD studies 
on the atmospheric boundary layer are now common 
[DUYNKERKE, 1988] [VENDEL et al, 2010] and allow 
to model a complete plant subjected to various weather 
conditions. Based on Pasquill classes [PASQUILL, 
1971], different wind velocity, temperature and 
turbulence profiles can be applied to represent real 
atmospheric conditions. In Oil & Gas industry, two 
frequent examples are the Hot Air Recirculation studies 
performed on Liquefied Natural Gas (LNG) trains and 
the pollutant dispersion studies around onshore and/or 
offshore installations [DEVYNCK, 2016]. Another less 
familiar application involving the modeling of large 
geometry and for which CFD can be a helpful design 
option is the phosphate fertilizer plant.  
This kind of plant may be associated with several 
problematics such as fluoride dispersion, steam fog 
formation or process thermal management. Fluoride is a 
major pollutant involved in the phosphoric acid 
production process which usually consists of the reaction 
between phosphate rock and sulphuric acid (wet process). 
Its release in the atmosphere from the evaporative 
cooling pond surface must be carefully monitored to 
ensure the respect of the regulations. Moreover, the 
cooling process taking place in the ponds leads to an 
important increase of the water content in the ambient air, 
which can cause steam fog formation under unfavourable 
weather conditions. Whether it is for the dispersion of 
fluoride or the steam fog formation prediction, not only 
CFD can allow to assess the situation but also to explore 
improvement solutions.  
Another concern regarding the phosphate fertilizer plants 
comes from the formation over time of large 
phosphogypsum stacks which may eventually lead to the 
necessity to revamp the plant. The phosphogypsum, a by-
product of the manufacture of the phosphoric acid during 
the so called wet process, is mixed with water to form a 
slurry, then continuously piled up in settling ponds which 
will turn into massive gypsum stacks after years of 
service. About 5 tons of phosphogypsum are produced 
for each ton of phosphoric acid [GOWARIKER et al, 
2009]. To allow the gypsum stack expansion, new 
deposit areas must be defined. The conversion of a 
cooling pond into a settling pond is then a possible 
solution even though it leads to the reduction of the heat 
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exchange surface. As a result, new ways to exchange 
energy or to reduce the process total heat duty 
requirement must be found. The easiest way to achieve 
this may be by revamping the process in order to reduce 
the total dissipated energy and to optimize the remaining 
exchange surface. Revamping plants is a quite common 
task for Oil & Gas engineering companies nowadays and 
CFD can be used to support the optimization of the 
remaining pond surface. 
 

MODEL DESCRIPTION 

Overall geometry 
To account for a phosphate site production, a typical area 
has been reproduced. It consists in two gypsum stacks 
whose only one is still active with a settling pond at the 
top.  Three cooling ponds are used on that plant, 
including one at the top of the non-active gypstack. 
Surrounding elements such as process units and houses 
of the residential area have also been modeled (Figure 1). 
The atmospheric part of the domain is modeled by a box 
whose dimensions are 2km x 2.5km x 1km. 

 
Figure 1: Overall domain 

 
The presence of irregular terrain close to the site can be 
included into the simulation starting either from 2D 
elevation lines or directly from a 3D topography surface. 
Using STAR-CCM+ surface wrapper we reconstructed a 
CFD compatible ground surface.  
 
In the following demonstration study, the irregular terrain 
elevation has been imported as STL files while stacks 
have been entirely built from the 3D-CAD modeler of 
STAR-CCM+. All parts of interest for the study must be 
included in the computational domain in order to take 
into account the congestion and the air flow disturbance. 
Moreover, this could also be of importance for 
controlling precisely the amount of pollutant in the 
installation area. 
 
A residential area represented by 12 houses has been 
implemented at about 500 meters of the closest pond. 
Likewise, process industrial structures are positioned at 
about 100 m from the pond. 
 

Fluid-Fluid interaction 
To account for the evaporation taking place from the 
pond surface without computing the real gas-liquid 

interface, we modeled it as a fluid-structure interface. 
Two independent fluid regions are exchanging data 
through the interface in order to compute the calibrated 
heat and mass exchange. Several benefits come from the 
separation of the two regions: the physics is simplified as 
there is no more need for multiphase flow modeling. 
Instead, two single phase flow calculations are performed 
simultaneously and only an exchange of some specific 
values at the interface is required. Using data mapping 
technique with nearest neighbour interpolation, water 
temperature value is sent to the atmosphere region 
whereas the calculated evaporative and convective heat 
fluxes values are transmitted to the pond region to cool 
down the liquid.  
 
Several field functions accounting for the evaporative 
and convective heat fluxes and the water mass flow rate 
at the air/pond interface have been defined. The main 
local parameters used by the solver to feed those 
functions are the air velocity, the air temperature, the 
relative humidity and the water temperature. The 
different exchanges taking place between the two fluid 
domains are summarized by the following diagram.  
 
 

 
The evaporation correlation is based on daily 
experimental data measurements over several years and 
is detailed in § Heat management computations. 
 
Another important advantage arising from the flat 
interface hypothesis is to allow the use of coarser meshes. 
Table 1 gives a comparison of the mesh size of two 
identical domains varying only by the modeling approach 
(1 fluid region versus 2 fluid regions). 
 

Table 1: Number of cells 

 Air Water TOTAL 
2 regions 184,858 102,090 286,948 
1 region 2,240,000 717,066 2,957,142 

 
It is obvious that adopting the two separated fluid zone 
modeling will allow a significant computational time 
reduction which is preferable for the purpose of 
conducting optimization study which can require to 
perform numerous simulation runs.  
 

Mesh 
Due to the large surface and the very small depth of the 
ponds, the thin mesher technique has been used in the 
water region. Ten cells have been generated over the 
water depth to discretise sufficiently the cooling pond. 
There is no need to use a conformal mesh at the interface 
due to the employed interpolation technique (§ Fluid-
Fluid Interaction). Thus, with a cell size of the same 
magnitude at both interface sides, yet adopting two 
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different meshing method for the fluid zones, the final 
mesh can be coarser while remaining relevant to model 
the heat exchange and the flow in the two regions. 
In the air zone, a trimmed mesh has been used with one 
prism layer generated on the ground. The ground surface 
cell size has been set to 5m while a 2m size has been 
imposed on the pond surface. During the surface 
wrapping operation, different target sizes have been 
defined on the structure elements according to the desired 
level of precision. The minimum cell size allowable has 
been set to 10 % of the base size. 
 
The Figure 2 shows the differences between the initial 
faceted surface (STL) and two generated surface meshes 
set with different base sizes, respectively 5 m and 10 m. 
 

 
Figure 2: STL file, Wrap 5m, Wrap 10m 

 
Given the potential for the rapid growth of the total cell 
number, only the areas of interest, such as the air intakes 
or the areas nearby the workers should be precisely 
discretised. 
 

Pond Optimization 
Following the removal of one of the cooling pond to 
allow space for the active gypsum stack expansion, a 
significant surface which was dedicated to the dissipation 
of the energy is no longer available. Consequently, 
modifications must be made to the process to recover the 
lost heat duty, thus ensuring to maintain the process 
efficiency. In order to achieve this objective, the 
remaining cooling ponds must be optimized as well to 
make them the most efficient possible.  
 
On this basis, the second pond which offers the highest 
potential due to its larger size, has been modeled 
separately with the purpose to optimize the surface heat 
exchange. As the overall geometry of the pond cannot be 
modified, only realistic on-site implementations have 
been explored such as modification of the water 
inlets/outlets position and the addition of elements to 
modify the water distribution, such as dikes. 
 
Figure 3 highlights the CFD study domain which includes 
only the cooling pond and the non-active gypsum stack 
to keep the number of cells to a reasonable amount. 
Indeed, the optimization study can require a lot of 
calculation runs to determine the global optimum or to 
plot a Pareto front which helps to determine the feasible 
designs depending on the defined constraints and 
objectives.  
 
 

 
Figure 3: Optimization domain 

 
The optimization tool used for this study is HEEDS 
which is a multidisciplinary design exploration software 
from Siemens PLM Software. After the definition of 
several parameters adjustable by the solver and several 
target objectives, the selected optimization algorithm will 
explore the whole space design in order to find local or 
global optimum. As this exploration process is automated 
within HEEDS, the final geometry and mesh model must 
be robust to ensure the good convergence of the different 
calculations. Consequently, all the standard manual 
manipulations such as “surface repair” or “diagnostics” 
are avoided and must be configured to be automatically 
performed. 
 
In order to modify the water distribution inside the pond, 
dikes have been created via the 3D-CAD modeler to be 
added to the pond model. The parameters defined as 
being modifiable by the software to find the better 
designs are: 
 
- Number of dikes (from 1 to 10). 
- Depth of the pond (from 0.5m to 5m) 
- Orientation of the dikes (North-South or East-West) 
- Aperture between side of the pond and dikes (20 to 

200m) 
 
A JAVA macro is also executed before the start of the 
simulation in order to modify the position of the water 
inlet inside the pond. Indeed, depending on the number 
of dikes and their orientation, the inlet may be located at 
three different locations, while the outlet remains fixed.  
 
As a finer mesh is required close to the dikes, the total 
number of cells in the domain will change significantly 
according to the parameter set configuration. The total 
number of cells can vary between 300,000 cells and 
2,500,000 cells.  
 
Two objectives have been defined: improve the surface 
heat transfer and reduce the investment costs (CAPEX). 
On a practical level, this involves the lowest outlet 
temperature possible while minimizing the dikes length.  
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Boundary and Operating conditions 

Air domain 
The atmospheric domain has been set to orient the cell 
faces perpendicularly to the wind direction. Wind is 
coming from the east direction with a neutral wind 
stability profile (Pasquill class D). Wind velocity is 3 m/s 
at 10 m elevation. The wind temperature is assumed to be 
constant and equal to 25°C. 
 
The two side faces parallel to the wind direction are 
considered as symmetry planes, such as the top of the 
atmospheric box. The last bounding box face has been set 
as a pressure outlet. 
 
The atmospheric boundary layer has been modeled 
through the best practices of STAR-CCM+ and the 
roughness of the ground has been set to represent an 
agricultural land with some large obstacles by a distance 
of 500 meters (z0=0.035). 
 
On the water surface, a slip condition for air has been set. 
That leads to increase the wind velocity far from the side 
of the pond. A water mass flux source term has been 
defined. It depends on the wind velocity, the air 
temperature, the water content and the water temperature 
(see § Fluid-Fluid Interaction). Convective and 
evaporative heat transfer are computed via the 
correlations explained above. A realizable k-epsilon 
turbulence model has been used. 
 

Water domain 
The pond’s bottom and side faces are considered 
adiabatic with a no-slip condition. The interface is treated 
like a free surface, i.e with a slip condition and with a 
thermal heat sink corresponding to the evaporation and 
the convection heat flux. A realizable k-epsilon 
turbulence model has been used. 
 
 

RESULTS 
 

Pollutant dispersion 
Fluoride emissions from the ponds may raise concerns if 
the concentration reaches the regulatory limits. Safety 
and environmental studies are a large part of all the 
industrial projects. They aim to ensure the protection of 
the site workers and the population living in the plant 
vicinity. It is for this reason that the fluoride released by 
the eastern stack surface has been studied using a multi-
gas approach. 
 
The Figure 4 represents an overhead view of the plant and 
highlights the fluoride plume expansion. The wind 
coming from the right face of the atmospheric box (south 
east direction) drives the pollutant towards the 
installations and the residential area. 

 
Figure 4: Fluorine plume expansion 

 
The concentration of fluoride can also be displayed on 
the wall of the area of interest such as the residential area 
or the process equipment. Due to the discrepancy 
between the regulatory limits regarding the working area 
and the residential area (8 hour exposures vs yearly 
exposure) two scales of concentration must be plotted. 
On that example, an 8-hour mass fraction exposure limit 
of 0.027 (fictional value) of fluoride is drawn in Figure 5 
on working area and a yearly mass fraction exposure limit 
of 0.015 (fictional value) of fluoride on the houses 
representing the residential area on Figure 6. 
 

 
Figure 5: 8Hr exposure limit on working area 

 

 
Figure 6: 1yr exposure limit on residential area 
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Heat management computations 

The main role of the cooling ponds is to exchange a large 
amount of heat with the atmosphere, thus reducing the 
process water temperature. Any modification of the 
upstream process (inlet water temperature, water 
flowrate, etc) or of the cooling pond surface will affect 
its performances. 

Base case 
First of all, the active configuration has been modeled 
and compared to experimental on-site measurements. 
Three ponds are used to cool the process water, two on 
the ground level and one at the top of an old gypsum 
stack. 
 

 
Figure 7: Base case modeling 

 
According to on-site daily measurements, an evaporation 
correlation has been established depending on wind 
velocity, air temperature, water content in air (moisture) 
and water temperature. The way to exchange the values 
between the water and the air is described in § Fluid-
Fluid Interaction. The convective heat transfer has also 
been taken into account depending on wind velocity, air 
temperature and water temperature. 
 
Figure 7 represents the running order of the three ponds. 
The water is entering in the first and smaller pond at 
48°C. Figure 8 shows the computed water surface 
temperature in the different ponds. 
 

 
Figure 8: Base case surface temperature 

 

The calculation allowed to highlight the contribution of 
the last – and soon to be remove - pond to the total heat 
exchange. Water temperature drops by 4°C in this pond 
which represents 52 MW (about 30% of total heat 
exchange). 

Pond optimization 
All the results extracted from STARCCM+ by HEEDS 
have been compared to a base case without dikes and a 
pond depth of 2m (Figure 9). The outlet temperature is 
44.43°C and the error margin has been estimated to be 
0.2°C (5% of the heat exchange). More than 120 
computations have been performed, including less than 
15% that have failed due to divergence problems or 
results inconsistency. 

 
Figure 9: Optimization - No dikes, 2m depth 

 
Some of the optimization results were very close to each 
other, within the error margin. That led to select not one, 
but several “best design” and to extract the trends 
regarding the effects of the different parameters. 
 
As an example, we present two different solution designs 
leading to an equivalent outlet temperature (Figure 10 and 
Figure 11): 
 
- 6 horizontal dikes, large opening, small depth 

Outlet temperature = 43.8°C 
Heat duty gain = 15.2% 

 

 
Figure 10: 6 horiz. dikes, large opening, small depth 

 

- 1 horizontal dike, large opening, small depth 
Outlet temperature = 43.65°C 
Heat duty gain = 19% 
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Figure 11: 1 horiz. dike, large opening, small depth 

 
 
Figure 12 describes an analysis chart coming from 
HEEDS which allows to quickly identify trends by 
understanding the connections between the different 
design parameters. In our case it allowed to identify the 
following trends:  
 
- Both horizontal and vertical dike positioning are 

possible 
- The number of dikes may change from 1 to 7 in the 

best designs 
- The aperture at the end of the dikes may be large or 

medium, depending on the number of dikes 
- Depth seems to be the most influencing parameter 

and should be kept to a low value to improve the 
results. 

  
 

 
Figure 12: Connections between design parameters 

 

CONCLUSION 
 
Through the example of the revamping of a phosphate 
fertilizer plant, we have demonstrated that using CFD as 

a design exploration tool for large installations is no 
longer a pipe dream. Even without a proper 3D-CAD 
model to start from, different strategies to reconstruct the 
model into the CFD software are possible, such as using 
the surface wrapper tool. Although the use of this 
wrapping technique makes more difficult the calibration 
and automation of the exchanges between the CFD and 
Design exploration softwares, it is something achievable. 
 
In the case we have studied, a first CFD model of the 
active plant configuration has been developed and the 
simulations that followed have allowed to quantify the 
heat duty provided by each of the plant cooling ponds. In 
order to find solutions to recover the lost duty, the 
multidisciplinary design exploration software HEEDS 
has been use to drive numerous CFD simulation runs. 
These calculations did not allow to establish a typical 
Pareto front as the defined two objectives weren’t 
incompatible with each other. No parameters among the 
ones we allowed the software to explore turned out to be 
a real game changer by itself regarding the pond 
efficiency. However, a list of best designs has been 
determined quickly thanks to the software, allowing to 
increase the pond efficiency of about 20%.  
 
While we are just starting to explore the use of design 
exploration software to drive our CFD simulations, this 
test case has shown us very promising results regarding 
the quantity of valuable information that can be extracted 
in a very short time using this approach. 
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ABSTRACT 
This paper presents a numerical simulation model for co-
combustion of coarse Solid Recovered Fuel (SRF) with 
pulverised petroleum coke in a rotary kiln producing cement 
clinker. The objective is to derive a reliable modelling 
methodology for design and optimisation of a kiln burner and 
for the control of the co-combustion process. In this 
simulation model both the solid fuels are treated as dispersed 
phases using the Lagrangian method. Two separate shape 
factors are used to account for the thermodynamic and 
aerodynamic behaviour of the coarse irregular-shaped SRF 
particles. Both the fuels undergo similar combustion process - 
heating, drying, devolatilisation followed by volatile and char 
combustion. Using such a numerical model the influence of 
fuel moisture on ignition, flame intensity, fuel burnout and 
heat output is evaluated. Further insight into the behaviour of 
SRF particles and the flame characteristics are obtained from 
video images of the combustion process recorded at a cement 
plant. 
 

Keywords: Multi-Fuel Burner, Rotary Cement Kiln, Co-
firing, SRF, Fuel Moisture, Combustion Modelling.  

NOMENCLATURE 
 
Greek Symbols 
  Density, [kg/m3]. 
  Stress tensor, [N/m2]. 
  Thermal conductivity, [W/m.K]. 
  Diffusion coefficient, [m2/s]. 
  Reaction rate, [kg/m3.s]. 
 
Latin Symbols 
A  Pre-exponential factor. 
CS  Cross-section area, [m2]. 
D  Kiln diameter, [m]. 

eqD  Equivalent diameter of spherical particle, [m]. 
aE   Activation energy, [kcal/mol]. 

g  Acceleration due to gravity, [m/s2]. 
th   Total enthalpy, [m2/s2]. 

k  Reaction rate constant. 
p  Static pressure, [Pa]. 
R  Universal gas constant, [J/mol K]. 
SA  Cross-section area, [m2]. 

 
 
T  Temperature, [K]. 

aT  Activation temperature, [K]. 
u  Velocity, [m/s]. 
V   Volume of particles, [m3]. 

iY    Mass fraction of species i. 
z    Axial distance inside the kiln, [m]. 
 

INTRODUCTION 
In the cement industry rotary kilns are widely used for 
the production of cement clinker. This process is energy 
intensive and requires large quantities of fuels. Coal and 
other fossil fuels have traditionally been used as fuels in 
cement kilns. Driven by incentives to lower energy 
costs and waste co-processing, many cement companies 
increasingly substitute conventional fossil fuels such as 
coal, oil and natural gas with alternate fuels derived 
from waste. Solid Recovered Fuel (SRF) is one such 
alternative and is a solid fuel prepared from non-
hazardous waste materials intended for firing in 
industrial furnaces.  SRF consists of large amount of 
combustible materials like biomass and plastic. While it 
is attractive to substitute conventional fuels with 
biomass based fuels in economic and environmental 
terms, there are some characteristics of these fuels that 
can impact the kiln process adversely, and may for 
example reduce clinker quality and production rate.  
 
A modern kiln burner must often be able to perform 
with high degree of SRF substitution. Hence it is vital to 
recognize the impacts of burning such alternate fuels in 
order to design and optimize the kiln combustion 
system. Irregular particle shape, inhomogeneous nature, 
high moisture content and prevention of unburnt SRF 
particle from reaching the clinker bed, while still 
maintaining a stable combustion, are some of the 
challenges to be overcome by an optimal burner design. 
Numerical simulations, with appropriate models for 
SRF combustion incorporated, is a useful tool for the 
control and investigation of the combustion process. It 
is possible to simulate in advance different co-firing 
concepts and scenarios giving valuable inputs to burner 
designers and kiln operators. 
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A number of studies have dealt with CFD simulations 
of the combustion of pulverized coal in cement kilns 
[1–4], but only a few papers have studied the effect of 
alternative fuels. Ariyaratne et al. [5] used CFD to 
compare the co-combustion of coal, meat and bone 
meal in the cement kiln, and Liedmann et al. [6] 
simulated the co-firing of lignite and SRF. Both studies 
found that the use of alternative fuels resulted in a lower 
gas phase temperature, due to an increased conversion 
time of the relatively large alternative fuel particles with 
high moisture content. A number of studies have also 
described CFD modelling and impact of SRF co-firing 
in cement calciners [7] and in power plants [8, 9]. The 
current study focuses on CFD modelling of co-firing 
SRF with petroleum coke in a cement rotary kiln. 
 

CEMENT ROTARY KILN 
A rotary kiln is a pyro processing device used to raise 
materials to a high temperature to enable clinker 
formation reactions in a cement plant. Figure 1 shows a 
rotary kiln positioned between the preheater tower and 
the clinker cooler.  
 
 

 
Figure 1: Schematic of a modern cement kiln system 

 
 
The kiln is a long, cylindrical tube consisting of an outer 
steel shell and an inner refractory lining. In the material 
outlet end the kiln is equipped with a burner. The main 
function of the burner is to form a flame to provide 
energy for clinkerisation. The flame should be short, 
narrow and strongly radiant in order to achieve a good 
heat transfer from the flame to the materials in the bed.  
 
The burner fires the kiln with pulverized coal or coke, 
oil, natural gas or even as in this case secondary fuels 
such as plastic chips, wood chips, paper, packing 
material, etc. Most of the air required for combustion is 
the hot secondary air from the cooler entrained into the 
fuel jet and the rest is cold primary air introduced 
through the burner. The primary air is further divided 
into multiple channels to impart axial and tangential 
momentum which helps in controlling the flame shape 
and also to assist in fuel conveying and cooling the 
burner tip. 
 

COMPUTATIONAL METHOD 
The modelling method is based upon the solution of the 
equations governing compressible fluid flow on a finite 
volume mesh representing the inside of a kiln with a 
burner, as illustrated in Figure 2. The commercial CFD 
software ANSYS CFX, was used for modelling and 
simulation of the combustion process. The governing 
equations of conservation of mass, momentum, energy 
and species mass fraction in the continuous gas phase is 
described in equations 1 to 4. 
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Here, Sm is the mass source added to the continuous 
phase (due to evaporation, devolatilisation and char 
reaction); F is the external body force that arises due to 
interaction with the dispersed phase; Se represents the 
heat source due to combustion;   is the diffusion 
coefficient of species i and   is the reaction rate. In 
addition the two equation model of Shear Stress 
Transport (SST) is used to predict turbulence, as the 
flow has moderate swirl generated by the burner. Heat 
transfer by radiation is computed using the discrete 
transfer radiation model. 
 
The finite volume mesh must be adequate to capture the 
presence of a large range of length scales that needs to 
be resolved, ranging from the dimensions of individual 
primary air nozzles (hydraulic diameter ≈25 mm) to the 
overall size of the kiln (diameter=5m; length=75 m). 

 

Figure 2: Computation domain and boundary conditions 

 
All the gas and particle inflow boundaries are defined 
by specified mass flow rate and temperature, while the 
outlet has a defined pressure.  
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Numerical evaluation of co-firing solid recovered fuel with petroleum coke 
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In this simulation model the actual process of 

clinkerisation is not modeled instead a predefined 

temperature profile (Figure 3) is applied to the inner 

walls of kiln and the material bed thereby representing 

the surfaces from which heat is transferred to and from 

the flame or process gasses. 

Figure 3: Predefined material bed surface and kiln wall 

temperature [1] applied in the computational method  

The two fuels, petroleum coke and SRF, are tracked 

using the Lagrangian particle transport model. 

Petroleum coke is a conventional fuel and is ground to a 

fine degree to be completely burnt in the kiln. The 

particle size distribution of petroleum coke is 

represented in figure 4. A Rosin-Rammler distribution 

is fitted to the PSD data and is used to model injection 

of petroleum coke particles. 

Figure 4: Cumulative particle size distribution of petroleum 

coke  

SRF on the other hand, is coarse and has an irregular 

shape, mostly flat 2D foils of paper, cardboard, packing 

material and plastics [6 and 11]. For the purpose of 

modelling all SRF particles are considered to be flat 

particles of size 10mm wide, 20mm long and 0.1mm 

thick. Each flat particle is represented by a spherical 

particle with an equivalent diameter computed based on 

volume (Figure 5). 

Figure 5: Representation of flat SRF particle as a sphere 

Equivalent diameter of spherical particle 

3
6



V
Deq


 (5) 

The coarse irregular-shaped SRF particles are specially 

treated with shape factors to account for variations in 

thermodynamic behaviour and aerodynamic behaviour 

(Parameter values summarised in Table 1). 

The Cross Sectional Area Factor (CSAF) is included to 

account for the influence of drag force of a non-

spherical particle on the assumed spherical particle.  

2

2 









eqD

CS
CSAF


(6) 

Similarly the Surface Area Factor (SAF) is applied to 

account for mass and heat transfer correlations of a non-

spherical particle on a spherical particle. It is defined as 

the ratio of the actual surface area to the surface area of 

a spherical particle with the same equivalent diameter: 

sphere

cuboidal

SA

SA
SAF  (7) 

Table 1: SRF particle size and shape factors used in the 

simulations. 

Units Value 

Flat Particle 

Width  mm 10 

Length mm 20 

Thickness  mm 0.1 

Volume (V) mm3 20 

Cross Section Area (CS) mm2 200 

Surface Area (SA) mm2 406 

Equivalent Spherical Particle 

Diameter (Deq) mm 3.37 

Surface Area (SA) mm2 35.63 

Surface Area Factor (SAF) 11.39 

Cross Sectional Area Factor (CSAF) 22.45 

Combustion of both the solid fuels is divided into four 

stages: heating, drying, devolatilisation followed by 

volatile and char combustion. These stages are 

illustrated in figure 6. 

After initial heating to approximately 100ºC, moisture is 

evaporated and transported away from the particles: 

)(2)(2 gl OHOH  (8) 
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Figure 6: Stages of solid fuel combustion 
 
The next step is devolatilisation, which is the release of 
volatiles into the gas stream. The process is initiated by 
external heating when the particle surface temperature 
reaches the lower devolatilisation temperature. This is 
an endothermic reaction absorbing heat from the 
surrounding environment. In the current study the 
volatile gas is assumed to consist of only CH4 and CO. 
The distribution of CH4 and CO in volatiles is adjusted 
such that the total energy in the fuel is balanced:  
 





















 Char

inEnergy 

eCombustibl Raw

inEnergy 

)4(

Volatilesin Energy 

COCH
 (9) 

 
In an oxygen environment the devolatilised products 
ignite in a flame front, above the outer surface and 
undergo volatile oxidation, enhancing heat transfer to 
the surface. This accelerates the overall devolatilisation 
process. A two-step process defined by Westbrook 
Dryer WD2 [10] is considered to define homogenous 
volatile oxidation: 
 

OHCOOCH 224 25.1   (10) 
225.0 COOCO   (11) 

  
The final step is char combustion where the remaining 
fuel particle consisting almost entirely of carbon and 
ash is converted into ash. During the char conversion 
process, oxygen is transported from the surrounding gas 
to the solid fuel outer surface and eventually into the 
porous surfaces by diffusion, where it reacts with solid 
carbon to release carbon dioxide.  
 

22)( COOC s   (12) 
  

All the reactions including evaporation are modelled 
using a kinetic approach with an Arrhenius type 
equation. The dependence of the rate constant k of the 
chemical reactions on the temperature T and activation 
energy Ea is computed as shown in equation 13. 
 




















 RT
E

T
T aa

eAkeAk   (or)    (13) 

Table 2: Adopted kinetics for multiphase reactions  

 Units Pet coke[12] SRF[11] 
Evaporation   
Pre-exp. factor (A) s-1 1.00E+10 1.00E+10 
Activation Temperature (Ta) K 9273 9273 
Devolatilisation  
Pre-exp. factor (A)  s-1 1.05E+13 3.01E+16 
Activation Temperature (Ta)  K 25227 26110 
Char Oxidation   
Pre-exp. factor (A) g/cm2 s 7 5.69E+08 
Activation Energy (Ea)  kcal/mol 19.7 35.80 

 
Evaporation, devolatilisation and char oxidation are 
multiphase reactions involving solid and gaseous 
phases. Whereas the volatile oxidation is a homogenous 
reaction where all the reactants and products are in 
gaseous phase. Table 2 and 3 summarises the kinetic 
parameters used in the model. 
 

Table 3: Adopted kinetics for volatile oxidation [10] 

 Units  
Methane oxidation   
Pre-exp. factor (A) s-1 1.5E+07 
Activation Energy (Ea) kcal/mol 30 
CO oxidation  
Pre-exp. factor (A)  m2.25 s-1 mol-0.750 1.26e+10 
Activation Energy (Ea) kcal/mol 40 

 

SIMULATED CONDITIONS AND RESULTS 
This CFD modelling study examines the effect of 
moisture in SRF, when co-firing with pulverized 
petroleum coke, on flame intensity, fuel burnout and 
heat output. Moisture content in the fuel is an important 
issue to consider when burning SRF in kilns. During 
operation the burner can receive SRFs with varying 
degree of moisture. The heating value of the fuel 
decreases with increased moisture content. High 
moisture content will reduce the combustion 
temperature, hindering the amount of heat transferred to 
the material bed resulting in poor quality of clinker. In 
such an event the operator will increase the rate of fuel 
flow or reduce the substitution rate to maintain the 
combustion temperature in the kiln. 
  
Conditions for simulation represent co-firing at a 
substitution rate of 70% with SRF. Substitution rate 
here refers to the amount of conventional fuel 
substituted by secondary fuels like SRF, calculated 
based on the burner’s thermal output. Three grades of 
SRF are considered for this study with varying amounts 
of moisture in the fuel. The ultimate and proximate 
analysis of these three SRFs and petroleum coke is 
summarised in table 4. 
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Table 4: Proximate and Ultimate analysis  

 Pet coke SRF10 SRF20 SRF40 
Proximate (% wt as received)    
Moisture 0.52 10.00 20.00 40.00 
Volatiles 12.94 64.35 57.20 42.90 
Fixed Carbon 77.48 6.89 6.12 4.69 
Ash 9.07 18.77 16.68 12.51 
Ultimate (% wt as received)    
C 82.46 47.05 41.82 31.37 
H 3.84 6.68 5.94 4.46 
N 2.15 0.38 0.34 0.26 
O 0.43 16.52 14.68 11.01 
S 1.54 0.08 0.07 0.05 
Cl 0.00 0.53 0.47 0.35 
Net Calorific Value 
(MJ/kg) 32.7 20.14 17.62 12.69 

Mass Flow Rate (kg/s) 0.56 2.13 2.43 3.40 
 
With the increase in fuel moisture, the quantity of SRF 
fuel is increased to keep the burner's total thermal 
power output unchanged. The mass of primary air 
remains same in the three cases, thereby keeping the 
axial and swirl momentums from the burner constant. 
The amount of secondary air though is varied such that 
the equivalence ratio of the combustion system is 
maintained at 1.2 for all cases. 
 
Petroleum coke enters the kiln through an annular 
channel in the burner, devolatilises and undergoes 
volatile combustion setting the ignition point of the 
flame. The high temperatures generated by combustion 
of petroleum coke, accelerates heating and drying of the 
coarse SRF particles which are injected through a 
separate circular central channel. The devolatilized 
gasses from SRF burn to complete the flame. Only 30% 
of the total burner power is derived from petroleum 
coke. Hence it attains almost complete combustion with 
very little unburnt char left, which are normally carried 
away with the flue gasses. On the contrary, the larger 
SRF particles fall to the material bed (Figure 7). These 
particles undergo partial char combustion while they are 
in suspension and the rest burns on the material bed 
when enough oxygen is available.  
 

Figure 7: Particle tracks of SRF and petroleum coke 
 

In this simulation the Lagrangian particles are no longer 
tracked after 200s. This time interval is sufficient for 
the particles to reach the material bed, but is not enough 
to ensure complete combustion of the char particles on 
the bed. Limiting the particle tracking time, leads to a 
fraction of the total heat energy to be unaccounted in 
the model. Fortunately this unaccounted heat, that is 
lost as unburnt char particles along with their sensible 
heat, is a good indication of the degree of fuel not 
burning while in suspension.  

Figure 8: Temperature contours determined for the three SRF 
moisture contents 

 
Tempratrure plots of flames produced in the three 
scenarios (shown in figure 8), reveal that when 
operating at 70% substitution, the influence of moisture 
is more felt when the fraction of moisture is very high. 
SRF with 10% and 20% moisture show little difference 
in flame shape, ignition and useful heat output. Ignition 
in all cases is controlled by the flame produced by 
burning of petroleum coke. 
 
The SRF particles are heated to evaporation 
temperature, by the hot secondary air and by radiations 
from the walls. In the low moisture cases, rapid release 
of moisture happens in the vicinity of high temperatures 
generated by the petroleum coke flame (Figure 9). This 
initial flame provides enough heat to overcome the 
latent heat required for vaporisation and promote further 
heating of SRF particles to devolatalization 
temperature. In this scenario the petroleum coke flame 
and the SRF flame appear attached to each other. 

Figure 9: Particle tracks coloured with mass fraction of water 
 

In the high moisture case, the particle heating and 
evaporation phase is prolonged. Moisture release 
happens outside the high temperature zone created by 
the combustion of petroluem coke. Under this 
condition, reduction in gas temperatures are observed in 
the near burner zone (z/D<2) (Figure 9 and 10) owing 
to a stretched evaporation phase, further delaying 
devolatilisation and volatile combustion. A gap 
develops between the flames from the two fuels. 
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Figure 10: Peak gas temperatures in the burning zone plotted 

as a function of distance/diameter (z/D) 
 
The comparison of the total distribution of heat among 
the three moisture cases is shown in figure 11. A big 
fraction of input heat (in the form of fuel firing) is 
available for clinkerisation. A portion is lost as unburnt 
carbon in char and the rest are the heat lost through the 
kiln shells and the heat carried away by the flue gasses.  
 

 
Figure 11: Heat distribution between: Bed and walls (Heat 

output); Gas stream leaving kiln (heat in discharge); and 
Unburnt fuel.  

 
Heat available for clinkerisation is measured in each 
simulation as a heat flux on the material bed and the 
kiln walls. This is used as a parameter to evaluate the 
performance at different operating conditions. Figure 12 
compares the cumulative heat transferred to the material 
surface and kiln walls for the three scenarios. The rate 
of heat transferred is rapid in the near burner flow field 
where most of the combustion occurs and is gradual in 
the regions away from the burner.  
 
The amount of heat transferred in the burning zone 
(z/D<5) influences the process of clinkerisation. With 
40% moisture in the fuel the cumulative heat flux in the 
burning zone reduces by 6MW.  
 
Quite clearly the higher moisture content reduces the 
amount of heat available for clinkerisation even when 
the total burner power is maintained by firing additional 
quantities of fuel. The influence of moisture can be 
expected to become more significant when the 
substitution rate is further increased beyond 70%. 
 
 

 

Figure 12: Cumulative heat flux on the walls and bed surface 
 

INDUSTRIAL TESTS 
It was also desirable to use industrial measurements to 
investigate the effect of different fuels and burner 
settings on the flame and also to derive input conditions 
for CFD simulations and to validate models. A number 
of measurements have been performed at a full-scale 
cement plant firing a mix of petroleum coke and SRF. A 
water-cooled camera probe was developed to obtain 
detailed video images of the combustion process in the 
cement kiln. This made it possible to insert a camera in 
the hot environment next to the kiln burner (Figure 13). 
   
 

Figure 13: (a) Visual camera (b) infra-red camera  
and (c) video probe inserted into the kiln hood 

 
The images are used to compare the differences in 
ignition point, flame shape, and fuel flow of a 
petroleum coke flame and a co-fired flame.  
 
An example comparison is shown in figure 14. The 
petroleum coke flame (figure 14a) ignites earlier than 
the co-fired flame (figure 14b), which is due to a larger 
particle size of SRF and higher moisture content, that 
cools the flame. It is estimated that the ignition point is 
approx. 2-3 m from the burner tip when using 
petroleum coke, and that the ignition point is delayed 1 
to 2 meter further when SRF is co-fired.  
 
The petroleum coke flame plume is also wider due to 
the petroleum coke being added through an annular 
channel, where it can more readily expand than the 
SRF, which is added through a central pipe. 
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Figure 14: Images of a) Petroleum coke flame,                                 
b) co-fired flame (scale is in 'm') 

 

Figure 15: Images of co-fired flame with infrared camera. 

 
The image in Figure 15 is recorded with the use of an 
infrared camera. This is well suited to track the flight 
behaviour of SRF particles inside the kiln. The SRF is 
shown as large dark particles in the IR image, which 
indicate a low particle temperature. The cold particles 
can be tracked relatively far inside the kiln, indicating a 
low conversion. This will likely result in some of the 
SRF particles landing in the kiln bed unconverted, as 
also indicated in the CFD simulations.  
 

 

Figure 16: Temperature estimation (a) petroleum coke firing 
and (b) co-firing with SRF, (scale is in 'm') 

 
The infrared camera was calibrated using a black body 
inserted in an oven, to get a relationship between the 
temperature of the unit and the camera image intensity. 
This allows for an estimate of the temperature in the 
near burner zone constituting approximately the first 5 
meters of the kiln. An example is shown in Figure 16 
with the temperature of a petroleum coke flame (figure 
16a) and the co-fired flame (figure 16b). The 
temperatures for the petroleum coke flame are 
significantly higher, with the highest temperature 
exceeding 1700 °C. For the co-fired flame the 
maximum temperature in the near burner zone is around 
1500 °C. 

CONCLUSIONS AND OUTLOOK 
The presented work studies the influence of moisture in 
the fuel on combustion characteristics and useful heat 
output while co-firing a cement kiln with petroleum 
coke and SRF at 70% thermal substitution. The results 
give an overview of the capabilities of CFD in the field 
of combustion modelling of large sized secondary fuels 
typically burnt in the cement industry. An overview of 
the models that have to be considered is presented. 
Trends of the simulated results compare qualitatively 
with video recordings.  
 
Focused analysis of the results provides a deeper insight 
into the physical and thermal behaviour of such fuels. 
Model predictions from CFD simulations can be further 
sharpened by proper assumptions of reaction rate of the 
char burnout reaction of SRF along with better 
definitions of the composition of the volatile gases, their 
formation during devolatilisation and combustion 
modelled with more complex reaction schemes. Such a 
model can be used further to understand the influence of 
different operating parameters and investigate different 
injection concepts to optimise burner designs. 
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ABSTRACT 
Conventional pressure based flow distributors face 

challenges in the form of operational limits as their low outlet 
density and non-uniform flow distribution path, often act as 
bottleneck in the overall chemical equipment 
efficiency.  Recently, a new distributor design inspired by the 
concept of fractal shows promising performance over a wide 
range of applications and operating conditions. The inherent 
scaling symmetry from such fractal distributors allows identical 
hydraulic flow path length to all outlets as well as much higher 
outlet density. In this study, we have designed a novel 12” by 
12” plate and frame type ion-exchanger called “Fractal Pack” 
and tested it in pilot scale adopting fractal distributors with 256 
outlets under operating flow rates ranging from 6.31x10-5 m3/s 
to 2.52x10-4m3/s. For comparison, ion-exchanger with 16 
distributor outlets has also been assembled to mimic the 
performance of conventional pressure-based design. Both 
residence time distribution test and CFD investigations have 
been conducted. From CFD results, at highest flow rate, we 
found the overall pressure drop for ion-exchanger with 16 
outlets is about 6 times larger than with fractal distributor and 
78% of its pressure drop is caused by sudden expansion and 
contraction at 16 outlets. In addition, a key index, degree of 
heterogeneity which measures the percentage of mal-
distribution zones inside resin, has been defined to quantify 
flow distribution inside resin. The distributor equipped with 16 
outlets shows 4 times more mal-distribution zones than 256 
outlets at highest flow rate. This work demonstrates that fractal 
distributors can reliably provide superior performance over 
conventional distributors in a compact design framework; by 
introduction of symmetry, fractal distributors can aid process 
intensifications for many chemical processes that are plagued 
by heterogeneities and poor process efficiencies. The work also 
demonstrates how CFD can assist in avoiding ad-hoc design 
decision on dimensions and systematically explore the design 
space for optimum design decisions, using optimization criteria 
like coefficient of variation, degree of dispersion or 
heterogeneity. 

Keywords: CFD, flow distribution, fractal geometry, fluid 
distributor, RTD 

NOMENCLATURE 
Greek Symbols  
α   Permeability, [m2]. 

 Kronecker delta function. 
    Turbulence energy dissipation rate, [m2/s2]. 

μ    Dynamic viscosity, [kg/m.s]. 

  Turbulent viscosity, [kg/m.s]. 
ρ    Mass density, [kg/m3]. 
σ    Turbulent Prandtl number. 
Latin Symbols 
C    Tracer concentration, [mol/m3]. 
d     Channel depth, [m]. 

  Diffusivity of the tracer, [m2/s]. 
  Diameter of resin bead, [m]. 

g    Gravity, [m/s2]. 
  Generation of turbulent kinetic energy due to the 

mean velocity gradients, [m2/s2]. 
  Generation of turbulent kinetic energy due to 

buoyance, [m2/s2]. 
h    Channel width, [m]. 
k    Turbulent kinetic energy, [m2/s2]. 
p  Pressure, [Pa].	

R    Resistance in the resin section, [Pa/m]. 
  Velocity component in ith spatial component, [m/s]. 
  ith spatial component, [m]. 

 
Sub/superscripts 
i  Index i. 
j  Index j. 

→   Vector form. 

INTRODUCTION 
Since its emergence in 1970s, process 

intensification, as one promising innovation paths in 
chemical process industry, has been attracting extensive 
research interests from both academic and industrial 
sectors. Process intensification consists of the 
development of novel apparatuses and techniques that 
can lead to drastic improvement in chemical processes by 
reduction of equipment size, energy consumption or 
water utilization. Such characteristics are highly desired 
as they make the chemical industry more sustainable and 
environment-friendly(H. Liu et al., 2010). One good 
topic of process intensification is the innovation of flow 
distributors(V. Kochergin and M. Kearney, 2006). Flow 
distributors are extensively integrated by chemical 
equipment to distribute incoming feed streams uniformly 
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prior to the subsequent operations, whether it is reaction, 
mixing or separation. The efficiency of the flow 
distributor plays a key role in determining the overall 
performance of the chemical equipment. When the 
distributors have low efficiencies, the chemical 
equipment has to be oversized as a compensation, 
resulting in increased material and energy consumption 
and reduced efficiency. In order to achieve process 
intensification, innovative flow distributors that offer 
uniform flow distribution and close residence time 
distribution of the feed streams are in urgent need by the 
chemical industry.  

Conventional flow distributors utilize the pressure-
based and trough-type designs, of which the typical 
diagrams are shown in Figure 1(a) and (b), respectively. 
The pressure-based designs, i.e., spray nozzle distributors 
as seen in Figure 1(a), positions their outlets on the 
branches with certain interval. The flow paths from the 
distributor to each outlet are varying between each other. 
In order to achieve uniform flow distribution, each outlet 
has to be sized accordingly based on its flow paths. Such 
design concept is associated with several inherent 
disadvantages. As the outlet are designed based on 
particular operating flow rates, the performance of such 
distributors are undermined when the operating flow 
rates deviate from the designed value significantly. For 
example, the process fluid may drip only from those 
center outlets when the operating flow rate is much lower 
than the designed one. In addition, the varying flow path 
results in different residence time of each stream. 
Furthermore, the scale-up of such distributors requires 
significant efforts as the design lacks symmetry. The 
outlet density, which is defined as the number of outlets 
per unit cross-sectional area, is usually limited below 250 
openings per square meters(V.J. Inglezakis and S.G. 
Poulopoulos, 2006). 

 
Figure 1 (a) a conventional spray nozzle distributor (Sulzer Chemtech 
Ltd). (b) A trough-type liquid distributor (Sulzer Chemtech Ltd). (c) A 
fractal distributor 

First proposed in 1994 (M.M. Kearney et al., 1994), 
fractal distributors are now attracting extensive research 
interests. Such distributors are inspired by the fractal 
patterns existing in nature, i.e., human’s lung systems, 
leaf veins and river basins. The key feature shared by 
fractal patterns is the self-similarity (B. Mandelbrot, 
1982). In other words, these patterns contain pieces that 
are duplications of the same pattern on successively 
increasing finer scales. By adopting such a feature in 
engineering, fractal distributors utilize symmetric pipe 
systems to distribute fluid flow as seen in Figure 1(c). 
Since such designs rely on the symmetry rather than 

pressure drop or hydraulic head, they show superior 
performances over conventional distributors in various 
aspects. First, the fractal distributor allows easy scale up 
due to the self-similarity feature; as a result, the 
distributors can achieve much higher outlet density than 
conventional distributors. Second, the feed streams have 
close residence time distribution, as their flow paths are 
almost identical. In addition, fractal patterns regulate 
turbulent eddies by subdividing large eddies into smaller 
ones. The flow lamination helps to improve the 
homogeneity in the downstream chemical equipment. 

In this study, we present our experimental and CFD 
investigations of a novel fractal distributor integrated into 
a “fractal pack” based ion exchanger. Such an ion 
exchanger consists of multiple plates fabricated by poly-
methyl- methacrylate (PMMA). The internal channels of 
the fractal are machined inside PMMA plates. The 
distributor was assembled with either 16 or 256 outlets. 
The 16-outlet distributor mimics the outlet density of a 
conventional pressure-based design. However, it is noted 
that the 16-outlet design used in this study is still a fractal 
configuration and includes the benefits of hydraulic 
symmetry to all outlets. Therefore, for this paper, the 16-
outlet distributor can be considered a “best case” 
pressure-based design. Conventional pressure-based 
designs, such as spray nozzle distributors, would be 
expected to perform in a less favourable manner than 
presented here for the 16 outlet fractal device. There are 
three aims of this work: (1) to develop and validate a CFD 
model that captures the fluid flow inside the fractal 
distributor and other components of the ion exchanger; 
(2) to compare the performance of a fractal distributor 
with a “best case” hydraulically symmetric pressure-
based distributor; (3) to explore design space for 
optimizing fractal distributor performance, using 
optimization criteria like coefficient of variation in flow 
rate. 

EXPERIMENTAL SETUP 
In collaboration with Amalgamated Research LLC, 

a novel ion exchanger at pilot scale was fabricated using 
PMMA. As shown in Figure 2, such exchanger is 
composed by three components: a fractal distributor, a 
resin exchanging bed and a fractal collector. The detailed 
illustrations of each component are shown in Figure 2. 
The fractal distributor is assembled by three plates. The 
1st plate consists of an H-shape channel which distributes 
the incoming fluid stream from the fractal inlet to 4 
outlets. Leaving those outlets, the distributed fluid 
streams then enter the 2nd plate where they are 
distributed again to 16 outlets. Similarly, the incoming 
fluid streams are again further distributed to 256 outlets 
on the 3rd plate. Each outlet in the 3rd plate has a cone-
shape expansion which maximizes the contact area 
between the distributed stream and the resin bed 
downstream. These plates were assembled carefully to 
ensure that the outlets of the previous plate were aligned 
to the inlets of the next plate precisely.  

After the fluid streams leave the fractal distributor, 
they enter the resin red as shown as plate 4 in Figure 2. 
The resin bed is comprised by 310-micron ion-exchange 
resin beads which are confined inside the resin frame. 
The porosity of the resin bed is about 0.44. The particular 
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ion exchange resin used in these tests does not adsorb 
food dye (FD&C Blue No.1) and only acts as a simple 
porous media for RTD and visualization testing. Post to 
the resin section, the fluid streams are collected by a 
fractal collector. Such a collector is identical to the fractal 
distributor, but the three plates (5th, 6th, and 7th) are 
assembled in a reverse order. The process streams merge 
from these inlets into one. The thickness of each plate in 
the distributor and the collector is about 25.3 mm.

 
Figure 2 Schematic view of the ion-exchange system: (1) the 1st plate 
consisting of one inlet and H-shape channel with four outlets; (2) the 
2nd plate consisting of 16 outlets; (3) the 3rd plate consisting of 256 
outlets with cone shape expansion; (4) resin frame where resin is stuffed 
inside; (5), (6) & (7) collector plates with identical structure as those in 
the distributor but in a reverse direction. 

 
The flow visualization experiment and the residence 

time distribution (RTD) analyses were carried out during 
the experiments to visualize the fluid flow inside the 
fractal distributor. 

MODEL DESCRIPTION 
 

As the process fluid satisfies the incompressible and 
Newtonian conditions, the fluid flow can be described by 
the incompressible Navier-Stokes equations. The 
Reynolds number in the fractal inlet, corresponding to 
flow rate as 2.52 x10-4 m3/s, is 14400 (Re = / , in 
which  is fluid density; U is the superficial velocity in 
the inlet; Dh is the hydraulic diameter of the inlet;  is 
fluid viscosity), indicating that the flow is in the fully-
developed turbulent regime. Therefore, the Reynolds-
averaged Navier-Stokes (RANS) equations were adopted 
to describe the turbulent flow: 

0     (1) 

	

																													             (2) 

in which  is the mean velocity vector, and the subscripts 
i, j and k stand for the components on x, y and z 
directions;  is the spatial vector;  is fluid density;  is 
pressure;  is fluid viscosity;  and  are the 
fluctuating velocity components;  is the gravitational 
vector; and  is the resistance in the resin section which 
is estimated by the Ergun equation. 

In order to close the RANS equations, the Reynolds 
stresses term, , are modeled by employing the 
Boussinesq hypothesis: 

 

                                                                  (3) 
in which  is the turbulent viscosity;  is the turbulent 
kinetic energy;  is the unit component in the stress 
tensor.  

In this study,  and  are estimated by the realizable 
k-ε model. Compared to the standard k-ε model, the 
realizable k-ε model modifies the ε equation to improve 
the accuracy of predicting turbulent kinetic energy 
dissipation rate. Therefore, it shows superior abilities to 
capture complex flow structures in fractal channels. The 
model remains valid at low Reynolds number flow 
regions where k,  and hence  tend to zero with fluid 
flow determined solely by NSE model. 

The realizable k-ε model solves two transport 
equations for the turbulence kinetic energy  and its 
dissipation rate : 

  (4) 

√

																																									  (5) 
and the turbulent viscosity  is computed by  

/            (6) 
In the above equations,  and  are the generation of 
turbulent kinetic energy due to the mean velocity 
gradients and buoyance, respectively; 1.0 and 
1.2  are the turbulent Prandtl number for  and , 
respectively; 	1.44  and 	1.9  are the model 
constants. The detailed expression of , , ,  and 
other variables can be found in the reference(T.-H. Shih 
et al., 1995).   

In the resin section, the porous media exerts strong 
resistance to the fluid flow. Such resistance is accounted 
into the RANS equations as a source term, . The 
component of  is estimated by the classic Ergun 
equation as: 

	 	
	

| |    (7) 
in which  is the permeability, and  is the inertial 
resistant coefficient. They are expressed as: 

     (8) 
.      (9) 

Where,  is the diameter of resin bead, which is 310 
µm;   is the porosity of the resin section, which is 0.44.  

The RTD analyses in the model were conducted by 
solving the species transport equation: 

    (10) 
in which  is concentration of tracer;  is the velocity 
vector predicted by the N-S equations, and  is the 
diffusivity of the tracer which is specified as 4x10-5 m2/s.  
 

623



G. He,V. Kochergin,  Y. Li, K. Nandakumar 

4 

CFD SIMULATION SETUP 

 

 
Figure 3 Illustration about the computational domains of the two ion 
exchangers: (a) The 1st ion exchanger with the fractal distributor of 256 
outlets in total and only ¼ part (64 outlets) has been shown as 
computation domain. (b) The 2nd ion exchanger with the fractal 
distributor of 16 outlets. The typical Re in certain locations of the 
distributors are denoted in the figures. 

The computational domain of the two ion exchangers 
is shown in Figure 3. The corresponding fractal 
distributors used by these two exchangers consist of 256 
and 16 outlets, respectively. For the one of 256 outlets, 
only a quarter of the ion exchanger was simulated 
utilizing the symmetry condition. The location of 
symmetry planes have been shown in Figure 3(a). The 
inlet velocity was 1.660 m/s, corresponding to the 
volumetric flow rate of 2.52 x10-4 m3/s. For one of 16 
outlets, the entire ion exchanger was simulated. The inlet 
velocity was specified as 1.89 m/s with same flow rate. 
The geometry of distributor with 16 outlets was created 
in a way that it followed the same dimension with the 
main branches from the distributor with 256 outlets, but 
without further splitting of outlets from 16 to 256 at the 
last horizontal plane. 

The outlets of the collectors were specified as the 
pressure outlet with 0 Pa. No-slip conditions 
incorporating with the scalable wall function were 
specified to all wall boundaries. Dimensionless wall 
distance(y plus) vary around 20-10 based on local flow 
field and Re. 

The SIMPLE (Semi-Implicit Method for Pressure-
Linked Equations) scheme was used to couple the 
momentum and continuity equations. For spatial 
discretization, least-squares cell-based method was 
adopted for gradient; standard method, which 

interpolates the pressure on the faces using the cell center 
values, was used for pressure interpolation; second-order 
upwind was used for momentum, turbulent kinetic 
energy and turbulent dissipation rate.  

All simulations have been performed with ANSYS 
FLUENT 16 with 40 processors on Supermike HPC 
located at Louisiana State University. The steady-state 
solutions of the N-S equations were obtained usually 
within 5000 iterations with convergence criteria at 1E-4. 
Then the corresponding velocity field from steady state 
solution was supplied to the species transport equation, 
which adopted transient simulations. A typical time step 
used by the simulations was 0.005s. The entire simulation 
took about 10 hours.  

MODEL VALIDATION 
The CFD model is validated by comparing the 

predicted RTD curves and pressure drops of the ion 
exchanger with the ones from the experiments. The 
simulations and the experiments were carried out with the 
two ion exchangers shown in Figure 4. Figure 4(a) plots 
the RTD curves predicted by simulations and the 
corresponding ones measured from experiments. The 
good agreement between the model and experiments 
suggests that the model successfully captured the flow 
inside the ion exchangers.  

In this study, a mesh dependence test was performed 
prior to the parametric study in order to eliminate the 
potential numerical error resulted from the insufficient 
grid resolutions. Three types of grids with different 
resolutions were generated by the CutCell algorithm in 
Ansys Meshing. Figure 4(b) shows Velocity profiles 
along the sampling lines in the 1 ion exchanger with three 
mesh densities. The test results suggested that the flow 
profile in resin became independent from grid solutions 
when the total mesh elements exceeded 2.7 million. 
Therefore, such a mesh was selected for the following 
parametric studies.  
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Figure 4 (a) Comparison of the RTD curves of the 1st and 2nd ion 
exchangers measured from experiments and predicted by the CFD 
simulations. The mesh with 2.7 million elements has been adopted for 
1st ion exchanger. The exchangers were operated with a flow rate of 
6.31E-5 m3/s. (b) Vertical velocity profiles along the sampling lines 
(cross line at 5mm depth inside resin) in the 1st ion exchanger with three 
mesh densities.  

VELOCITY PROFILE COMPARISON OF TWO 
DISTRIBUTORS  

In this section, we will compare the performance of 
a fractal distributor with a “best case” hydraulically 
symmetric pressure-based distributor. 

In order to understand how the flow distribution 
influences the performance of ion exchangers, the detail 
flow profiles inside the resin bed were analysed with the 
aid of simulation results. For both 1st and 2nd distributor, 
the simulations were performed with same flow rate 
(2.52 x10-4 m3/s).Taking the 1st ion exchanger as an 
example, Figure 5 shows the overview of velocity 
profiles on three representative planes of the resin bed. 
The locations of these three planes are denoted in Figure 
5(a). They are Plane 1 which is the top surface of the resin 
bed (0 mm), Plane 2 which is 5 mm below the top surface 
and Plane 3 which is 15 mm below. 

In order to observe the velocity evolution 
quantitatively, three lines were sampled along the 
diagonal of planes of different depths as illustrated in 
Figure 6(a). The locations of these lines are denoted in 
Figure 5(a). They locate on the planes that are 5, 10 and 
15 mm below the top surface of the resin bed, 
respectively. The corresponding velocity profiles plot in 
Figure 5(b) clearly demonstrates the homogenizing 
process of the velocity profiles along the transversal flow 
direction. When the process streams enter the resin bed, 

the fluid elements tend to take the shortcut to travel 
through the resin bed. Those regions on the flow track 
have large velocity magnitudes while the other regions 
off the track have lower ones. As a result, the velocity 
profiles shows fluctuations in magnitude, of which the 
maximum variation is about 1.20 mm/s. On the other 
hand, the resistant force exerted by the resin bed tends to 
homogenize the velocity profile. As indicated in Figure 
6(b), the peak values is reduced along the transversal 
direction due to the resistance force. When the process 
stream reaches 15 mm plane, the maximum velocity 
variation is reduced to 0.25 mm, indicating that the flow 
profile approaches the plug pattern.   

Figure 6 (c) compares the velocity profiles of the 1st 
and 2nd ion exchanger sampled at 5 mm plane with ¼ 
part of the whole domain. Clearly, the velocity profile of 
the 2nd ion exchanger shows a much larger variation than 
that of the 1st ion exchanger. The significant velocity 
variation is due to the inefficient initial distribution. As a 
result, the 2nd ion exchanger requires a much deeper 
resin bed than that of the 1st ion exchanger so as to attain 
a uniform velocity profile. On the other hand, the large 
velocity variation results in malfunctioning operations in 
the resin bed.  

MALFUNCTIONING OPERATIONS OF THE 
RESIN BED 

As illustrated in Figure 6, the inefficient distribution 
of the process stream causes significant variations in 
velocity profiles. Consequently, it leads to the 
malfunctioning operations of the resin bed such as “dead 
space” and “channelling”. 

The term “dead space” is commonly used in industry 
to name those regions where the fluid elements have 
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much lower velocities than the superficial velocity. In the 
dead space, the fluid elements have prolonged residence 
time due to their low velocities. Herein, the dead space is 
defined as the region where the velocity magnitude of the 
process stream is 2.5% below the superficial velocity. In 
contrast, “channelling” refers to the phenomenon that 
fluid passes through bed prematurely with a much shorter 
residence time. A zone with the fluid velocity that is 2.5% 
over the superficial one is defined as “channelling” 

zones. In order to quantify the malfunctioning operations, 
the volumetric percentages of the dead space and 
channelling zones were estimated based on the modelling 
results. For example, the percentage of the dead space is 
defined as:  

Dead	space	percent 		
volume	of	the	dead	space

total	volume	of	the	resin	bed
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A universal index, “degree of heterogeneity”, was 
used to evaluate the operation of the resin bed. The 
degree of heterogeneity is defined as the sum of dead 
space percentage and channelling zone percentage.  

Figure 7 plots the corresponding locations of the 
dead space and channelling zones in the resin beds of the 
1st and 2nd ion exchanger, respectively. The dead space 
is marked in blue while the channelling zone is in red. As 
discussed previously, the fractal distributor of the 1st ion 
exchanger provides efficient initial distribution. The 
velocity profile reaches plug flow within 15 mm of bed 
depth. Because of efficient initial distribution, the 
majority of the resin bed in the 1st ion exchanger shows 
normal operation as indicated in Figure 7(a). The 
malfunctioning zones appear only in the vicinity of the 
top and bottom surface of the resin bed where the flow 
has expansions and contractions due to the existence of 
the fractal distributor and collector. As shown in Table 1, 
the dead space takes 6.28% of the resin bed, and the 
channelling zones is 16.14%. The total degree of 
heterogeneity of the resin bed is 22.42%, indicating that 
the majority of the resin bed has uniform velocity 
distribution thus good operation.  

In contrast, the resin bed in the 2nd ion exchanger 
has malfunctioning operations. As shown in Figure 7(b), 
the process streams leave the fractal distributor and travel 
through the resin bed with a high velocity. As a result, 
those regions in their flow track forms the channelling 
zone. According to Figure 7(b) and Table 1, the 
channelling zones spread from the fractal distributor to 
the fractal collector, taking up 22.97% of the resin bed. 
In contrast, a majority of the resin bed is dead space, 
taking up about 68.14% of the resin bed. The total degree 
of heterogeneity is 91.11%, suggesting that the entire bed 
is in malfunctioning.  
Table 1 Summary of the malfunctioning zones 

PRESSURE DROPS OF THE TWO ION 
EXCHANGERS 

The pressure drop across the ion exchanger is an 
important parameter as it determines the required 
pressure head and subsequently operating cost. The 

modelling results indicate that the design of the fractal 
distributor impacts not only the velocity profiles in the 
resin bed but also the pressure drop across the ion 
exchanger. When the ion exchangers are operated with a 

flow rate of 2.52x10-4 m/s, the corresponding pressure 
drops across the fractal distributor and the resin bed are 
summarized in Table 2.  
Table 2 Summary of the pressure drops across the ion exchangers 

 
When these two ion exchangers were operated with 

same flow rate, the total pressure drop of the 1st one is 
only about 16% of the 2nd one. The pressure drops across 
the resin beds of these two ion exchangers are close to 
each other, and that of the 2nd ion exchanger is slightly 
higher due to the channelling zones and dead space. The 
modelling results suggest that the significant pressure 
drop in the 2nd ion exchanger is resulted from the sudden 
expansion and contraction of the process streams. 

Figure 8 plots the pressure distributions inside the 
outlets of the fractal distributors in the 1st and 2nd ion 
exchangers. The fractal distributor equipped by the 1st 
ion-exchanger has a cone-shape expansion in its outlet. 
Such design provides a smooth expansion to the fluid; as 
a result, the corresponding pressure drop in the outlet is 
only about 270 Pa. In contrast, the outlets of the fractal 
distributor in the 2nd ion exchanger is designed with 
straight channels. Leaving the outlet, the process stream 
has a steep expansion. Such a steep expansion results in 
a significant pressure loss. The pressure drop of the outlet 
is about 3.7x104 Pa, which is almost two orders of 
magnitude higher than that of the 1st fractal distributor. 
The resin beads closed to outlets may be washed away in 
the real world. Although this phenomena cannot be 
captured in our lumped model, the steep expansion may 
still have significant impact on system pressure drop. 

Based on the modelling results, one may conclude 
that the steep expansion of the streams leads to excessive 
pressure drop. As illustrated in Figure 1, the outlet 
designs in most of conventional distributors are similar to 
that of the 2nd fractal distributor. These conventional 
distributors inevitably result in large pressure drops. The 
modification of outlet design can reduce the pressure 
drop and subsequently saves the operating cost.   

 

 
Figure 8 Pressure distributions in the outlets of (a) the fractal distributor 
of the 1st ion exchanger and (b) the fractal distributor of the 2nd ion 
exchanger. 

COMPARISON OF THE RTDS OF THE TWO ION 
EXCHANGERS 

According to the previous sections, the design of a 
fractal distributor determines the velocity profiles inside 
the resin bed. Due to the low outlet density of the 2nd 
fractal distributor, the velocity profile inside the resin bed 
of the 2nd ion exchanger is not uniform. A majority of 
the resin bed has dead space and channeling zones. In 

 Dead 
Space 

percentage 

Channeling 
zone 

percentage 

Degree of 
heterogeneity 

1st Ion 
exchanger 

6.28% 16.14% 22.42% 

2nd Ion 
exchanger 

68.14% 22.97% 91.11% 

Pressure 
drop 

Across 
the resin 
bed (Pa) 

Across the 
entire ion 
exchanger 

(Pa) 

Percentage 
of resin bed 

1st Ion 
exchanger 

8.1 103 1.6 104 51% 

2nd Ion 
exchanger 

9.9 103 9.7 104 10% 
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order to understand the effect of outlet density on the 
residence time distribution (RTD) of process streams, 
RTD analyses were carried out with the two ion 
exchangers. The flow rate of the process stream was set 
as 6.31 10-5 m3/s, and the resultant RTD curves are 
shown in Figure 9.  

As discussed earlier, the fractal distributor in the 2nd 
ion exchanger cannot distribute the incoming process 
stream uniformly due to its low outlet density. The 
corresponding RTD curve confirms the existence of the 
channeling zone and the dead space. The mean residence 
time, tm, of the 2nd ion exchanger, which is 24.1 s, is 
smaller than that of the 1st ion exchanger. The smaller tm 
suggesting that a significant amount of tracer leaves the 
resin bed through the shortcut of channelling zones, 
which is generally known as “channelling” phenomenon. 
On the other hand, the curve has a long tail, suggesting 
that the corresponding the rest tracer elements have 
prolonged residence time due to the dead space. The 
dimensionless second moment, , which is defined as  

	
second	moment	 σ

 

evaluates the overall dispersion in RTD response. From 
the table in Figure 9, the 2nd ion exchanger has a larger 
 than the 1st ion exchanger, indicating that the tracer is 

widely spread when it passes through the 2nd ion 
exchanger.  

In comparison, the RTD curve corresponding to the 
1st ion exchanger is close to that of a plug flow. The 
shape is close to symmetric response and has less 
dispersion. Such shape is consistent with the velocity 
profiles shown in Figures 5 and 6. As the velocity profiles 
become plug shape within a short distance, the tracer 
travels through the resin bed with fairly uniform 
residence time.  

Based on Figure 9, one may conclude that the outlet 
density of a fractal distributor plays a key role in 
determining the performance of the downstream resin 
bed. Conventional pressure-based distributors are similar 
to the fractal distributor of the 2nd ion exchanger, which 
generally have low outlet densities. The low outlet 
density undermines the overall performance of the resin 
bed. In comparison, fractal distributors can achieve large 
outlet density easily because of the inherent scaling 
symmetry. Since they provide uniform distributions, the 
fractal distributors can ensure high efficiencies of resin 
beds with reduced dead space and narrower residence 
time distribution. 

 

 
Figure 9 RTD curves of the 1st and 2nd ion exchangers 
operated with an incoming flow rate of 6.31 10-5 m3/s. The 
embedded table lists the mean residence time and second 
moments.  

FRACTAL DISTRIBUTOR GEOMETRY FLOW 
UNIFORMITY OPTIMIZATION  
 

CFD can assist in avoiding ad-hoc design decision 
on dimensions and systematically explore the design 
space for optimum design decisions.  

In this section, the hydrodynamics of fractal 
distributor has been discussed. For simplification 
purpose, CFD fluid domain contains only main branches 
of previous fractal distributor geometry where the degree 
of preferential flow is higher. The modelling setup is very 
similar to the previous setup but zero pressure outlet 
boundary condition. Figure 10(a) show case the velocity 
vector distribution inside the original configuration at 3 
GPM.   

Parametric study has been performed with different 
scaling of width and depth based on previous 
configuration. For example, 0.625*d means all channel 
depth is 0.625 of previous design. With a total of 25 
different configurations automatic generated from 
ANSYS WORKBENCH, we collected the coefficient of 
variation of flow rate at all outlets for each case. The 
response surface was plotted in Figure 10(b). From the 
result, we can conclude that 1) with channel depth fixed, 
decreasing channel width may improve flow uniformity. 
2) with channel width fixed, increasing channel depth 
generally can increase the performance but there may be 
some optimized depth to width ratio.3) Since there is no 
back pressure at outlet, the Coefficient of Variation(CV) 
may overestimated in this setup. With addition of resin 
bed, CV values may drop significantly. However, the 
relative relationship of width and depth ratio to CV may 
still hold and the response surface offers a useful guide 
line for design of fractal distributor. 4) 1.265 as channel 
depth to width ratio (aspect ratio) is recommended for 
high flow distribution performance. 
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Figure 10 (a) velocity vector plot for flow rate at 3 GPM. (b) Response 
surface of coefficient of variation based on the flow rate at each outlet 
at 3GPM. 

Conclusion 

In this work, a novel filter press-based ion exchanger 
equipped with a fractal distributor and a fractal collector 
was fabricated using PMMA. Two ion exchanger 
configurations, of which the 1st one includes a fractal 
distributor of 256 outlets and the 2nd one with a fractal 
distributor of 16 outlets, respectively, were investigated 
by CFD simulations and experiments including residence 
time distribution (RTD) analysis and dye visualization 
experiments.  

The results indicate that the outlet density of a fractal 
distributor plays a key role in determining the overall 
performance of an ion exchanger. When the fractal 
distributor has a high outlet density, the process stream 
reaches a uniform velocity profile similar to a plug flow 
with a short depth inside the resin bed. As a result, the 
process stream has a uniform residence time distribution 
in the ion exchanger. In contrast, the insufficient outlet 
density leads to large velocity variations in the process 
stream. Consequently, from CFD investigations, a 
majority of the resin bed shows malfunctioning 
operations including dead space and channelling. Due to 
the non-uniform distribution, the process stream passes 
through the resin bed with a broad RTD which 

undermines the overall performance of the ion 
exchanger. From the response surface with channel width 
and depth scale as input parameter, we found out that 
1.265 as channel aspect ratio may result in high quality 
of flow distribution. CFD can assist in avoiding ad-hoc 
design decision on dimensions and systematically 
explore the design space for optimum design decisions.  

This study may enhance the understanding of fractal 
distributors and may benefit the process intensification 
using fractal distributors. 

APPENDIX A 
A snapshot of the mesh with 2.7 million elements for 1st 
ion exchanger. The mesh was generated with Cutcell 
method in ANSYS Meshing. 
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ABSTRACT 

This work was focused on a commercial-size (2MWth.) 
circle-draft biomass gasifier. In this work a three-
dimensional transient CFD (computational fluid 
dynamics) model was established to simulate the circle-
draft biomass gasifier. The MP-PIC (multiphase particle-
in-cell) method was applied to simulate multiphase 
reactive flows in the gasifier. In the MP-PIC method, the 
Navier-Stokes equation coupled with the large-eddy 
simulation (LES) was applied to describe the gas phase. 
The particulate phase was described in a Lagrangian way 
by computing the trajectories of parcels of particles 
solving Newtonian equations of motion for each parcel. 
The mass and energy transport equations were coupled 
with the momentum equation to simulate mass and energy 
transfer in the circle-draft gasifier. The heterogeneous 
solid-gas and homogeneous gas-phase reaction kinetics 
were integrated with the transport equations to simulate 
biomass drying, gasification, combustion, and other gas-
phase reactions. The simulation results were compared 
with experimental data to validate the CFD model. The 
CFD model predicted gas species distribution, reaction 
zone temperatures, and producer gas composition in the 
circle-draft biomass gasifier. 

NOMENCLATURE 

Greek Symbols  
𝛼𝛼 volume fraction 
𝜌𝜌 density 
𝜏𝜏 stress tensor 

 
Latin Symbols 
𝐴𝐴𝑝𝑝  particle surface area 
𝐶𝐶𝑑𝑑  drag model coefficient  
𝐶𝐶𝑣𝑣  specific heat capacity 
𝐶𝐶𝑝𝑝,𝑛𝑛  solid species 𝑛𝑛 conentration 
𝐷𝐷  drag function 
𝑓𝑓 particle size distribution function 
𝐹𝐹 drag force 
𝑔𝑔 standard gravity 
𝑘𝑘𝑑𝑑   solid thermal conductivity 
𝑚𝑚𝑝𝑝  particle mass  

𝑀𝑀𝑀𝑀𝑝𝑝,𝑛𝑛   molecular weight of solid species 𝑛𝑛 
𝑁𝑁𝑁𝑁  Nusselt number  
𝑁𝑁 velocity 
𝑝𝑝 pressure 
𝑃𝑃𝑠𝑠 model constant 
𝑇𝑇  temperature 
𝑉𝑉  computational cell volume 

Subscripts 
𝑐𝑐𝑝𝑝  close pack condition 
𝑔𝑔 gas phase 
𝑛𝑛  solid species 
𝑙𝑙𝑙𝑙𝑚𝑚 laminar flows 
𝑡𝑡 turbulence 

 

INTRODUCTION 

Fossil fuels are still the primary energy sources in the 
world. Since natural resources are limited, finding 
alternative energy sources becomes necessary. Biomass is 
abundantly available in the nature and can be an 
alternative to fossil fuels. Additionally, biomass is a 
renewable energy source. Utilizing bio-energy from 
biomass doesn’t increase CO2 emission, which is 
beneficial to environmental protection (Huang, Wu, Wu 
and Gao 2017). Bio-energy can be released through 
thermal chemical processes such as biomass pyrolysis, 
gasification, and combustion. Among them, biomass 
gasification is a promising technology. During the 
process, biomass is utilized to generate syngas, which can 
be further applied to generate chemicals and electricity 
(Ismail and El-Salam 2017). 
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Figure 1: A circle-draft (2MWth.) biomass gasifier 
In this work a circle-draft biomass gasifier was studied. 
As shown in Figure 1, biomass is fed at the top while air 
and steam are fed at the bottom of the gasifier. After 
biomass is fed to the gasifier, it is dried in the drying zone 
and then falls down to the pyrolysis zone where biomass 
is decomposed in to char and volatile gases. Char particles 
continue to fall down and go through the stabilization 
zone to reach the char gasification zone where char reacts 
with air and steam to generate syngas. The generated 
syngas penetrates through the solid bed and flow upwards 
through a central tube to reach the upper pyrolysis zone. 
Biomass is heated in the pyrolysis zone while the hot 
syngas is flowing through the zone. Finally, the syngas is 
extracted through 4 outlets at the side of the gasifier. 

In this work a three-dimensional CFD (computational 
fluid dynamics) model was developed to simulate the 
circle-draft biomass gasifier. In this model the MP-PIC 
(Multiphase Particle-In-Cell) method was applied to 
simulate gas-solid flows in the circle-draft biomass 
gasifier. The heterogeneous and homogeneous reaction 
kinetics were integrated with the momentum, mass, and 
energy transport equations to predict producer gas 
distribution and reactor temperature profile in the circle-
draft biomass gasifier. 

MODEL DESCRIPTION 

The MP-PIC method is an Eulerian-Lagrangian method. 
This model was built in Barracuda VR (virtual reactor). In 
the software, the Navier-Stokes equation was coupled 
with LES to simulate the gas phase. The particulate phase 
is calculated with the particle acceleration equation 
(O'Rourke and Snider 2014), based on Newton’s motion 
law for each particle parcel. The momentum transport 
equation was coupled with the mass and energy transport 
equations to simulate mass and energy transfer in the 
circle-draft biomass gasifier. The calculation of thermal 
radiation in the MP-PIC method was based on Stefan-

Boltzmann law. The finite volume method was applied to 
solve the discretized governing equations.  

Governing Equations 

The continuity and momentum equations for the gas phase 
are shown as follows: 

𝜕𝜕(𝛼𝛼𝑔𝑔𝜌𝜌𝑔𝑔)
𝜕𝜕𝜕𝜕

+ ∇ ∙ �𝛼𝛼𝑔𝑔𝜌𝜌𝑔𝑔𝑁𝑁𝑔𝑔� = 𝛿𝛿𝑚𝑚𝑝𝑝                                       (1) 

𝜕𝜕(𝛼𝛼𝑔𝑔𝜌𝜌𝑔𝑔𝑢𝑢𝑔𝑔)
𝜕𝜕𝜕𝜕

+ ∇ ∙ �𝛼𝛼𝑔𝑔𝜌𝜌𝑔𝑔𝑁𝑁𝑔𝑔𝑁𝑁𝑔𝑔� = −∇𝑝𝑝 − 𝐹𝐹 + 𝛼𝛼𝑔𝑔𝜌𝜌𝑔𝑔𝑔𝑔 + ∇ ∙ 𝜏𝜏  

                                                                                          
(2)                                                                                                  

𝜏𝜏 = 𝜇𝜇 �
𝜕𝜕𝑢𝑢𝑔𝑔,𝑖𝑖

𝜕𝜕𝑥𝑥𝑗𝑗
+

𝜕𝜕𝑢𝑢𝑔𝑔,𝑗𝑗

𝜕𝜕𝑥𝑥𝑖𝑖
� − 2

3
𝜇𝜇𝛿𝛿𝑖𝑖𝑖𝑖

𝜕𝜕𝑢𝑢𝑘𝑘
𝜕𝜕𝑥𝑥𝑘𝑘

                                     

(3) 

𝜇𝜇 = 𝜇𝜇𝑙𝑙𝑙𝑙𝑙𝑙 + 𝜇𝜇𝑒𝑒𝑑𝑑𝑑𝑑𝑒𝑒                                                              
(4) 

𝜇𝜇𝑒𝑒𝑑𝑑𝑑𝑑𝑒𝑒  is calculated by the sub-grid scale (SGS) model 
(Smagorinsky 1963) as shown below: 

𝜇𝜇𝜕𝜕 = 1
2
𝐶𝐶𝜌𝜌𝑔𝑔∆2��

𝜕𝜕𝑢𝑢𝑔𝑔,𝑖𝑖

𝜕𝜕𝑥𝑥𝑗𝑗
+

𝜕𝜕𝑢𝑢𝑔𝑔,𝑗𝑗

𝜕𝜕𝑥𝑥𝑖𝑖
�
2

                                        

(5) 

∆= √𝑉𝑉3                                                                        (6)   

𝐶𝐶 is a model constant of 0.01. The particle acceleration 
equation is applied to calculate the particle velocity as 
follows (O’Rourke and Snider 2010): 

𝑑𝑑𝑢𝑢𝑝𝑝
𝑑𝑑𝜕𝜕

= 𝐷𝐷𝑝𝑝�𝑁𝑁𝑔𝑔 − 𝑁𝑁𝑝𝑝� −
∇𝑝𝑝
𝜌𝜌𝑝𝑝
− ∇𝜏𝜏𝑝𝑝

𝜌𝜌𝑝𝑝𝛼𝛼𝑝𝑝
+ 𝑔𝑔 + 𝑢𝑢𝑝𝑝����−𝑢𝑢𝑝𝑝

2𝜏𝜏𝐷𝐷
           (7) 

The solid stress tensor,𝜏𝜏𝐷𝐷 , is modeled by the following 
equation: 

𝜏𝜏𝑝𝑝 = 10𝑃𝑃𝑠𝑠𝛼𝛼𝑝𝑝𝛽𝛽

𝑙𝑙𝑙𝑙𝑥𝑥�(𝛼𝛼𝑐𝑐𝑝𝑝−𝛼𝛼𝑝𝑝),𝜀𝜀�1−𝛼𝛼𝑝𝑝��
                                           (8) 

𝛼𝛼𝑐𝑐𝑝𝑝  is the close-pack volume fraction of the particulate 
phase. In this work it was set as 0.42, based on 
experimental data. The solid volume fraction, 𝛼𝛼𝑝𝑝 , is 
calculated as follows: 

𝛼𝛼𝑝𝑝 = ∭𝑓𝑓𝑙𝑙𝑝𝑝
𝜌𝜌𝑝𝑝
𝑑𝑑𝑚𝑚𝑝𝑝𝑑𝑑𝑁𝑁𝑝𝑝𝑑𝑑𝑇𝑇𝑝𝑝                                          (9) 

The interphase momentum exchange between the gas and 
particle phase is given by: 

𝐹𝐹 = ∭𝑓𝑓 �𝑚𝑚𝑝𝑝 �𝐷𝐷�𝑁𝑁𝑔𝑔 − 𝑁𝑁𝑝𝑝� −
∇𝑝𝑝
𝜌𝜌𝑝𝑝
� + 𝑁𝑁𝑝𝑝

𝑑𝑑𝑙𝑙𝑝𝑝

𝑑𝑑𝜕𝜕
� 𝑑𝑑𝑚𝑚𝑝𝑝𝑑𝑑𝑁𝑁𝑝𝑝𝑑𝑑𝑇𝑇𝑝𝑝(10) 

The drag function of 𝐷𝐷 is described as follows (Gidaspow 
1994): 
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𝐷𝐷𝑝𝑝1 = 6
8
𝐶𝐶𝑑𝑑

𝜌𝜌𝑔𝑔�𝑢𝑢𝑔𝑔−𝑢𝑢𝑝𝑝�
𝜌𝜌𝑝𝑝𝑑𝑑𝑝𝑝

                                                     (11) 

𝐶𝐶𝑑𝑑 =

⎩
⎪
⎨

⎪
⎧ 24𝛼𝛼𝑔𝑔−2.65

𝑅𝑅𝑒𝑒
,𝑅𝑅𝑅𝑅 < 0.5

24𝛼𝛼𝑔𝑔−2.65

𝑅𝑅𝑒𝑒
(1 + 0.15𝑅𝑅𝑅𝑅0.687), 0.5 ≤ 𝑅𝑅𝑅𝑅 ≤ 1000

0.44𝛼𝛼𝑔𝑔−2.65, 𝑅𝑅𝑅𝑅 > 1000

  

                                                                                      (12) 

𝐷𝐷𝑝𝑝2 = 0.5 �180𝛼𝛼𝑝𝑝
𝛼𝛼𝑔𝑔𝑅𝑅𝑒𝑒

+ 2� 2𝜌𝜌𝑔𝑔�𝑢𝑢𝑔𝑔−𝑢𝑢𝑔𝑔�
𝑑𝑑𝑝𝑝𝜌𝜌𝑝𝑝

                                 (13) 

𝐷𝐷𝑝𝑝 =

⎩
⎪
⎨

⎪
⎧ 𝐷𝐷𝑝𝑝1                      𝛼𝛼𝑝𝑝 < 0.75𝛼𝛼𝑐𝑐𝑝𝑝

�𝐷𝐷𝑝𝑝2 − 𝐷𝐷𝑝𝑝1� �
𝛼𝛼𝑝𝑝 − 0.75𝛼𝛼𝑐𝑐𝑝𝑝

0.1𝛼𝛼𝑐𝑐𝑝𝑝
� +

𝐷𝐷𝑝𝑝2                                   𝛼𝛼𝑝𝑝 > 0.85𝛼𝛼𝑐𝑐𝑝𝑝

𝐷𝐷𝑝𝑝1      0.85𝛼𝛼𝑐𝑐𝑝𝑝 ≥ 𝛼𝛼𝑝𝑝 ≥ 0.75𝛼𝛼𝑐𝑐𝑝𝑝 

                                                                                      (14) 

The mass and energy transport equations for the 
particulate phase are (Snider, Clark and O'Rourke 2011): 

𝛿𝛿𝑚𝑚𝑝𝑝 = −∭𝑓𝑓 𝑑𝑑𝑙𝑙𝑝𝑝
𝑑𝑑𝜕𝜕

𝑑𝑑𝑚𝑚𝑝𝑝𝑑𝑑𝑁𝑁𝑝𝑝𝑑𝑑𝑇𝑇𝑝𝑝                                 (15) 

𝑑𝑑𝑙𝑙𝑝𝑝
𝑑𝑑𝜕𝜕

= ∑ 𝑑𝑑𝑙𝑙𝑝𝑝,𝑛𝑛
𝑑𝑑𝜕𝜕

𝑁𝑁
𝑖𝑖=1                                                           (16) 

𝑑𝑑𝑙𝑙𝑝𝑝,𝑛𝑛
𝑑𝑑𝜕𝜕

= 𝛼𝛼𝑔𝑔𝑀𝑀𝑀𝑀𝑝𝑝,𝑛𝑛

𝜌𝜌𝑝𝑝𝛼𝛼𝑝𝑝
𝑚𝑚𝑝𝑝

𝑑𝑑𝐶𝐶𝑝𝑝,𝑛𝑛
𝑑𝑑𝜕𝜕

                                               (17) 

𝐶𝐶𝑉𝑉
𝑑𝑑𝑇𝑇𝑝𝑝
𝑑𝑑𝜕𝜕

= 1
𝑙𝑙𝑝𝑝

𝑘𝑘𝑑𝑑𝑁𝑁𝑢𝑢
𝑑𝑑𝑝𝑝

𝐴𝐴𝑝𝑝(𝑇𝑇𝑔𝑔 − 𝑇𝑇𝑝𝑝)                                     (18) 

Reaction Kinetics 

In the circle-draft gasifier, biomass is fed at the top and 
then drops into the drying zone where moisture is released 
from biomass. Dry biomass continues to fall into the 
pyrolysis zone. Volatiles are released and char is 
generated from biomass pyrolysis. Char particles pass 
through the stabilization zone and reach gasification zone. 
Char particles react with air and steam injected from the 
bottom to generate syngas. The residual char and ash fall 
down into the bottom region where are removed from the 
gasifier with an ash auger. In this model heterogeneous 
reactions including biomass drying, pyrolysis, partial 
combustion of primary char, char and CO2 reaction, char 
and steam reaction, and methane formation are included. 
The homogeneous reactions such as water gas shift 
reaction and gas oxidation reactions are also considered in 
this model.  

Heterogeneous reactions (Walker Jr, Rusinko Jr and 
Austin 1959, Yu, et al. 2011, Xu and Qiao 2012): 

Moisture in Biomass(s) → H2O(g)                      (R-1) 

r1 = 5.13 × 1010exp (−10585
Tp

)mbiomass  

Biomass → Volatiles1(CO, CO2, H2, CH4, C2H4, C2H6) +
Primary char + Tar                                            (R-2) 

r2 = 1.49 × 105exp (−1340
Tp

)mbiomass   

The reaction rate of primary pyrolysis was calculated with 
a single-step global reaction mechanism (Yu, et al. 2011)  
and the pre-exponential factor of 1.49 × 105 was selected 
to fit experimental data in this work.  

Primary Char + n1O2 → n2CO + n3CO2 + n4H2 +
n5H2O + Char                                                    (R-3) 

r3 = 8.68 × 106mprim.charTp exp (−29160
Tp

)[O2]  

The primary char generated in biomass pyrolysis was 
defined as CH1.286O0.4585 according to experimental data. 
To simplify the model, char generated in the partial 
combustion of primary char is assumed to be pure carbon. 
Tar generated in biomass pyrolysis is defined as 
CH1.331O0.6979 (Ingram, et al. 2008). The  

C + CO2 ↔ 2CO                                                (R-4) 

r4f = 1.272mcTpexp(−22645
Tp

)[CO2]  

r4r = 1.044 × 10−4mcTp2exp(−2363
Tp

− 20.92)[CO]2  

C + H2O ↔ CO + H2                                          (R-5) 

r5f = 1.088mcTp exp(−22645
Tp

)[H2O]  

r5r = 1.044 × 10−4mcTp2exp(−6319
Tp

− 17.29)[H2][CO]  

C + 2H2 → CH4                                                 (R-6) 

r6 = 1.18 × 10−5mcTexp(−17921
Tp

)[H2]  

Homogeneous reactions (Padban and Becher 2005, 
Gómez-Barea and Leckner 2010, Lu and Wang 2013): 

CO + H2O → CO2 + H2                                      (R-7) 

r7 = 2.75 exp (−10079
Tg

)[CO][H2O]  

CO + 0.5O2 → CO2                                             (R-8) 

r8 = 1.00 × 1010exp (−15155
Tg

)[CO][O2]2  

H2 + 0.5O2 → H2O                                             (R-9) 

r9 = 2.2 × 109exp (−13110
Tg

)[H2][O2]2  
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CH4 + 2O2 → CO2 + 2H2O                                (R-10) 

r10 = 2.8 × 109exp (−24417
Tg

)[CH4][O2]2  

Simulation Setup 

The CFD model was built in Barracuda Virtual Reactor® 
using the MP-PIC method to simulate a 2MWth circle-
draft biomass gasifier at Woodland Biomass Research 
Center, Woodland, California, as shown in Figure 2. The 
height of the gasifier is 10.4 meters and the diameter of 
the gasifier is 1.7 meters. 

The boundary settings of the circle-draft biomass gasifier 
are shown in Figure 3. Biomass feeding points are defined 
at the top, 4 gas outlets are set at the side, and steam & air 
injections are defined at the bottom of the gasifier.  

A central tube is built in the center of the gasifier. Note 
that the structure of the central tube is in the shape of a 
rectangular box for simplicity, instead of the original 
cylindrical-tube shape. The total volume of the structure is 
still the same as that of the original central tube, which 
ensures that the predicted flow pattern in the gasifier is not 
dramatically affected by the shape change of the central 
tube. In the software of Barracuda VR®, geometries are 
meshed by orthogonal grids. For round-shaped 
geometries, more gridlines and cells are needed to capture 
necessary geometry details. In comparison, geometries 
with straight edges require less gridlines and 
computational cells. Therefore, in this work a rectangular-
box channel is built to simplify the geometry to achieve 
better computation efficiency.    

The ultimate analysis data of biomass used in experiments 
are shown in Table 1 and the model settings of base case 
are listed in Table 2. A normal distribution with a standard 
deviation of 0.2𝑑𝑑𝑝𝑝  was applied to describe the size 
distribution of biomass particles. The thermal conductivity 
was set as 0.12 W/(mK) and the heat capacity of biomass 
was set as 1760 kJ/kgK.  

 

Figure 2: A 2MWth circle-draft biomass gasifier 

Biomass 

Gasifier Outlets

Air and Steam

Central Tube

Gasifier Outlets

 

Figure 3: Boundary settings of the circle-draft gasifier 

Table 1: Ultimate analysis of biomass feedstock 

Elements wt % 
Moisture 17.23 
C 43.16 
H 5.06 
O 33.26 
N 0.10 
Ash 1.19 

 

Table 2: Base case settings 
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Description Value 
Biomass particle diameter (mm) 5.64 
Biomass density (kg/m3) 662.85 
Initial solid packing 0.42 
Outlet pressure (atm, abs.) 1 
Biomass feeding rate (kg/h) 101.42 
Air feeding rate (kg/h) 77.44 
 

The model was solved with the control volume method. A 
computational grid with 111,537 grid was applied for the 
CFD model. A grid resolution study was implemented by 
using three computational grids with 88,750, 111,537, and 
168,175 cells. The difference of the simulation results 
between the three cases are less than 5%. Considering 
relative low computational cost and acceptable model 
accuracy, the grid with 111,537 cells was selected for the 
base case. The simulation time was set as 1000 seconds to 
reach the steady-state. The convergence criterions for 
volume, pressure, velocity, and energy were set as 10-6, 
10-7, 10-6, and 10-7. The iteration numbers were set as 10, 
2000, 50, and 100 for each transport equations, 
respectively. The size of time step is in the range of 10-3 to 
10-5 seconds and is automatically controlled by the 
Courant-Friedrichs-Lewy (CFL) scheme(Courant, 
Friedrichs and Lewy 1967) to achieve a converged 
solution. The model was computed using the GPU-
accelerated computing technology on a computer with an 
Intel® i7 CPU @3.50 GHz and a GeForce GTX TITAN 
graphics card. The 1000-s simulation took about 5 days to 
be completed.  

RESULTS 

T1

T2

T3

T4

Outlet Gas Outlet Gas 

Bottom Gas 

 

Figure 4: Temperature sensor and gas sampling locations 

Figure 4 shows the locations of temperature sensors and 
producer gas sampling points. Considering the air and 
steam inlet as the bottom surface, the temperatures of T1, 
T2, T3, and T4 were measured for char gasification and 
pyrolysis zones at the heights of 0.95, 1.44, 8.68, and 9.17 
meters. Producer gas was sampled from the bottom entry 
point of the central tube and 4 gas outlets as the bottom 

producer gas and the final producer gas output, 
respectively.  

In Figure 5, the predicted producer gas composition in the 
bottom region is compared with experimental data. It is 
observed that the gas composition prediction in the bottom 
region is consistent with experiment measurement. The 
bottom producer gas in experiments was sampled at the 
bottom surface of the central tube in the circle-draft 
gasifier. 

 

Figure 5: Comparison of bottom producer gas 

The predicted outlet gas composition is also compared 
with experimental data. As seen in Figure 6, the difference 
between the simulation results and experimental data is 
averagely less than 3%. 

 

Figure 6: Comparison of outlet producer gas 

Figure 7 demonstrates the comparison of the gasifier 
temperatures in biomass pyrolysis and char gasification 
zones. As seen in the figure, the temperature predictions 
agree well with temperature measurements.  
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Figure 7: Comparison of gasifier temperature 

Figure 8 demonstrates the transient distribution of CO 
molar fraction in the circle-draft gasifier. As shown in the 
figure, CO is generated in the bottom region due to 
gasification and then flows through the solid bed to reach 
the central tube. The gas rises through the central tube to 
the pyrolysis zone in the upper region of the gasifier, 
where more CO is generated from biomass pyrolysis. Two 
streams of CO from the bottom and upper regions merges 
and accumulates in the upper region of the gasifier. 
Meanwhile, the rest of CO generated in the bottom region 
gradually penetrates through the annular region 
surrounding the central tube and reaches the upper region. 
All of CO from the bottom and upper regions is eventually 
extracted from 4 gas outlets at the side of the gasifier. 

 

Figure 8: Transient CO distribution 

Figure 9 shows transient tar distribution in the circle-draft 
gasifier. It is observed that tar is only generated in the 
pyrolysis zone which is in the upper region of the gasifier. 
Tar gradually accumulates in the region and finally leaves 

the gasifier through the gas outlets. As predicted in the 
model, since tar is generated in the upper region and is 
extracted together with other gases from the gas outlets, 
tar concentration in the final gas output is expectedly high, 
which matches our observations in the experiment. 

 

Figure 9: Transient tar distribution 

The molar fractions of CO, H2, CO2, and Tar in the 
steady-state are shown in Figure 10. As seen in the figure, 
CO, H2, and CO2 are generated in both of char gasification 
and biomass pyrolysis zones. CO and H2 are concentrated 
in the central region, which is mainly due to producer gas 
production from water gas shift reaction. On the other 
hand, tar is only generated from the top region and is 
eventually extracted together with other gases through the 
gas outlets.   

 

Figure 10:  Steady-state producer gas composition 

The temperature distribution in the circle-draft gasifier is 
shown in Figure 11. As indicated in the figure, the central 
region in the bottom region is hot due to partial 
combustion of char and the temperature in the upper 
region is lower due to biomass gasification. 
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Figure 11: Temperature distribution of circle-draft 
biomass gasifier 

CONCLUSION 
In this paper a transient three-dimensional CFD model 
was built to simulate a circle-draft biomass gasifier. The 
MP-PIC method was used to simulate gas-particle flows 
in the gasifier. The CFD model was applied to predict 
flow pattern, producer gas distribution, and reactor 
temperature profiles in the circle-draft biomass gasifier. 
The predicted gas composition and reactor temperatures 
were compared with experimental data and good 
agreement between the simulation results and 
experimental data was achieved. 
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ABSTRACT
The influence of turbulent structures on the gasification of coal
particles, in particular on the char consumption and surface tem-
perature, is studied . Existing submodels for char gasification are
mainly based on results for laminar flow only, therefore the ca-
pability of these models to predict gasification at higher particle
Reynolds numbers is evaluated using the simulation results. Two
representative scenarios were studied: the gasification of a 2 mm
particle at atmospheric pressure in a O2/CO2/H2O atmosphere at
2006 K and the gasification of a 263 µm particle at 30 bar in a differ-
ent O2/CO2/H2O atmosphere at 1480 K. The simulation conditions
were based on data obtained from the simulations of two different
entrained-flow gasifiers. ANSYS Fluent™ was used to solve the
Navier-Stokes equations for the flow field coupled with energy and
species conservation equations. The model for the reaction system
incorporates six gaseous chemical species H2, O2, CO, CO2, H2O,
N2 and solid carbon. A semi-global reaction mechanism was ap-
plied for the homogeneous gas-phase reactions and the water gas
reaction, the Boudouard reaction and the oxidation of carbon to
carbon monoxide were considered as heterogeneous gas-solid re-
actions. In the present work it is shown how the reaction zone is
modified due to the change in wake structure, the impact of the tur-
bulent effects on the overall carbon conversion rate are discussed,
and hints how to adjust existing submodels to correctly predict char
conversion at high particle Reynolds numbers are given.

Keywords: CFD, gasification, turbulence, heterogeneous reac-
tions.

NOMENCLATURE

Greek Symbols
λi j stochiometric coefficient of species i in reaction j, [−]
θ empirical factor, [−]
ν kinematic viscosity, [m2/s]

Latin Symbols
ci molar concentration of species i, [kmol/m3].
dP particle diameter, [m].
k reaction rate constant, in SI units.
k∞ pre-exponential factor, in SI units.
n exponent of power law kinetic rate equations, [−].
pi partial pressure of species i, [Pa].
pop operating pressure, [Pa].
r molar reaction rate, [kmol/m3s].

u maginitude of velocity, [m/s].
De f f effective diffusion coefficient in a porous medium,

[m2/s].
Ea activation energy, [J/kmol].
K inhibition constant, [1/Pa].
R universal gas constant, [J/kmol·K].
Re particle Reynolds number: Re = uin·dP/ν, [−].
SV Specific surface area per volume, [m2/m3].
X char conversion, [−].
Y mass fraction, [−].

Sub/superscripts
in at the inlet boundary

INTRODUCTION

Due to the multiscale character of coal combustion and gasi-
fication processes, the use of sub-models describing particle-
gas interaction is unavoidable, and the correct prediction of
the burning rate and the particle temperature based on this
sub-models is an essential part of successfully modeling of
such reactors (Edge et al., 2011; Schulze et al., 2013; Richter
et al., 2016). An analysis of existing computational burnout
sub-models reveals that e. g. the influence of particle velocity
on carbon consumption and particle temperature is not well
understood. Thus, particle-resolved numerical simulations of
single burning particles can highlight different physical phe-
nomena and correlations and therefore they can help to better
understand the complex combustion physics. Examples for
this approach are given in Refs. (Lee et al., 1996; Higuera,
2008; Kestel et al., 2012; Richter et al., 2013, 2015; Wittig
et al., 2016).
To the authors best knowledge almost all single-particle stud-
ies published in literature considered laminar flow regimes
only and most consider only one heterogeneous reaction i.e.
Boudouard, watergas or carbon oxidation. In different tech-
nological applications much larger particle Reynolds num-
bers are possible and all three above mentioned reactions
proceed in parallel. For that reason the char-particle burnout
corresponding to turbulent flow up to particle Reynolds num-
ber equals 1000 in two different O2/CO2/H2O atmospheres
is investigated. At these Reynolds numbers time periodicity
and the planar symmetry of the vortex shedding are lost and
the wake becomes turbulent (Jones and Clarke, 2008; Cam-
pregher et al., 2009) . The operating conditions, that means
pressure, temperature and gas phase composition, are based
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on data obtained from simulations of two different entrained-
flow gasifiers.

MODEL DESCRIPTION

The gasification is studied for a single spherical particle in
embedded in a large domain as schematically shown in Fig-
ure 1. As the heterogeneous reaction time scales are much

L0 L1

Hin
le

t

ou
tle

t
axis

symmetry/freeslip

particle wall

r

z
Figure 1: Schematic drawing of the 2D domain used in the simula-

tions.

larger than the flow time scales (Sundaresan and Amund-
son, 1980; Richter et al., 2013), the pseudo-steady state ap-
proach was assumed valid, hence no particle-shrinking was
taken into account and the steady-state form of the governing
equations are solved. Indeed this assumption is confirmed
from the simulations results. The lowest value of the ra-
tio of carbon consumption time scale and fluid time scale
is found to be of the order O(10), but in most of the cases it
is higher. Fluid flow is modelled coupled with species and
energy transport as well as coupled with heat conduction in-
side the solid particle. Buoyancy effects are neglected, hence
gravity is set to zero but the density still varies due to e.g.
changes in temperature. Turbulence is taken into account
using the k-ω-SST model in the steady RANS simulations
for particle Reynolds numbers larger than Re = 200. The
Maxwell-Stefan equations are used to describe diffusional
mass flux in the multi-component gas mixture and gas-gas
radiation is included via the P1 radiation model. The hetero-
geneous reactions are assumed to take place on the outer par-
ticle surface only, however the internal structure of the char
particle is considered through an effectiveness factor, which
is defined in the next section. The gas phase is modelled as
an incompressible ideal gas and all physical properties of the
components are modelled using polynomial expressions or
kinetic theory. The chemical system incorporates pure car-
bon as solid and H2, O2, H2O, CO, and CO2 as gaseous
species. Details of the finite-rate chemical mechanism are
discussed in the next section. The process and inlet condition
for the two different cases studied in this work are shown in
Table 1. Uniform profiles are prescribed for velocity, tem-
perature and species concentrations at the inlet.

Chemical reactions

The semi-global mechanism to describe the homogeneous
gas phase reactions are modelled using a mechanism pro-
posed by Jones and Lindstedt (1988):

H2 + 0.5 O2 H2O (R1)
CO + H2O CO2 + H2, (R2)

case

1 2

dP/m 2 ·10−3 0.263 ·10−3

Pop/bar 1.013 30
Tin/K 2006 1480

Rein 1 – 500 1 – 1000
uin/

m
s 0.1932 – 95.58 0.03192 – 31.92

YCO2,in 0.223 0.223
YH2O,in 0.123 0.221

YO2,in 0.366 0.187

Table 1: Process and inlet conditions for both cases considered.

however with modified reaction rate kinetics for the hydro-
gen oxidation R1 as used by Kim et al. (2008). A simple
power law is used to compute the reaction rates for R1

rR1 = k∞ · exp
{
− Ea

R ·T

}
· c0.5

O2
· cH2 (1)

and for R2:

rR2 = k∞ · exp
{
− Ea

R ·T

}
· cCO · cH2O, (2)

k∞ Ea/(J/kmol)

R1 5.69 ·1011 1.465 ·108

R2 2.75 ·109 8.368 ·107

Table 2: Kinetic constants for the gas phase reactions.

The Boudouard and water-gas reaction as well as the oxida-
tion of the carbon are considered as heterogeneous reactions
of the particles with the gas phase:

C + CO2 2 CO (R3)
C + H2O H2 + CO (R4)

2 C + O2 2CO (R5)

Different sets of kinetic rate equations are used for atmo-
spheric conditions (case 1) and pressurized case (case 2). For
the atmospheric conditions of case 1 the model for the ef-
fective reaction rates proposed by Vascellari et al. (2014) is
used:

rR3,1 = θ(X) · k∞ · exp
{
− Ea

R ·T

}
·

pn
CO2

1+KCO · pCO
, (3)

rR4,1 = θ(X) · k∞ · exp
{
−

Ea,R4

R ·T

}
·

pn
H2O

1+KH2 · pH2

, (4)

rR5,1 = θ(X) · k∞ · exp
{
− Ea

R ·T

}
· pn

O2
, (5)

The rate constants are taken from Richter et al. (2016) and
are given in Table 3.
θ(X) is an empirical factor to account for the inner structure
of the particle, which is calculated as described in Vascellari
et al. (2014).
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k∞/(kmol/(m3sPan)) Ea/(J/kmol) n K/(1/Pa)

R3 9.04 ·103 1.3063 ·108 0.76 5,47 ·10−6

R4 7.30 1.0676 ·108 0.97 3.19 ·10−7

R5 1.77 ·104 1.771 ·108 1

Table 3: Kinetic constants for the effective reaction rates of
the boudouard, water gas and oxidation reactions from
Richter et al. (2016).

At 30bar operating pressure (case 2), the intrinsic reaction
rate data of Hla et al. (2007) is taken and modified with an ef-
fectiveness factor ηP to account for the transport resistances
inside the particle. Hence the effective reaction rates are:

rR3,2 = ηP,CO2 ·SV · k∞ · exp
{
− Ea

R ·T

}
· pn

CO2
, (6)

rR4,2 = ηP,H2O ·SV · k∞ · exp
{
− Ea

R ·T

}
· pn

H2O, (7)

rR5,2 = ηP,O2 ·SV · k∞ · exp
{
− Ea

R ·T

}
· pn

O2
, (8)

The rate constants are given in Table 4.

k∞/(kmol/(m2sPan)) Ea/(J/kmol) n

R3 3.331 ·10−2 2.11 ·108 0.4
R4 2.485 2.31 ·108 0.4
R5 1.236 ·10−3 1.36 ·108 0.8

Table 4: Kinetic constants for the intrinsic reaction rates of the
boudouard, water gas and oxidation reactions fro Hla et al.
(2007) for coal CRC272.

The effectivity for the species i and reaction j is estimated as

η j(Φi j) =
1

Φi j

(
1

tanh(3Φi j)
− 1

3Φi j

)
, (9)

using a generalized Thiele modules Φi j which is (almost) in-
dependent of the particle shape. For a power-law kinetic re-
action rate defined it is defined as:

Φi j =
VP

SP

√√√√n+1
2

λi j · k∞, j · exp
{
−Ea, j

R·T

}
·SV · pn−1

i

De f f ,i
(10)

Simulation settings

ANSYS Fluent™ V 17.2 was used to solve the Navier-Stokes
equations coupled with species and energy transport. The
pressure based solver was used and the differential equa-
tions where discretized using second order schemes in space
and time. Only the convective fluxes where discretized with
a third-order MUSCL scheme in the steady RANS simula-
tions. For the 2D-axisymmetric simulations the domain ex-
tends L0 = 30dP in upstream, L1 = 100dP in downstream and
H = 40dP in radial direction. Based on the 2D results, the
3D-domain has been chosen slightly smaller. The cuboid ex-
tends L0 = 8dP in upstream, L1 = 24dP in downstream and
H = 8dp in the lateral directions. The number of grid cells
used is 27,750 for the 2D simulations and 4,085,112 for the
3D simulations. Grid-independence has been confirmed in
previous investigations by Richter et al. (2015, 2016). A
comprehensive validation of the model setup against differ-
ent experimental data is given in Richter et al. (2013).

RESULTS

In order to reduce the computational effort, as the final
aim of this research is to study gasification in high detail
with three-dimensional transient LES simulations, a semi-
global mechanism is used in this work. Hence for compar-
ison simulations have been done with the detailed drm22-
mechanism proposed by Kazakov and Frenklach (1994). Re-
sults for the atmospheric case at Re = 500 are shown in Fig-
ure 2 and for the pressurized case at Re = 1000 in Figure
3. The general features of the flame structure are repro-

Figure 2: Contours of the mass fraction YCO2
and Temperature T

at Re = 500 for case 1. The upper half shows results ob-
tained with the semi-global mechanism proposed by Kim
et al. (2008), which is used in this work, and the lower
half results obtained with the detailed chemical mecha-
nism drm22 by Kazakov and Frenklach (1994).

Figure 3: As in Figure 2, however for case 2 at Re = 1000.

duced with the semi-global mechanism, however some dif-
ferences can be observed in particular in the contours shown
for the atmospheric case 1. The maximum temperature is
higher and the high temperature zone is more pronounced
for the semi-global mechanism. The maximum CO2 mass
fraction is larger when using the detailed mechanism, how-
ever the shape of the CO2-rich zone is similar. The higher
CO2 mass fraction can be explained by the simplified semi-
global mechanism, which only considers the hydrogen oxi-
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dation R1 and the water-gas shift reaction R2, whereas the
detailed DRM22 mechanism also includes the oxidation of
CO to CO2. Under the pressurized conditions of case 2
the differences in the results using the different mechanisms
are less pronounced. Please note that the same gas phase
mechanisms have been used in both cases, only the hetero-
geneous gas-surface reactions and the operating conditions
are changed. The flame zone is slightly larger for the semi-
global mechanism and the maximum temperature is slightly
higher. Secondly the influence of turbulence on the gasifica-

Figure 4: Contours of the temperature T for different parti-
cle Reynolds numbers. From top to bottom: Re =
10,100,1000 for case 2.

tion is studied.A qualitative comparison is presented in Fig-
ure 4, which shows the contours of the temperature for case
2 at different particle Reynolds-numbers. A similar picture is
obtained for the atmospheric pressure case 1. The maximum
temperature remains almost constant, however the shape and
size of the flame zone significantly change with increasing
particle Reynolds number. Fully engulfing the particle at low
particle Reynolds numbers, the flame zone is gradually thin-
ning with particle Reynolds number accompanied by an in-
creasing fore-aft asymmetry such that a separated reaction
zone persists at higher particle Reynolds numbers.
Quantitative data are given in Figures 5 and 6, which show
the average temperature on the particle surface and the aver-
age carbon mass flux for case 1 and for case 2, respectively.
Results are presented for 2D-axisymmetric RANS simula-
tions and for 3D RANS simulations at the highest particle
Reynolds number. The differences between the 2D and the
3D results are small, which shows that the 2D axisymmetric
assumption is justified. Initially the eddy dissipation con-
cept (EDC) model for turbulence-chemistry interaction has
been used for all simulations with Re > 200. However in
the graphs of the average surface temperature and also the
species mass fractions a sudden jump has been found in the
results rather than a smooth transition, which is considered

Figure 5: Carbon mass flux and temperature as a function of the
particle Reynolds number for case 1.TCI denotes simu-
lations using the eddy dissipation concept (EDC) to ac-
count for turbulence-chemistry interaction.

non-physical. The red squares in the graphs for the sur-
face temperature of Figures 5 and 6 show these findings.
As the EDC model has originally been developed for highly
turbulent flows, this model is considered the main suspect
for the observed non-physical behaviour. Hence simulations
with exactly the same simulations have been done, only with
the turbulence-chemistry model turned off. The results are
shown by the blue symbols in Figures 5 and 6. The jump
has disappeared and a continuous change of surface temper-
ature with particle Reynolds number can be seen. The con-
tours of CO2 mass fraction and temperature shown in Figure
7 for case 2 at Re = 1000 shed some lights on this question.
Note that similar results are found for case 1 and for differ-
ent particle Reynolds numbers. Qualitatively similar results
are obtained for the simulations with and without turbulence-
chemistry interaction turned on, only a higher temperatures
and a higher CO2 mass fraction are observed in the very thin
flame zone close to the particle surface. However in this
region the flow conditions are laminar and the grid is fine
enough such that all scales are resolved. Hence the EDC
model, which is based on the assumption of fully turbulent
conditions, too strongly dampens the reactions which leads
to the non-physical jump in the results. The carbon flux on
the other hand is almost unaffected by the use of the EDC
model and no clear jump is visible.
Finally, the dashed-lines in Figures 5 and 6 are a regression
based on the laminar results, i.e. for Re <= 200. One sees
that the extrapolation of the laminar results to higher parti-
cle Reynolds number still give a reasonable prediction of the
carbon consumption, the maximum difference is about 10%.
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Figure 6: Carbon mass flux and temperature as a function of the
particle Reynolds number for case 2.TCI denotes simu-
lations using the eddy dissipation concept (EDC) to ac-
count for turbulence-chemistry interaction.

Figure 7: Influence of turbulence-chemistry interaction for case 2
at Re = 1000.The upper half shows results obtained us-
ing the EDC model for turbulent-chemistry interaction,
which is turned of in the lower half

CONCLUSIONS AND OUTLOOK

In this work the interplay between a turbulent chemically-
reacting flow and heterogeneous gasification and combustion
on a particle surface has been studied. It has been shown that
the main features of the flame-zone are well captured us-
ing a simple semi-global gas phase mechanism and that the
use of axisymmetric 2D simulations is justified. The use

of the EDC turbulence-chemistry interaction leads to a too
strong damping of the gas phase reactions near the particles,
which strongly affects the surface temperature and species
distribution, however the total carbon consumption rate is
only mildly influenced. The reaction zone is strongly modi-
fied due to the change in wake structure. From engulfing the
whole particle at low particle Reynolds numbers, a increas-
ing fore-aft asymmetry has been found which lead to a sepa-
rated flame zone at high particle Reynolds numbers. Despite
the strong changes in the shape of the reaction zone, extrap-
olation of the laminar results into the turbulent regime gives
a reasonable prediction of the carbon consumption rate and
the surface temperature. This shows that models, based on
laminar flow conditions, which are capable of capturing the
fore-aft symmetry, can at least as a first estimate be used to
also model gasification at larger particle Reynolds numbers.
Finally as a completion of this work, currently 3D LES sim-
ulations are under way to study the effect of turbulent fluctu-
ations on the overall carbon consumptions rate.
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ABSTRACT 

The impact of injection lance design and injection materials on 
the combustion conditions inside the raceway of the blast 
furnace has been investigated. Operational injection tests in 
LKAB’s Experimental blast furnace have been conducted and 
data describing particle dispersion and temperatures at the 
tuyere was gathered. A three-dimensional, multiphase 
numerical model of pulverized material injection (pulverized 
coal and alternative carbon materials) was developed in order 
to increase the understanding of raceway conditions in terms 
of combustion efficiency and reaction rates. In total two 
different injection lances and two alternative carbon materials 
in varying blend ratios with pulverized coal were investigated 
in the numerical study. Simulation results agreed quite well to 
the experimental data. Furthermore, simulation results agree 
with published findings regarding the general effect of 
material properties of pulverized coal on combustion 
efficiency. 

Keywords: Process metallurgy, Blast furnace, Coal 
injection, Numerical modelling, Combustion, Gasification  

NOMENCLATURE 

Latin Symbols 
𝐴, 𝐴2  Pre-exponential factors for devolatilization 

and homogeneous reactions, [1/s] 
𝐴𝑐  Pre-exponential factor for heterogeneous 

reactions, [kg/m2.s.Pa] 
𝐴𝑝    Particle surface area, [m2] 
AEDM Empirical constant for Eddy-dissipation 

model 
𝑎, 𝑏   Rate exponents 
BEDM Empirical constant for Eddy-dissipation 

model 
𝐶1    Diffusion rate constant, [kg/m2.s.Pa.K0.75]. 
𝐶𝑗,𝑛  Molar concentration of species 𝑗 in the 

reaction 𝑛, [kmol/m3] 
𝑑𝑝    Particle diameter, [m] 
𝐸, 𝐸2, 𝐸𝑐 Activation energy, [J/kmol] 
𝑓𝑠    Mass fraction of reacting solid species 
𝑓𝑉𝑀,0   Initial volatile matter mass fraction 
𝑘, 𝑘2   Kinetic rate, [1/s] 
𝑚𝑎   Mass of ash, [kg] 
𝑚𝑝    Particle mass, [kg] 
𝑚𝑝,0   Initial particle mass, [kg] 
𝑚𝑉𝑀   Mass of volatile matter, [kg] 
𝑀𝑖    Molecule weight of species 𝑖, [kg/kmol] 

𝑝𝑔 Bulk partial pressure of the reacting gas 
species, [Pa] 

𝑅    Universal gas constant, [J/kmol.K] 
𝑅𝑐    Heterogeneous reaction rate, [kg/s] 
𝑅𝐷    Diffusion rate, [kg/m2.s.Pa]     
𝑅𝐾    Kinetic rate, [kg/m2.s.Pa]      
𝑅𝑖,𝑛  Finite reaction rate of species 𝑖 and reaction 

𝑛, [kg/s] 
𝑅𝑉𝑀   Devolatilization rate, [kg/s] 
𝑇    Temperature, [K] 
                 
Greek Symbols 
𝛼, 𝛼2   Yield factors 
 
Sub/superscripts 
𝑔    Gas 
𝑝    Particle 
𝑠    Solid 
𝑖    Index 𝑖 
𝑗    Index 𝑗 
𝑛   Index 𝑛 

INTRODUCTION 

Tuyere injection of auxiliary reducing agents, mainly 
pulverised coal (PC), has been used in the past few 
decades to replace some of the coke used in the blast 
furnace (BF). The main concept of the BF processes is 
illustrated in Figure 1. Injection of auxiliary reducing 
agents aims to decrease the use of coke, lowering the 
total use of carbon and fossil coals in the process. At the 
same time, this contributes to lower CO2 emissions and 
increases the short term heat level control. 

When un-burnt PC (char) passes through the 
raceway boundary entering the packed coke bed, it is 
consumed together with coke fines in high temperature 
regions by reduction with CO2 in reduction gas and FeO 
in slag. As char is more reactive than coke, 
accumulation of coke fines may occur (Ishii, 2000) 
causing permeability problems, channelling and low gas 
efficiency. Therefore, a high char burnout in the 
raceway is needed to overcome those issues (Mathieson 
et al., 2005, Hutny et al., 1991). High injection rates are 
requested by industry as well as increased flexibility of 
the process, making the use of alternative carbon 
material (ACM) injection a relevant topic. The decrease 
in CO2 emissions from the BF process would be 
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significant by both enabling increased injection rates 
and replacing fossil auxiliary reducing agents. 
 

 
Figure 1: Schematic illustration of the BF process. 

The effect of material properties of PC and operational 
conditions on combustion efficiency has been 
investigated; combustion efficiency is in general 
enhanced with increased volatile matter (VM) in PC, 
decreased particle size, increased blast temperature and 
enhanced oxygen supply to the PC plume (Pichard, 
2001, Ishii, 2000, Mathieson et al., 2005, Shen et al., 
2009a). However, PC with lower VM has usually higher 
replacement ratio to coke (Sundqvist-Ökvist et al., 2016, 
Ishii, 2000), i.e. more carbon will be converted for the 
same injection rate even if the combustion efficiency 
decreases. 

The injection system for auxiliary reducing agents 
varies from BF to BF; hence optimization to enhance 
the oxygen supply to the PC plume has to be customized 
(Gudenau et al., 1994). By enhancing particle dispersion 
the contacting chance for particles and oxygen in the 
blast will increase. Using a swirl-tip lance instead of an 
ordinary coaxial air-cooled lance is one method to 
increase particle dispersion and oxygen utilization. 
Installation of a swirl-tip lance under oxy-coal 
conditions made it possible to increase the PC injection 
rate at LKAB Experimental BF (EBF) (Hallin and 
Wikström, 2003) and the concept was found to improve 
combustion conditions in an industrial BF (Wikström et 
al., 1996). However, using a swirled annular cooling 
flow doesn’t necessarily enhance particle dispersion. In 
a numerical study the dispersion was found to increase 
in the tuyere when turning of the swirled cooling flow 
(Majeski et al., 2012). It must be noted that the thermal 
effect on the lance by such implementation was not 
investigated in the study. The purpose of implementing 
the cooling flow is to prevent excessive heating of the 
injection lance and thereby prolong lifetime, hence this 

action might be unrealistic to implement by practical 
reasons.  

Combustion within the tuyere and the raceway 
cavity is a complex process where multiphase flow in 
high velocity conditions interacts with intricate 
chemistry. The requirement of stable operation makes 
comprehensive research difficult to implement on 
industrial BFs. Therefore, experiments in laboratory 
scale (e.g. Vamvuka et al., 1996) and pilot scale are 
widely used. A compilation of pilot scale test rigs used 
for evaluation of coal combustion are described by 
Mathieson et al. (2005). Lack of similarities to the 
complex industrial process, e.g. the present raceway 
condition where coke interaction affect the dynamics, 
might obstruct a direct transfer of findings made at a test 
rigs handling PC coal combustion only. The LKAB 
EBF provides a quite rare possibility to overcome those 
obstacles since pilot scale trials can be conducted in an 
industrial environment. Since the plant was taken into 
operation in 1997, a total of 32 campaigns have been 
conducted. General information about EBF construction 
and operational conditions has been described elsewhere 
(Sundqvist-Ökvist et al., 2016, Hallin and Wikström, 
2003). The similarities to industrial scale BF conditions 
retain the harsh environment inside the process and 
limiting process monitoring opportunities. Hence, 
insight information to fully explain and understand 
process improvements caused by different actions is 
difficult to gather. Therefore, the use of computational 
fluid dynamics (CFD) in combination with available 
process data provides a comprehensive tool to increase 
the understanding of the in-furnace phenomena, 
provided that the process characteristics are fully 
captured by the applied mathematical formulation.  

In practice, by looking into tuyere and injection 
lance setup, three-dimensional (3D) models are needed 
to fully resolve the fluid dynamics in the process. A 
number of 3D models describing combustion of 
auxiliary reducing agents in BF like conditions have 
been carried out by different approaches, such as tuyere 
combustion models (Du et al., 2007, Majeski et al., 
2012), tuyere-raceway combustion models (Guo et al., 
2005, Shen et al., 2009, Shen et al, 2016) and tuyere-
raceway-coke bed combustion models (Shen et al., 
2011, Shen et al., 2012, Maier et al., 2014). Tuyere 
combustion models have a great potential to resolve the 
particle dispersion in detail due to the relatively small 
computational domain. However, the geometrical 
representation of the raceway region has been stated to 
have a major impact on the particle dispersion 
(Mathieson et al., 2005), meaning that results from 
tuyere combustion models cannot be transferred directly 
to make conclusions about the overall combustion 
efficiency in the combustion zone of the BF. In the 
tuyere-raceway models, the raceway was simplified by a 
cylindrical combustion chamber where its diameter was 
enlarged compared to the tuyere diameter. This model 
approach gives the opportunity to resolve the free shear 
flow (jet) in the raceway region and capture the effect 
on particle dispersion and combustion efficiency. 
Interaction with coke was neglected for those three 
tuyere-raceway combustion models, chemical reactions 
and gas composition were direct results of PC 
combustion and gasification only. The tuyere-raceway-
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coke bed combustion models include combustion of 
coke in the packed coke bed. Raceway shape was not 
calculated explicitly, but defined as a boundary 
condition to limit computational efforts. The raceway 
was represented by a balloon shaped cavity (total void) 
by Shen et al., (2011, 2012a, 2012b), while Maier et al. 
(2014) used a more circular shape with gradients in void 
fraction in the raceway boundary. Even though both 
definitions were based on literature sources, there was a 
significant difference in gas flow field in the raceway 
cavity between both models. Shen found that low speed 
recirculation of small auxiliary reduction agent particles 
occurred due to gas recirculation and strongly affected 
the combustion conditions while Maier et al. (2014) did 
not stated any gas recirculation. However, the model 
presented by Maier included coke bed movement and 
showed that inter-phase momentum transfer made coke 
particles recirculating in the upper part of the raceway 
falling into the jet and being partly combusted in the 
blast. This behaviour has been reported earlier from 
experimental observations (Kase et al., 1982) and has 
also been observed within the experiments conducted in 
connection to this study. Hence, the model presented by 
Maier et al. (2014) is the only one of the reviewed 
models that has captured this behaviour.  

The CFD model presented in this paper follows the 
tuyere-raceway modelling approach in order to ensure 
detailed particle trajectories in the blast. In extension to 
similar models, coke interaction and subsequent 
chemical reactions are included to properly evaluate the 
combustion in BF raceway like conditions.  

MODEL DESCRIPTION 

Gas-solid flow 

The CFD simulations where carried out using the 
software platform ANSYS FLUENT, release 16.2. The 
continuous phase was modelled by a set of 3D, steady 
state Reynolds average Navier-Stokes (RANS) 
equations with a realizable k-𝜀 turbulence model using 
enhanced wall treatment. Also the energy equation and 
the species transport equation were solved in addition to 
the RANS-equations. The Discrete Ordinates (DO) 
radiation model was enabled to solve the radiative heat 
transfer equation. The Euler-Lagrange approach was 
used to model the dynamics of the multiphase flow, 
where the solid phase was solved for steady state by 
tracking a certain number of spherical particles 
throughout the computational domain. The particles 
could exchange mass, momentum and energy with the 
continuous phase. A stochastic tracing model was used 
to predict the dispersion of the discrete phase due to 
turbulence. The particle radiation interaction model was 
enabled to involve the particles in the radiation model. 
A Rosin-Rammler particle diameter distribution (RRD) 
was used to simulate the particle size distribution (PSD) 
data obtained from material screening. 

Chemical reactions 

The conversion of pulverized auxiliary reduction agents 
is defined by four steps considering pre-heating, 
devolatilization, homogenous reactions (gas-gas 
reactions) and heterogeneous reactions (gas-particle 
surface reactions).  An outline of the considered 

chemical reactions is presented in Table 1, where (R5) 
and (R6) is the reversible water-gas shift reaction.  

Table 1: Chemical reactions considered. 

Devolatilization  
𝑅𝑎𝑤 𝑐𝑜𝑎𝑙  → 𝐶ℎ𝑎𝑟 (𝐶<𝑠>) + 𝑅𝑒𝑠𝑖𝑑𝑢𝑒 (𝐴𝑠ℎ) 

→ 𝑉𝑜𝑙𝑎𝑡𝑖𝑙𝑒 𝑀𝑎𝑡𝑡𝑒𝑟 (𝑉𝑀)  (R1) 

Homogenous reactions  
𝑉𝑀 + 𝑂2 → 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑠 (R2) 
𝐶𝑂 + 0.5 𝑂2 → 𝐶𝑂2 (R3) 
𝐻2 + 0.5 𝑂2 → 𝐻2𝑂 (R4) 
𝐶𝑂 + 𝐻2𝑂 → 𝐶𝑂2 + 𝐻2 (R5) 
𝐶𝑂2 + 𝐻2 → 𝐶𝑂 + 𝐻2𝑂 (R6) 
Heterogeneous reactions  
𝐶<𝑠> + 0.75 𝑂2 → 0.5𝐶𝑂 + 0.5𝐶𝑂2 (R7) 
𝐶<𝑠> + 𝐶𝑂2 → 2 𝐶𝑂 (R8) 
𝐶<𝑠> + 𝐻2𝑂 → 𝐶𝑂 + 𝐻2 (R9) 
 
Kinetic parameters for reaction (R1), (R7) and (R8) 
were deduced from thermogravimetric analysis (TGA), 
where the sample mass was logged over time in 
different atmospheres. The same TG program was used 
for all evaluated materials, i.e. the heating rate was 
equal. The measured kinetic rate was then adjusted to 
BF-like conditions by normalizing the pre-exponential 
factors to a higher ambient temperature. Details of the 
experimental setup can be found elsewhere (Sundqvist-
Ökvist et al., 2016).  

Devolatilization 
Devolatilization starts when the combusting particle 
reaches the vaporization temperature and remains while 
the mass of the particle, 𝑚𝑝, exceeds the mass of non-
volatiles in the particles: 

𝑚𝑝 > (1 − 𝑓𝑉𝑀,0)𝑚𝑝,0 (1) 

where 𝑓𝑉𝑀,0 is the mass fraction of VM from the 
proximate analyse and 𝑚𝑝,0 is the initial particle mass. 
Depending of the behaviour of the material analysed in 
the TGA, either a single kinetic rate model or a two-
competing rate model has been considered to simulate 
the devolatilization rate of the evaluated injection agent. 
The single kinetic rate model (Badzioch and Hawksley, 
1970) assumes the devolatilization rate, 𝑅𝑉𝑀, has a first-
order dependency of remaining mass of VM, 𝑚𝑉𝑀, in 
the particle: 

𝑅𝑉𝑀 =
𝑑𝑚𝑉𝑀

𝑑𝑡
= 𝑘𝑚𝑉𝑀   

(2) 

where 𝑑𝑚𝑉𝑀 is the mass change of VM, 𝑑𝑡 is change in 
time and 𝑘 is the kinetic rate constant, defined by the 
Arrhenius equation: 

𝑘 = 𝐴𝑒−
𝐸

𝑅𝑇 (3) 

where 𝐴 is the pre-exponential factor, 𝐸 is the activation 
energy, 𝑅 is the universal gas constant and 𝑇 is the 
temperature. The competing rate model (Kobayashi et 
al., 1976) assume that two competing kinetic rates,  𝑘 
and 𝑘2, controls the devolatilization rate over different 
temperatures. The two kinetic rates are weighted to 
yield an expression for the devolatilization: 
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𝑅𝑉𝑀 = (𝛼𝑘 + 𝛼2𝑘2)(𝑚𝑝 − 𝑚𝑎) (4) 

where 𝛼 and 𝛼2 are yield factors and 𝑚𝑎 is mass of ash . 

Homogenous reactions 
The rates of homogeneous reactions are determined by 
either the kinetics or turbulent mixing. The finite 
reaction rate model calculates the reaction rate, 𝑅𝑖,𝑛, for  
species 𝑖 and reaction 𝑛 as: 

𝑅𝑖,𝑛 = 𝑀𝑖𝑘[𝐶𝑗,𝑛]
𝑎+𝑏

 (5) 

where  𝑀𝑖 is the molecule weight of species 𝑖, 𝑘 is the 
kinetic rate following the Arrhenius approach as 
described in equation (3), 𝐶𝑗,𝑛 is the molar concentration 
of species 𝑗 in reaction 𝑛, 𝑎 and 𝑏 are rate exponents. 
Reaction rate due to turbulent mixing is determined by 
the Eddy-dissipation model (EDM) (Magnussen and 
Hjertager, 1976), which requires input of two empirical 
constants; notated as 𝐴𝐸𝐷𝑀 and 𝐵𝐸𝐷𝑀 in this paper. The 
net reaction rate is taken as the minimum of these two 
rates. In practice, the finite rate acts as a kinetic switch, 
preventing reaction before the flame holder. Once the 
flame is ignited, the Eddy-dissipation rate is generally 
smaller than the Arrhenius rate, and the reactions are 
mixing limited. 

Heterogeneous reactions 
Heterogeneous reactions of PC/ACM and coke with gas 
species are considering oxidation and gasification with 
CO2 and H2O. Therefore, a multiple surface reactions 
model was applied. The model assumes that the particle 
surface reaction rate, 𝑅𝐶, is determined either by the 
kinetic rate, 𝑅𝐾 , or by the diffusion rate, 𝑅𝐷, such as: 

𝑅𝐶 = 𝐴𝑝𝑓𝑠𝑝𝑔

𝑅𝐾𝑅𝐷

𝑅𝐾 + 𝑅𝐷

 (6) 

where 𝐴𝑝 is the particle surface area, 𝑓𝑠 is the mass 
fraction of reacting solid species in the particle and 𝑝𝑔 is 
the bulk partial pressure of the reacting gas species. The 
kinetic rate follows the Arrhenius approach as described 
in equation (3). The diffusion rate is defined as: 

𝑅𝐷 = 𝐶1

𝑇𝑚
0.75

𝑑𝑝

 
(7) 

where 𝐶1 is the diffusion rate constant, 𝑑𝑝 is the particle 
diameter and 𝑇𝑚 is the mean value of particle surface 
temperature and bulk gas temperature. This model is 
based on oxidation studies of char particles, but it is also 
applicable to gas-solid reactions in general, not only to 
char oxidation reactions. 

SIMULATION CONDITIONS 

Computational domain 

The computational domain, shown in Figure 2, 
corresponded to the lance and tuyere geometry of the 
EBF. The main focus when creating the computational 
domain was to minimize the control volume, without 
changing the nature of the flow. Initial temperature and 
velocity of injected material (gas and particles) are 
important for the combustion conditions. Therefore, the 
flow in the lance is modelled completely inside the 
blowpipe-tuyere region, allowing fully developed 

velocity profiles and temperature increase by convective 
and radiant heat transfer from the blast respectively the 
downstream combustion. Mass flow inlets were applied 
for the blast, cooling gas, carrying gas and auxiliary 
reducing agents. The raceway cavity was simplified as a 
cylinder with a length specified in proportion to the 
furnace diameter. A pressure outlet with a backflow 
temperature of 1600°C was applied as boundary 
condition on the outer surface, the upper part also 
served as a mass flow inlet for discrete particles (coke). 
A consequence by applying a pressure outlet with 
constant gauge pressure all over the cylinder surface 
was that no recirculation of reaction products and/or un-
burned particles could occur. However, findings in 
literature are inconsistent regarding gas and particle 
(auxiliary reducing agents) recirculation and its effects 
on combustion conditions in the raceway cavity. 
Recirculation was either non-existing (Maier et al., 
2014), rather small (Zhang et al., 2010) or significant 
for evaluation of combustion efficiency (Shen et al., 
2012). Hence, no definitely recommendations on model 
setup in this area could be deduced from the reviewed 
literature. 

The computational domain and the boundary 
conditions applied were assumed to capture enough of 
the main process conditions without compromising on 
the details of particle trajectories to be able to evaluate 
alternative lance designs and injection of ACMs.  The 
computational domain was discretized by an 
unstructured grid with prism layers in the near-wall 
region and locally refinements in the lance and close to 
the lance tip, see Figure 3. 

 

 
Figure 2: Computational domain and evaluated 
lance designs seen from the right. The tip (5 mm) of 
the outer lance pipe is illustrated as transparent to 
demonstrate the difference in design.  

 
Figure 3: Lance parallel cross-section of the 
discretized computational domain seen from the 
right. 
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Material properties and boundary conditions 

In experimental trials (EBF campaign no. 31) three 
different auxiliary reducing agents were injected: one 
type of PC, activated lignite coke (ALC) and torrefied 
biomass (BIO). Material analysis, heating values and 
vaporization temperature (from TGA) are presented in 
Table 2. Evaporation of moisture was not considered in 
the model formulation of chemical reactions, instead the 
lower heating value was applied to calculate the heat of 
combustion. 

 Oxidation of VM, reaction (R2) in Table 1, is 
dependent of the material properties. Considered 
oxidation reaction, deduced from the material analysis, 
for each material is presented in Table 3.  

Table 2: Material analysis. 

 PC ALC BIO 
Proximate analysis [wt%]    

VM 18.4 3.1 50.3 
Char 69.6 87.0 47.2 
Ash 10.8 8.7 0.9 

Moisture 1.2 1.15 1.62 
Ultimate analysis [wt%]    

S 0.3 0.4 0.0 
C 88.6 98.9 71.1 
H 4.4 0.2 5.1 
O 4.5 0.1 23.7 
N 2.2 0.4 0.1 

Lower heating value [kJ/kg] 30.5 30.3 27.1 
Vaporization temp. [°C] 384 616 276 

Table 3: Considered oxidation of VM. 

Devolatilization  
1 𝑉𝑀𝑃𝐶 + 3.37 𝑂2

→ 1.62 𝐶𝑂 + 0.47 𝐶𝑂2

+ 4.74 𝐻2𝑂 + 0.17 𝑁2
+ 0.02 𝑆𝑂2   

(R2a) 

1 𝑉𝑀𝐴𝐿𝐶 + 2.58 𝑂2
→ 2.29 𝐶𝑂 + 0.66 𝐶𝑂2

+ 1.31 𝐻2𝑂 + 0.19 𝑁2
+ 0.17 𝑆𝑂2   

(R2b) 

1 𝑉𝑀𝐵𝐼𝑂 + 1.71 𝑂2
→ 1.58 𝐶𝑂 + 0.46 𝐶𝑂2

+  2.23 𝐻2𝑂 + 0.003 𝑁2
+ 0.00 𝑆𝑂2   

(R2c) 

Table 4: Boundary conditions for the CFD model, 
based on the operational conditions of the EBF. 

Injected auxiliary reducing agent  
Total flow rate [kg/s] 0.021 
Temperature [°C] 47 
Carrier gas (N2)  
Flow rate [kg/s] 0.0035 
Temperature [°C] 47 
Cooling gas (air)  
Flow rate [kg/s] 0.0097 
Temperature [°C] 27 
O2 and H2O(g) mole fractions [-] 0.21/0.0 
Blast (oxygen enriched air)  
Flow rate [kg/s] 0.183 
Temperature [°C] 1097 
O2 and H2O(g) mole fractions [-] 0.285/0.019 
Top gas pressure [Bar] 2.01 

 
The particle size distribution from material 

screening is presented in Figure 4 together with the 
mathematical representation used in the CFD model. 
The applied boundary conditions are presented in Table 
4. During the EBF trials the operational conditions were 
kept constant, except in terms of lance type and blend 
ratio of PC/ALC/BIO.  

CFD model setup should be close to process 
conditions to evaluate PC and ACM in terms of 
combustion efficiency inside the BF raceway. 
Interaction of coke in the EBF raceway is illustrated in 
Figure 5, hence coke particles need to be included in the 
model formulation. However, coke flow rate in the 
raceway is difficult to measure, instead the assumption 
that the oxygen content should reach zero when 
reaching the raceway boundary is used to specify coke 
boundary conditions. The properties of coke are chosen 
similar to the coke used in the EBF. The content is 
considered to be carbon and ash, VM is neglected due to 
the initial low VM content from the material analysis 
(<1wt%). Spherical coke particles with a uniform 
diameter of 15.0 mm and a temperature of 1600°C is 
injected through the top half of the raceway, in the 
normal direction, with a flow rate of 1.00 kg/s and an 
initial velocity of 0.50 m/s. Activation energy for 
combustion and gasification with CO2 is taken from 
related literature (Shen et al., 2010). 

Table 5 presents the six different conditions 
evaluated in the parametric CFD study, where five cases 
correspond to operational conditions from experimental 
trials. Case 6 was decided to be evaluated additionally 
in the CFD model due to its potential to decrease the net 
CO2 emissions from the BF process. Considered 
parameters to describe chemical reactions in the CFD 
model are presented in Table 6.  

Table 5: Boundary conditions for parametric study. 

Case Lance type Blend PC/ALC/BIO 
1. Coaxial PC  Coaxial 100/0/0 
2. Swirl PC Swirl-tip 100/0/0 
3. ALC20 Swirl-tip 80/20/0 
4. ALC40 Swirl-tip 60/40/0 
5. BIO20 Swirl-tip 80/0/20 
6. BIO100* Swirl-tip 0/0/100 
* not evaluated  in the experimental trials 

 
Figure 4: Particle size distribution and mathematical 
representation by a Rosin-Rammler distribution. 
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Figure 5: Single frame from high-speed monitoring 
of tuyere injection in the EBF.   

Table 6: Parameters as input in chemical reaction 
models. 

Devolatilization 
 PC ALC BIO 
A(R1) 1.05E+09 2.30E+13 1.42E+11 
E(R1) 9.93E+07 1.85E+08 9.40E+07 
α(R1) 0.184 - - 
A2(R1) 1.29E+12 - - 
E2(R1) 1.74E+08 - - 
α2(R1) 1.00 - - 

Homogenous reactions 
A(R2) 2.12E+11 
E(R2) 2.03E+08 
A(R3)-(R6) 1.00E+15 
E(R3)-(R6) 1.00E+08 
AEDM 4.00 
BEDM 0.500 

Heterogeneous reactions 
 PC ALC BIO Coke 
Ac(R7) 2.20 4.40E+05 3.57E+04 2.20 
Ec(R7) 9.79E+07 1.38E+08 1.20E+08 9.00E+07 
Ac(R8) 1.33 22.9 1.88E+6 1.33 
Ec(R8) 1.86E+08 1.69E+08 2.46E+08 2.40E+08 
Ac(R9) 1.5 1.5 1.5 - 
Ec(R9) 1.50E+08 1.50E+08 1.50E+08 - 
C1 5.00E-12 5.00E-12 5.00E-12 2.50E-08 

RESULTS 

Validation 

High-speed video recordings and temperature 
measurements from EBF campaign no. 31 have been 
used to validate model results. A visual validation was 
carried out by comparing high-speed videos with post-
processed model images. A contour plot of the particle 
mass concentration at tuyere outlet is compared to a 
single frame from the high-speed videos in Figure 6 
(presented cases are Coaxial PC and Swirl PC). As can 
be seen, there is some difference in lance location 
between the process images and the model images. 
However, the trends in dispersion are similar for the 
high-speed images and the model image since the main 
coal plume area is located perpendicular to the lance 
outlet for Coaxial PC, while the swirling flow from the 
swirl-tip makes the main coal plume area located to the 
right of the lance. 

 Even though the way of particles dispersion is 
stated to differ between coaxial and the swirl-tip lance, 
the image analysis of the high-speed images did not 
detect any major differences in terms of area of particle 
dispersion. The area seems to be at equal size by just 

visually comparing the model images in Figure 6. A 
more accurate picture is given when removing the 
injection lances in Figure 7. The difference in particle 
dispersion becomes hereby obvious.  

 

 
Figure 6: Visual comparison between high-speed 
image of the EBF process (left) and the CFD model 
(right), for Coaxial PC (upper) and Swirl PC (lower). 

In Figure 8 the average gas temperature for the 
cross-sectional plane generating the highest value 
(varies depending on start of combustion, particle 
dispersion etc.) are compared to spectrometer 
measurements and theoretical calculations of the 
raceway adiabatic flame temperature (RAFT). Optical 
fibres where used to guide light from the tuyere to the 
spectrometer for the spectrometer measurement.  

As expected, RAFT generates the highest 
temperatures overall.  Spectrometer measurements 
retain the same trend as RAFT, even though the 
temperature is decreased. The same trend is obtained 
when comparing CFD model results to RAFT and 
spectrometer measurements, Coaxial PC has the lowest 
flame temperature and ALC40 has the highest. The 
maximum divergence in temperature between 
spectrometer and CFD model are found for ALC40 
where the divergence amounts to 0.9%. Overall, the 
changes in injected material generate reasonable results. 
The temperature increase for ALC40 in the model 
cannot be seen in the same extent as for RAFT and 
spectrometer measurements. Further, the model seems 
to underestimate the temperature for Coaxial PC to a 
minor extent. A possible explanation might be that the 
coke particles in the raceway region affect the 
dispersion of PC particles by collisions; increasing the 
PC dispersion. This effect should be greater for Coaxial 
PC compared to the Swirl PC due to a less dispersed 
plume when reaching the raceway region. The effect of 
particle collision is not included in the model 
formulation.  
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Figure 7: Contour plot of particle mass 
concentration (kg/m3) at tuyere outlet, no lance 
displayed (Coaxial PC left, Swirl PC right) 

 
Figure 8: CFD model temperatures compared to 
spectrometer measurements and RAFT. 

 

Figure 9: Particle trajectories for Swirl PC (upper) 
and Coaxial PC (lower) coloured by particle 
temperature (°C). PC particles enter the raceway 
through the injection lance inside the tuyere, while 
coke particles are injected from the top of raceway. 

Alternative lance design 

Particle trajectories, coloured by particle temperature, of 
PC and coke for Coaxial PC and Swirl PC are presented 
in Figure 9. Unlike the image analysis of particle 
dispersion, the difference in dispersion is clear. The 
swirl-tip lance increases particle dispersion significantly 
resulting in earlier ignition (Figure 11) and increased 
carbon conversion of PC (Table 7). Especially carbon 
converted via combustion is increased by Swirl PC, 
illustrated in Figure 10. For Swirl PC the heterogeneous 
reaction rate of combustion is the fastest, followed by 
carbon solution loss and last gasification with water 
vapour, while for Coaxial PC the behaviour is vice 
versa.  This might be explained by the differences in 
particle dispersion, where worse PC dispersion makes 
larger regions of the blast stream unoccupied and limits 
the conversion by oxidation. With the current model 
formulation this oxygen will react with coke, making 
the total carbon conversion the highest for Coaxial PC 
(Table 7). This explains why the highest average 
temperature does not diverge that much. By looking into 
the reaction rates and comparing the net enthalpy 
change the difference should be larger if only 
comparing PC conversion. However, total carbon 
conversion is not a proper measurement to evaluate the 
combustion efficiency. One main purpose of injecting 
auxiliary reducing agents in the raceway is to decrease 
the total use of carbon, by replacing some of the coke. 
This should be done by converting as much carbon as 
possible of the injected material in the raceway region 
to avoid unstable BF operation. 

Alternative carbon materials  

For case 2-6 the swirl lance has been used. Differences 
in combustion efficiency and characteristics are all 
connected to differences in the properties of the injected 
materials; such as PSD, analysis and reaction 
parameters. BIO100 has the earliest start of combustion 
followed by BIO20, see Figure 11 and Table 7. Start of 
combustion depends on injected material and lance type 
used. For the swirl-tip lance, the deciding factor seems 
to be the VM content in the injected material/blend. As 
a consequence, the highest carbon burnout of the 
injected material is reached for the BIO-cases. In 
general, increased VM leads to increased combustion 
efficiency in terms of carbon burnout.  BIO has larger 
particle size compared to ALC and PC, which might 
counter the efficiency enhancement from the increase in 
VM. The extent of this factor has not been investigated 
in this work. Further, ALC40 converts the most carbon 
from the injected materials. The observed behaviour 
corresponds to earlier findings presented in reviewed 
literature. However, BIO20 has a higher amount of VM 
compared to Swirl PC but increases not only the 
combustion efficiency, but also the carbon conversion. 
This might be motivated by the synergetic effect; where 
BIO releases more VM, helping form a higher gas 
temperature field in an earlier stage promoting PC 
devolatilization and combustion. This theory is 
supported by Shen et al. (2009b). 
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Figure 10: Reaction rates in kmol/s. Cases with blends (ALC20, ALC40 and BIO20) are presented in total rate, 
where darker shade corresponds to carbon originates from PC and lighter shade to carbon originates from 
ACM. 

Table 7: Combustion characteristics for all evaluated cases.  

 Coaxial 
PC 

Swirl 
PC ALC20 ALC40 BIO20 BIO100 

PC and ACMs only 
Auxiliary reducing agent PC PC ALC PC ALC PC BIO PC BIO 
C in VM converted [g/s] 1.81 2.13 0.10 1.72 0.21 1.29 1.15 1.73 5.15 
VM burnout [%] 84.4 99.4 100.0 99.7 100.0 99.8 100.0 99.9 89.6 
C<s> converted  [g/s] 7.61 9.00 2.57 7.09 4.99 5.22 1.14 7.34 5.73 
C<s> burnout [%] 53.3 63.1 69.7 61.9 68.5 60.9 63.5 64.1 64.3 
C converted [g/s] 9.42 11.13 11.48 11.71 11.36 10.88 
C burnout [burnout] 57.4 67.8 67.7 67.5 70.4 74.2 
Including coke 
C<s> in coke converted [g/s] 15.82 11.63 11.98 12.36 11.41 11.84 
Total C converted [g/s] 25.24 22.76 23.46 24.07 22.77 22.72 
Total C burnout [%] 3.13 2.82 2.90 2.98 2.82 2.82 
Other comb. characteristics 
Start of combustion [mm] 146 29 32 35 22 12 
Plane position for highest avg. 
temp. [mm] 490 340 340 390 340 390 

Highest avg. temp., Tavg. [°C] 2110 2142 2145 2148 2140 2102 
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Figure 11: Contour plot of temperature (°C) at 
cross-sectional plane (tuyere seen from the right). 
Solid line indicates position of plane for highest 
average temperature and dashed line indicates start 
of combustion. 

By comparing the flame distribution for the swirl-
tip cases in Figure 11 there are some minor differences, 
most likely explained by differences in PSD between 
the materials. BIO is deviant in PSD compared to PC 
and ALC, which might explain the decreased flame 
distribution close to the tuyere outlet. It will take longer 
time for the particles to change direction due to the 
increased momentum. Making the PSD for BIO closer 
to the other two materials will most likely enhance the 
combustion efficiency even further. 

In Table 7 and Figure 11 it can be seen that the 
highest average temperature is found in different 
positions downstream the lance tip. Highest average 
temperatures are found further downstream for Coaxial 
PC, ALC40 and BIO100 compared to Swirl PC, ALC20 
and BIO20 that all have the highest temperature at 
approximately 340 mm downstream the lance tip. For 
Coaxial PC, later ignition leads to postponed 
combustion of solid carbon in PC. The ignition for 
ALC40 is postponed as well, but to a minor extent. The 
increased activation energy needed to combust solid 
carbon in ALC compared to PC is assumed to be the 
explanation. The same explanation partly applies to 
BIO100, together with the increased PSD.  

The highest average temperature is found for 
ALC40, while BIO100 generates the lowest. By only 
comparing the heating value for full combustion the 
temperature difference appears to be too small. 
However, the complexity of the process is high and full 
combustion is not the case. By looking into the reaction 
behaviour and comparing reaction rates and net 
enthalpy change this is reasonable.  

CONCLUSION 

A three-dimensional, steady-state CFD model has been 
developed to investigate the impact of injection lance 
design and injection materials on the combustion 
conditions inside the raceway of the blast furnace. In 
total, two injection lances and three injection materials 
where evaluated under uniform operation conditions. A 
detailed geometric representation of the injection lance 
and tuyere was included in the model. The model was 
found suitable for evaluating alternative lance designs 
and alternative carbon materials for injection in the BF 
by validation against measurements from experimental 
trials. The developed modelling technique can 
advantageously be transferred to any industrial BF. 

Compared to the ordinary coaxial lance, the swirl-
tip lance was found to significantly enhance the 
combustion efficiency of PC, increasing carbon 
conversion and raceway temperature. Model results 
indicate that the swirl-tip lance enables increased 
injection rates of auxiliary reducing agents without 
making any major impact on the tuyere installation. BIO 
(torrefied biomass) showed overall good results in the 
CFD model, making it a suitable candidate to reduce the 
total amount of fossil coal used in the BF process. With 
a blend of 20 wt% BIO in PC the temperature remained 
stable and both carbon conversion and combustion 
efficiency were increased. Further, the low sulphur 
content in BIO compared to PC reduces the production 
of sulphur dioxide in the process. 

 

1. Coaxial PC 

2. Swirl PC 

3. ALC20  

4. ALC40 

5. BIO20  

6. BIO100  

146 mm 

490 mm Tavg.=2110°C 

Tavg.=2142°C 

Tavg.=2145°C 

Tavg.=2148°C 

Tavg.=2140°C 

Tavg.=2102°C 
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The CFD model presented is a useful tool for BF 
tuyere injection evaluation by complementing available 
measurements and providing further insights in the 
harsh BF process. 
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ABSTRACT 

One of the byproducts during the metal reduction process is 
energy rich off-gas of which the energy is normally not used. In 
the present paper, a novel concept for energy recovery from 
process gas is discussed. The concept is founded on the idea of 
introducing a combustion chamber in the off-gas section, which 
will provide an additional degree of freedom for optimizing 
energy recovery and minimizing Polycyclic Aromatic 
Hydrocarbon (PAH) and NOx concentrations. Design and 
operation of the combustion chamber depend on many 
parameters, including the total power capacity of the 
combustion chamber, residence time for combusting the 
complex PAH. The design criteria for the combustion chamber 
have been identified and discussed. The scaling of the 
combustion chamber based on proposed design criteria is 
presented.  Engineering methods and Computational Fluid 
Dynamics (CFD) has been utilized extensively for scaling the 
combustion chamber. The results from our CFD simulations of 
the flow in the combustion chamber, exploring different off-gas 
fuel compositions, are presented. In brief, the paper covers all 
aspects which influences the scaling of the combustion 
chamber, including insulation thickness, choice of insulating 
material, heat transfer through extended surfaces, multi-staging 
and secondary air injection.  

Keywords: CFD, Combustion chamber, Ferro Alloys, 
Furnace.  
 

NOMENCLATURE 
A complete list of symbols used, with dimensions, is 
required. 
 
Greek Symbols 
ρ  Mass density, [kg/m3]. 
λ Thermal Conductivity, λ, [W/m.s]. 
 
Latin Symbols 
h Heat transfer coefficient, [m]. 
p  Pressure, [Pa]. 

re outer radius of the chamber, [m]. 
ri inner radius of the chamber, [m]. 
rn Radius of nth insulating radius, [m]. 
 
 
Sub/superscripts 

i  Index i. 
j  Index j. 

 

INTRODUCTION 

Ferroalloys is produced in submerged arc furnaces (SAF) 
where ore and carbon (coke, coal, etc.) are mixed into a 
charge and allowed to react when electric energy is 
supplied through electrodes. The reactions produce 
alloys and an energy rich process gas. The alloys sink to 
the bottom where it is collected in ladles through a 
tapping hole.  Hot process gas rises upwards through the 
charge surface into a furnace hood. Simultaneously, in 
case of open furnace hood, air is sucked into the hood 
through various open areas due to the pressure drop.  The 
air and process gas reacts inside the hood through a 
combustion process and produces an off-gas potentially 
containing CO2, H2O and other components. This is 
illustrated in Figure 1. Most of the energy of the process 
gas is lost due to uncontrolled combustion of CO inside 
the hood. This is a kind of intriguing system where first 
energy is supplied to produce a desirable metal and then 
the energy rich by products are not used. A viable 
solution to the problem is to recover the energy from the 
process gas.   There are two main potential sources for 
energy recovery; 1) an off-gas with a high temperature 
and 2) the cooling water used for cooling the system.  An 
energy analysis carried out by Kamfjord et al. (Kamfjord 
et al. 2010) has shown utilization of hot water obtained 
from the furnace for other industries including 
agriculture, sports etc.  

Currently, most of the Si furnaces are open, where use 
of the energy available in the process gas for electricity 
production is a challenge. However, in closed furnace the 
process gas CO does not go through the uncontrolled 
combustion inside the hood and therefore it is possible to 
utilize the energy for electricity generation. Heimir 
Hjartarson et al. (Heimir Hjartarson, Halldor Palsson, and 
Saevarsdottir 2010) performed an energy and exergy 
analysis on a 47 MW SAF producing FeSi75 based on 
measurements. It was concluded that the production of 
ferrosilicon involves large exergy destruction, estimated 
to be 46.5 MW, and the exergetic efficiency of the 
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furnace is about 30%. The energy analysis shows that 
much of the energy used in the production of ferrosilicon 
goes into the environment as a waste heat. Only 35.6 MW 
of the 98 MW of the energy supplied to the process are 
retrieved as chemical energy in the product.  

 

 
 
Figure 1: Principle sketch of the metal reduction process. Schei 
et al (Schei, Tuset, and Tveit 1997) 
 

To obtain energy from the submerged arc furnace, a 
heat recovery system needs to be designed. One of the 
principle requirement of heat recovery system is that it 
should not affect the quantity and quality of the product 
and it should not increase primary energy (coal, oil or 
natural gas) consumption. The heat recovery system 
should extract energy available in sensible heat of waste 
hot water and from chemical energy available in flue gas. 
The recovery system needs to be safe, reliable, 
sustainable, and stable with reduced amount of 
smoke/dust and other pollutant production. Proposed 
waste heat recovery system is based on the utilization of 
the chemical energy available in process gas. The system 
includes a combustion chamber and the primary 
objective of the proposed combustion chamber is to 
combust the process gases obtained either from Ferro 
manganese or from Ferro silicon furnace. The process 
gas mainly consists of CO, H2O, CO2 and Si component 
(dust/gas) in Ferro Silicon furnace and Mn components 
(dust/gas) in Ferromanganese furnace. The process gas 
also consist of some amount of PAH and oxidation of the 
PAH is a challenge due to their stable complex rings. One 
of the objectives of the proposed combustion chamber is 
to oxidize the PAH.  The minimum residence time and 
temperature to oxidize these PAH rings is around 2s and 
8000C respectively (Mati et al. 2007). The other 
requirement for this combustion chamber is to have better 
control of the NOx formation, which again depends on 
the temperature and residence time. The peak 
temperature and simultaneous higher residence time 
leads to higher NOx formation. Thus the two 
requirements of complete PAH combustion and 
minimized NOx formation are contradictory to each 
other. However, it is possible to meet both requirements 

by having more uniform temperature. Temperature 
should not exceed the critical temperature responsible for 
the higher NOx formation. The critical temperature for 
thermal NOx formation is above 15000C. It is possible to 
optimize the chamber with respect to temperature and 
residence time. The residence time of the combustion 
chamber can be calculated either with Langrangian 
approach or with species transport. Langrangian 
approach is computationally demanding and therefore 
approach based on the species transport is employed. In 
this approach an inert specie/tracer is released from the 
process gas inlet. It is assumed that effect of tracer on the 
global flow field is insignificant. Residence time is 
calculated by solving an unsteady transport equation for 
inert specie. The concentration of inert specie over a time 
is monitored at the outlet.   

 

Figure 2: Flow diagram of heat recovery system from flue 
gas. 

An overall concept of the entire system is shown in 
Figure 2. The objective of the lab scale plant is only to 
demonstrate the functioning of the combustion chamber 
and therefore the current lab scale plant is not equipped 
with a power generation system. Process gas from the 
SAF is transported to the combustion chamber via a 
suitable connection. Measurements of temperature, 
species concentration, and other emissions is performed 
not only downstream and upstream of the combustion 
chamber, but also inside the combustion chamber. A 
robust safety system integrated with measurement system 
is developed to avoid any accidents. The hot exhaust 
gases from the combustion chamber is quenched to a 
suitable temperature before entering into the filter unit.  

DESIGN CRITERION OF COMBUSTION CHAMBER 
The combustion chamber is normally designed 

considering two different types of flames, either diffusion 
or premix. In the diffusion or non-premixed flame, fuel 
and oxidizer come from a separate stream prior to 
entering the combustion chamber. However, in the 
premixed flame both fuel and oxidizer are mixed prior to 
entering the combustion chamber. Apart from type of 
flames, the combustor performance is also governed by 
the size and shape of the combustion chamber. 
Historically, most of the research has been done for the 
jet engine combustion chamber scaling and therefore 
most of the design criteria have been laid down for the jet 
engines combustion chamber.  In addition, the existing 
gas fired boiler/furnaces design criteria do not meet our 
requirements and therefore the new design criteria are 
needed to design a combustion chamber to meet our 
requirements. These are some of the proposed design 
criteria for scaling the combustion chamber. 
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1) The combustion chamber has to be based on the 
pure diffusion flame concept. Operating the combustion 
chamber with a premixed flame is a challenge due to 
uncontrolled flame that can affect the furnace safety.  

 
2) Transport of the process gas from the furnace to 

the combustion chamber requires special attention to 
avoid any clogging of the pipes due to dust and tar 
available in the process gas. There are also possibilities 
of condensation of SiO gas inside the transport pipes and 
this has to be considered while scaling the transport 
pipes.  

 
3) The residence time and temperature of the gases 

inside the combustion chamber should be sufficiently 
high to achieve a proper mixing and subsequent 
combustion of PAH.  

 
4) The inner wall temperature of the combustion 

chamber should not exceed the critical temperature at 
which the insulating materials have been designed. 

 
5) The maximum temperature on the outer wall of 

the combustion chamber should not be very high. The 
outer wall temperature of the combustion chamber shall 
not exceed 60-100 0C. 

 
7) The temperature of the combusted gases out of 

the combustion chamber should not be more than 8000C 
otherwise cooling of the exhaust hot gases will be a 
challenge.  

 
8) The capacity of the combustion chamber should 

be around 30 kW. Aim of the combustion chamber was 
not to produce power but to show an oxidation of PAH 
and NOx formation. Therefore combustion chamber with 
small capacity was designed.  
 

9) Last but not least is the price and weight of the 
whole assembly should not exceed the limit. It is difficult 
to come with price now and this information is sensitive 
and could not be shared. It was made sure that pipe size, 
chamber internal and outer dimension, insulations are of 
standard dimensions to avoid unnecessary costs. 

COMPUTATIONAL FLUID DYNAMICS (CFD) MODEL 
OF COMBUSTION CHAMBER 

CFD has been matured enough to be used for 
designing any industrial or laboratory scale system 
involving flow, heat and mass transfer. In the present 
study CFD is utilized for designing and scaling the 
combustion chamber.  All the design parameters 
discussed earlier have been independently evaluated with 
CFD. Commercial CFD software ANSYS FLUENT 
(ANSYS 2016) has been utilized for studies. The 
geometry and mesh was generated using ANSYS design 
modeler. The generated mesh was imported into the 
FLUENT flow solver. 

 
Figure 3: Combustion chamber   
 

In current steady state CFD model setup, the 
convective and diffusive terms in all the transport  
equations (mass, momentum, energy, turbulence and 
species) were discretized using first order accurate 
scheme during the initial phase of chamber scaling, 
however, for final scaling, second order scheme was 
employed. The turbulence-chemistry was modeled with 
the eddy dissipation concept model.  Turbulence was 
handled with k-e model and for radiation, Discrete 
Ordinance (DO) model was employed. The process gas 
mainly consists of 70-75% of CO and 20-25 % of H2O. 
Oxidation of CO with air was modeled using a detailed 
chemical kinetic mechanism involving 12 species and 28 
elementary reactions (Drake and Blint 1988) as shown in 
Table-1. The pressure-velocity coupling was achieved by 
SIMPLE algorithm. Meshing of the geometry was carried 
out using ANSYS MESH.  

 
Table-1: CO/air mechanism used for present study 
 

ELEMENTS 
H  O  C  N 

END 
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SPECIES 
H  O2  O  OH  H2  H2O  HO2  CO  CO2  HCO  H2O2 N2 
END 
REACTIONS        CAL/MOLE 
Units are moles, cubic centimeters, and calories per mole. Temperature 
in Kelvin. 

H+O2=O+OH 5.10E+16 -0.816 16507 

OH+H2=H2O+H 1.20E+09 1.3 3630 

H2+O=H+OH 1.80E+10 1 8920 

OH+OH=H2O+O 1.50E+09 1.14 0 

H+HO2=OH+OH 1.50E+14 0 1000 

H+HO2=H2+O2 2.50E+13 0 690 

H+HO2=H2O+O 1.00E+13 0 1073 

HO2+OH=H2O+O2 1.50E+13 0 0 

HO2+O=O2+OH 2.00E+13 0 0 

H2O2+OH=H2O+HO2 1.00E+13 0 1800 

HO2+HO2=H2O2+O2 2.00E+12 0 0 

H2O2+H=HO2+H2 1.70E+12 0 3750 

H+O2+M=HO2+M 2.30E+18 -0.8 0 

H2O2+M=OH+OH+M 1.20E+17 0 45500 

CO+OH=CO2+H 1.50E+07 1.3 -770 

CO+HO2=CO2+OH 1.50E+14 0 23650 

CO2+O=CO+O2 2.80E+12 0 43830 

HCO+M=H+CO+M 7.10E+14 0 16800 

HCO+H=CO+H2 2.00E+14 0 0 

HCO+OH=CO+H2O 5.00E+13 0 0 

HCO+O2=CO+HO2 5.00E+11 0.5 835 

H+H+M=H2+M 9.00E+16 -0.6 0 

H+OH+M=H2O+M 2.20E+22 -2 0 

O+H+M=OH+M 6.20E+16 -0.6 0 

CO+O+M=CO2+M 5.80E+13 0 0 

HCO+O=CO+OH 3.00E+13 0 0 

HCO+O=CO2+H 3.00E+13 0 0 

 
The model initial mesh was 6.5 million tetrahedral 

cells, which was converted into polyhedral mesh of 1.8 
million cells. The grid was refined close to all walls. In 
addition, a boundary layer mesh was generated. While 
converting from tetrahedral mesh to polyhedral mesh, the 
boundary layer mesh does not change. Global 
stoichiometric ratio of combustion system is maintain 
closer to one. Amount of process gas was calculated 
considering the combustion chamber of 30 kW. The air 
need for complete combustion is calculated based on the 
amount of process gas. 20% of air was supplied at the 
primary air inlet located at the top and remaining 80% of 
the air was equally distributed into the secondary air inlet. 
Optimization of stoichiometric ratio through secondary 
air injection is not performed in the present study.  
 

DESIGN CRITERIA FOR COMBUSTION CHAMBER 
SIZING 

The length and diameter of the combustion chamber 
were based on two parameters initially 1) desired power 

capacity of combustor which is around 30 kW and 2) 
desired residence time require for oxidation of PAH. 
However, controlling the temperature and residence time 
only through chamber diameter and length was a 
challenge; therefore some other parameters/functions on 
the combustion chamber need to be introduced. The other 
parameter that can control the residence time inside the 
combustion chamber could be the arrangement of the air 
supply. In the combustion chamber, the fuel and oxidizer 
can be supplied either coaxially or circumferentially. In a 
coaxial arrangement of fuel and air inlet, the dominating 
flow direction is along the axis of the combustion 
chamber and some of the air might travels in a lateral 
direction due to diffusion. However, in this configuration 
the residence time is mainly governed by the fuel and air 
inlet velocities at the coaxial inlet and length of the 
chamber. Based on our initial finding it was found that 
the coaxial configuration does not give residence time of 
2s necessary for the PAH oxidation. Furthermore, co-
axial injection does not provide uniform mixing. The 
other possibility to improve the residence time is to 
supply air circumferentially. The air supplied 
circumferentially is referred here as a secondary air 
injection. These secondary injections are provided at the 
offset (see Figure 4) to improve a mixing between fuel 
and oxidizer. 
 

 
Figure 4: Cross section of the combustion chamber with 
secondary air injection in offset plane 
  

 Figure 4 shows cross section of the combustion 
chamber with secondary air injection in offset plane. The 
secondary air was injected at four different locations 
along the length of the combustion chamber (see Figure 
3). At each longitudinal locations four air inlet pipes were 
provided. In the initial design phase of combustion 
chamber, all the four pipes were provided 
circumferentially at offset from the center to obtain the 
circulation pattern inside the combustion chamber which 
helps to improve the mixing and subsequent combustion. 
This arrangement of inlet pipes also increases the 
residence time of the gases and maintain the gas 
temperature at lower level, which helps in reduced NOx 
formation.     

However, a challenging problem with this 
arrangement is a lesser penetration of air deep inside the 
chamber where most of the process gas is available. This 
problem was solved by removing offset for the secondary 
air inlet at second and fourth stations. The offset was only 
provided at first and second station for secondary air 
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inlet. The perpendicular locations of air inlet at second 
and fourth gave deeper penetration of the air.  This 
configuration also gave sufficiently enough residence 
time required for the oxidation of PAH.  

One of the major requirements of the combustion 
chamber is the outer casing temperature of the 
combustion chamber should be order of 100-1500C.  This 
can be achieved via two ways, first by providing 
insulating layers on the combustion chamber and second 
by passing a coolant fluid on the walls of the combustion 
chamber. The second alternative is quite complicated at 
this stage and therefore first alternative was chosen for 
further study. Parameters such as thermal shocks, thermal 
gradients, structural properties, thermal conductivity of 
insulating material were considered while selecting the 
insulating material. The combustion chamber was 
designed using three different insulating layers. 
Thickness of each layer of insulating material was 
estimated based on temperature gradient requirements.  
For estimating the insulating thickness initially an 
engineering approach was used (see Equation 1). 

 

 𝑹𝑹 = 𝟏𝟏
𝟐𝟐𝟐𝟐𝒉𝒉𝒊𝒊𝒓𝒓𝟏𝟏

+ ∑
𝒍𝒍𝒍𝒍 �𝒓𝒓(𝒌𝒌+𝟏𝟏)

𝒓𝒓𝒌𝒌
�

𝟐𝟐𝟐𝟐𝝀𝝀𝒌𝒌
𝒍𝒍−𝟏𝟏
𝒌𝒌=𝟏𝟏 + 𝟏𝟏

𝟐𝟐𝟐𝟐𝒉𝒉𝒆𝒆𝒓𝒓𝒍𝒍
 (1) 

 
A final check on the effect of insulating materials on 

the heat distribution was carried out using CFD. Any 
discrepancy between the estimated insulating layer 
thickness using engineering model and CFD was 
adjusted in the final design of the combustion chamber.  

 
Controlling the outer layer temperature only with 

insulating material is a challenge due to non-linear 
behavior of insulation thickness on the temperature drop 
through insulating layers. The study indicated that the 
effect of insulation thickness and insulating material 
properties on the temperature drop is non-linear and 
beyond certain insulation thickness the temperature of 
the outer shell does not reduce significantly. On the other 
hand, the outer diameter and weight of the combustion 
chamber should not exceed the critical values. The outer 
diameter of the combustion chamber was fixed at 650 
mm. Controlling the outer temperature with insulating 
material alone was not sufficient and therefore extended 
surfaces (Fins) were provided to achieve the higher heat 
transfer rates. The fin was very useful in controlling the 
outer wall temperature. 

 
After going through many iterations the final design 

and size of the combustion chamber was proposed and 
shown in Figure 3. CFD simulations of the final 
configuration was performed and presented in following 
sections. The CFD results of intermediate design is not 
presented here and it is beyond the scope of the paper. 

 
Figure 5: Pathlines coloured with gas temperature (0C) 

RESULTS AND DISCUSSIONS  
 
A maximum velocity at the outlet of the chamber is 

around 4 m/s. The first and third stations had offset for 
secondary air injection (see Figure 3 and Figure 8/9), but 
second and fourth air injections were perpendicular to the 
chamber (see Figure 10/11). The second and fourth 
station of secondary air injection is supplying air normal 
to the combustion chamber to achieve a deeper 
penetration of the air. The penetrated air interacts 
strongly with process gas and thus helps in better 
combustion of the process gases. The converging section 
of the combustion chamber close to the outlet makes flow 
streamline along the wall of the combustion chamber. 
The flow inside the combustion chamber is somewhat 
complicated due to offset supply of air (see Figure 5). The 
pathlines from the fuel inlet is shown in Figure 5. The 
pathlines are colored with gas temperature. Highest 
temperature is nearly 1900 0C.  A circulating pattern of 
the gas stream can be seen in the Figure 5. The gas 
released from the co-axial fuel/air inlet is along the 
direction of the combustion chamber, the gas undergoes 
to a circulation flow pattern when it meets the secondary 
air released from the offset injection (first stations of 
secondary air inlet). This circulating pattern helps in 
increasing the residence time of the PAH gas 
components. It can also be observed that the temperature 
of the gas stream is never less than 850oC, which ensure 
a possibility of having the complete combustion of PAH. 
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The maximum temperature is also not more than 1950 0C 
which is very helpful for not allowing the substantial 
NOx. Formation. There are mainly three routes for NOx 
formation; 1) thermal NOx, 2) fuel NOx, and 3) prompt 
Nox, among them the rate of thermal NOx formation 
exponentially varies with the gas temperature and for 
every increase in 90 degree the rate of NOx formation 
doubles at temperature above 1927 0C . 

 
 

Figure 6: CO mass fraction in the central plane 

CO in the middle plane of the combustion chamber is 
illustrated in Figure 6. It can be seen that the most of the 
CO is consumed before the second station for secondary 
air injection. However, increasing the secondary air 
injection velocity beyond optimum at injection 
perpendicular to the combustion chamber might lead to 
the some challenges.  
 

 
 

Figure 7: Temperature distribution in the central plane (0C) 

 
 
Figure 8:  Temperature distribution at first station of 

secondary air injection  
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Figure 9: Velocity vector colored by velocity magnitude 

(m/s) at the first station 
 
Temperature distribution in the central plane is shown 

in Figure 7. The highest temperature of gas is around 
1950 0C and the outlet temperature of the gas is around 
850 0C. The peak temperature occurs close to the lab 
burner region, in this region fuel and oxidizer reacts and 
develops a stabilized flame.  The temperature distribution 
of the combustion chamber section at first secondary air 
inlet is shown in Figure 8. A flame (squared shape high 
temperature zone) is visible at a location where fresh air 
from the secondary air inlet interacts with gas coming 
from co-axial fuel and air inlets. In the same location, 
velocity distribution is shown in Figure 9. The velocity 
distribution shows two distinct pattern first one is 
recirculating pattern due to secondary air injection and 
the second zone is due to co-axial flow.  The temperature 
and velocity distributions are completely different at the 
second station for secondary air injection (see Figure 10 
and Figure 11). The circulation pattern around the 
secondary air injection is not visible anymore and air is 
penetrating deeper inside the combustion chamber.  
 

 
Figure 10: Temperature distribution at second station of 

secondary air injection 
 

 
 
 
Figure 11: Velocity vector colored by velocity magnitude at 

the second station 

CONCLUSION 
The design concept of combustion chamber for 

combusting the process gas obtained during the SAF 
reduction process has been presented. Design principle of 
the proposed combustion chamber is different from the 
traditional jet engine combustion chamber and 
boiler/furnace combustion chamber. New design 
principle of combustion chamber has been presented for 
scaling the combustion chamber design. The major 
parameter such as residence time and maximum/average 
temperature of the process gas, outer diameter and outer 
shell temperature of chamber and power of the 
combustion chamber are considered while designing the 
combustion chamber. CFD studies have shown that the 
secondary air injection is necessary for minimization of 
NOx formation. The secondary air injection also 
increases the residence time of the process gas while 
maintaining a uniform temperature inside the chamber, 
which is required for an efficient combustion of the PAH. 
The proposed combustion chamber gave an average 
residence time of 2s and an average temperature of 
around 800 0C suitable for PAH oxidation. 
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ABSTRACT 
The work presents a comparison of catalytic gas-solid reactions 
in a packed bed as simulated on two widely different scales: 
direct numerical simulation (capable of accurately predicting 
transfer phenomena in and around a few particles) and 1D 
modelling (capable of engineering simulations of industrial 
scale reactors).  
Particle-resolved direct numerical simulation (PR-DNS) is 
performed on a small geometry containing ~100 realistically 
packed monodisperse spherical particles generated via the 
discrete element method (DEM). These results are compared to 
a 1D packed bed reactor model using the effectiveness factor 
approach to account for intra-particle mass transfer and a 
suitable closure for gas-particle heat transfer.  
The differences between the results from the two modelling 
approaches are quantified over a range of Thiele moduli, 
Prandtl numbers and reaction enthalpies. Results showed that 
existing 1D-model closures perform well for a simple first order 
catalytic reaction. Heat transfer completely dominates the 
overall reaction system when large reaction enthalpies are 
simulated, while mass transfer limitations dominate at low 
reaction enthalpies. Future work will extend this comparative 
approach to packings with more complex particle shapes and 
complex reactions.  

Keywords: Direct numerical simulation (DNS), CFD-DEM, 
packed bed, catalytic gas-solid reaction, reaction rate, heat 
transfer, multiscale.  

NOMENCLATURE 
 
Greek Symbols 
𝛼  Volume fraction 
ԑ        Void fraction 
𝜙       Thiele modulus (Th) 
𝜂  Effectiveness factor 
 
Latin Symbols 

Cp Specific heat capacity of fluid [J/kg.K] 
CA Concentration of species A [mol/m3] 
D Molecular diffusivity [m2/s] 
dp Diameter of the cylindrical particle [m] 
E Activation energy [J/mol] 
h Heat transfer coefficient [W/m2K] 
k0 Arrhenius constant [1/s] 

Kf Thermal Conductivity of fluid [W/m.K] 
Nu Nusselt number (ℎ𝑑𝑝/𝐾𝑓) 
Pr Prandtl number (𝜇𝐶𝑝/𝐾𝑓) 
R Gas constant [8.314 J/mol/K] 
𝑅𝑐𝑎𝑡  Catalytic reaction rate [mol/m3s] 
r Radius [m] 
Re Reynolds number (𝜌𝑢𝑠𝑑𝑝/𝜇) 
T Temperature [K] 
𝑢𝑠  Superficial velocity of the fluid [m/s]. 

 
Sub/superscripts 

f Fluid 
s Solid. 
p Particle. 

INTRODUCTION 
Gas-solid reaction systems in packed beds are of great industrial 
influence, with the application widespread from process to 
metallurgical industries. The catalytic or non-catalytic role of 
the solid defines the complexity involved in the gas-solid 
reactions.  
There are several advanced models available in literature for 
gas-solid reaction systems. The non-catalytic reaction systems 
are considered more complicated as they are transient in nature. 
The detailed review of such systems is described by 
(Ramachandran and Doraiswamy, 1982) and more recently by 
(Nashtaee and Khoshandam, 2014). Meanwhile, (Ishida and 
Wen, 1968) have described the effectiveness factor (η) in 
catalytic reactions for gas-solid systems. The effectiveness 
factor in heterogeneous catalyst reaction to obtain the intra 
particle diffusion in porous particles is suggested in 
(Levenspiel, 1999). 
The recent work from (Yang et al., 2016) described an 
effectiveness factor for general reaction forms. They presented 
an analytical expression, which is applicable to wide range of 
reaction rate forms and provides a direct and computationally 
efficient approach of obtaining effectiveness factor in packed 
bed reactors. The validity of such a simplified model when 
added with heat transfer limitations motivates the current work. 
Hence, the objective of the work is to obtain a comparison in 
prediction of effectiveness factor for a catalytic gas-solid 
reaction on two distinct scales. Firstly, a PR-DNS study of a 
packed bed of ~100 spherical particles now involving a 
catalytic reaction based on our previously published work 
(Singhal et al., 2017) gives insight into a phenomenon of intra 
particle diffusion along with heat transfer limitations. Secondly, 
a 1D packed bed reactor model coupled with the effectiveness 
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factor model from (Yang et al., 2016) describes the intra-
particle heat and mass transfer. The results obtained from both 
the approaches are compared and documented.  

METHODOLOGY 

Thiele Modulus and Effectiveness Factor 
The effectiveness factor concept in heterogonous catalytic gas-
solid reactions can be explained as the effect of intra particle 
diffusion on the reaction rate (Ishida and Wen, 1968; 
Levenspiel, 1999).  
 

𝜂 =
actual reaction rate

reaction rate without diffusion limitations
 

 
Thus, the effectiveness factor in catalytic reactions is directly 
linked with the Thiele modulus (Thiele, 1939). Thiele modulus 
is explained as: 
 

𝜙 ≈
reaction rate

diffusion rate
 

 

PR-DNS Simulation Setup 
The spherical particle bed is generated using DEM (Discrete 
Element Method) integrated in ANSYS FLUENT following the 
procedure described in the paper (Singhal et al., 2017). The 
geometry is meshed with fine body-fitted polyhedral elements 
both inside and outside the particles with resolution of dp/30 on 
the particle surfaces and the growth rate of 20% (Figure 1).  
 

 
Figure 1: A section (y = 0) through the geometry meshed 

with polyhedral elements. 

ANSYS FLUENT is used to complete steady state DNS using 
the SIMPLE algorithm for pressure-velocity coupling with 2nd 
order spatial discretization of other equations. Steady state DNS 
was found to be sufficient for this case since no transient 
fluctuations occurred in the small spaces between particles 
(Singhal et al., 2017). The geometry incorporates a velocity 
inlet, a pressure outlet and a no-slip condition on the wall. The 
reaction takes place in the porous solid particles (grain model 
(Szekely, 1976)) modelled by the Eq. (1). The simulation 
parameters used in the DNS simulations are describe in the 
Table 1.  
 

A (g) + B (s) → C (g) + B (s) (1) 

The reaction rate is described in the conventional way: 
 

𝑅𝑐𝑎𝑡 = 𝛼𝑠𝑘𝐶𝐴   (2) 

𝑘 = 𝑘0𝑒𝑥𝑝 (
−𝐸

𝑅𝑇
) (3) 

 
 
Simulations were completed at three different levels of mass 
transfer resistance (Thiele modulus), heat transfer resistance 
(Prandtl number) and reaction enthalpy as outlined in Table 1. 
Mass and heat transfer was adjusted by setting the molecular 
diffusivity and gas-phase thermal conductivity according to the 
Th and Pr numbers specified in Table 1. No solids phase 
thermal conductivity was included in order to accentuate heat 
transfer resistances in the particle. For the reaction rate, the pre-
exponential factor in Eq. (3) was chosen to result in a reaction 
rate constant of 10000 1/s at a temperature of 1000 K. A large 
activation energy is selected to accentuate coupling between 
heat and mass transfer.  

Table 1: Simulation parameters for PR-DNS 

Parameters Value 
Particle diameter (dp) (m) 0.001 
Packed bed voidage  0.355 
Particle void  
fraction (internal) 

 
0.3 

Density (kg/m3) Fluid :1  Particles :2500 
Fluid velocity (m/s) 1 
Inlet mole fraction (A) 0.1 
Specific heat capacity (Cp) 
(J/kg/k) 

1000 

Thiele moduli (Th) 5, 10, 20 

Prandtl numbers (Pr) 0.4, 1.6, 6.4 

Heat of reaction (kJ/mol) 100, 10, 0 

 
1D Packed Bed Model 
A detailed outline of the setup of the 1D model used in this work 
can be viewed in a recent work by the authors (Cloete et al., 
2016). The model is solved in the commercial CFD code, 
ANSYS FLUENT 16.2, on a domain with 100 cells arranged in 
only one direction. In order to simulate a packed bed, the 
Eulerian Two Fluid Model approach is followed and the 
velocity of the solids phase is fixed to zero in all cells. 
Conservation equations for mass, momentum, species and 
energy are then solved in the conventional manner.  
In the present study, the most important closures are the 
effectiveness factor for modelling intra-particle mass transfer 
limitations (Levenspiel, 1999) and the gas-particle heat transfer 
coefficient for modelling external heat transfer limitations 
(Gunn, 1978). The effectiveness factor for the simple first order 
catalytic reaction considered in this study is written as follows: 

 𝜂 =
3

𝜙2 (𝜙coth(𝜙) − 1)  (4) 

 𝜙 = 𝑟𝑝√
𝑘

𝐷𝑒
     (5) 

𝐷𝑒 =
𝐷𝜀

𝜏
   (6) 

The Thiele modulus (𝜙) represents the ratio of kinetic rate to 
diffusion rate, so higher values represent greater mass transfer 
limitation. The effective diffusivity (𝐷𝑒) is composed of the 
molecular diffusivity (𝐷), the void fraction of porous particles 
(𝜀 = 0.3) and the tortuosity (𝜏 = 1). 
The classical Gunn correlation for gas-particle heat transfer is 
written as follows: 

𝑁𝑢 = (7 − 10𝜀 + 5𝜀2) (1 + 0.7𝑅𝑒0.2𝑃𝑟
1
3)

+ (1.33 − 2.44𝜀

+ 1.2𝜀2)𝑅𝑒0.7𝑃𝑟
1
3 

(7) 
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Inlet and outlet boundary conditions as well as the domain 
length are set to identical values as the PR-DNS simulations. 
The solids volume fraction in the bed is taken as the product of 

the mean solids volume fraction in the PR-DNS domain (0.645) 
and the solids volume fraction in the particles (0.7). 
 
 

 
Figure 2: The PR-DNS results for the temperature variation in the packed bed of spherical particles for different Prandtl 

numbers (Pr) and Thiele moduli (Th)  

 

RESULTS AND DISCUSSIONS 
Heat and Mass Transfer in Densely Packed Bed 
PR-DNS results for simulations completed with different Thiele 
moduli and Prandtl numbers for the highly endothermic 
reaction (𝑑𝐻𝑟𝑥𝑛 = 100 kJ/mol) are shown in Figure 2 and 
Figure 3. The temperature variation in Figure 2 illustrates the 
increasing effect of the heat transfer resistance as Pr is increased 
by decreasing the gas-phase thermal conductivity. Even though 
the thermal conductivity is also very low inside the particle, it 
is clear that external gas-particle heat transfer still dominates. 

This is most clearly visible in the Pr6.4 cases in Figure 2 where 
the temperature gradient inside the particles is small relative to 
the temperature gradient in the fluid film around the particles.  
Figure 3 illustrates the mass transfer resistances. It is 
immediately evident that mass transfer resistances are much 
less influential in this case than heat transfer resistances because 
the species concentration gradients are small relative to the 
temperature gradients in Figure 2. The Pr0.4Th20 case shows 
some intra-particle mass transfer resistance as a clear species 
gradient within the particles. The importance of heat transfer 
resistance relative to mass transfer resistance for this particular 
case will be further discussed in the next sections. 
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Figure 3:  The PR-DNS results for the reactant (A) mole fraction in the packed bed of spherical particles for different Prandtl 

numbers (Pr) and Thiele moduli (Th).  

 

Individual Particle Data 
The PR-DNS approach allows for extraction of detailed data 
from individual particles within the domain. In this way, the 
effectiveness factor for individual particles can be extracted and 
compared. This will be done for the case with the largest heat 
and mass transfer limitations (Th20-Pr6.4). The definition of 
the effectiveness factor becomes very important in this case. 
Three different approaches will be followed (Figure 4):  

 Species: Comparing the species concentration on the 
particle surface to the average concentration in the 
particle (the effectiveness factor for an isothermal 
first order reaction) 

 Surface: Comparing the average reaction rate in the 
particle to the reaction rate that would occur using 
species concentration and temperature on the particle 
surface. 

 Volume: The same as the previous point, only using 
data averaged over the volume of the particle.  
 

The fact that the “species” effectiveness factor is close to unity 
implies that mass transfer plays essentially no role in this 
particular case (the reactant concentration on the particle 
surface is essentially the same as the reactant concentration in 
the particle volume). This case is therefore almost exclusively 
controlled by heat transfer (as seen in the Th20-Pr6.4 case of 
Figure 2 and Figure 3). 
 The heat transfer limitation becomes clear when looking at the 
“surface” effectiveness factor. The temperature on the particle 
surface is a lot higher than inside the particle volume where the 
reaction takes place. Calculating the reaction based on the 
particle surface temperature would therefore result in large 
errors.  
Interestingly, the “volume” effectiveness factor is larger than 
unity. This implies that there is a significant amount of 
temperature variation inside the particle, brought about by the 
assumption of zero thermal conductivity by the solid material. 
Naturally, this will not be the case in most catalyst particles, but 
it presents an interesting phenomenon. Given the exponential 
increase in reaction kinetics with temperature, any variation in 
temperature around the mean will strongly increase the average 
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kinetic rate inside the particle. This is what happened in this 
case: the actual reaction rate inside the particle was higher than 
the reaction rate calculated based on the average particle 
temperature. 
 

1D Model Predictions 
Comparisons between PR-DNS and 1D model results are 
discussed in this section. Firstly, the 1D model will be 
compared to PR-DNS results over a range of Prandtl numbers 
and Thiele moduli. Secondly, the reaction enthalpy will be 
changed and the models will be compared again. Finally, an 
important observation regarding the implementation of the 1D 
model will be presented. 

Variation of Prandtl number and Thiele modulus 
A comparison of axial reactant concentration is given in Figure 
5 for nine combinations Prandtl number and Thiele modulus. It 
is clear that the 1D model successfully predicts the PR-DNS 
results.  
In addition, the dominance of heat transfer limitations is clear 
in all cases because results for different Thiele moduli are 
essentially identical, whereas results for different Prandtl 
numbers differ substantially. As may be expected, the amount 
of reaction in this endothermic system decreases as Pr is 
increased by decreasing the gas phase thermal conductivity. A 
lower thermal conductivity implies greater gas-particle heat 
transfer resistance, thereby allowing less heat to enter and 
sustain the highly endothermic reaction. 
The continued dominance of heat transfer resistance at Pr = 0.4 
is interesting given the clear intra-particle species gradients that 
can be observed in the Th20-Pr0.4 case in Figure 2. This is 
because the outer shell of the particles is slightly hotter than the 
centre, implying that reduced species concentrations in the 
centre of the particle (where the temperature is lower and the 
kinetics is slower) does not have such a large impact on the 
overall reaction rate.  
Figure 6 shows the axial evolution of the difference between the 
average gas temperature and the average particle temperature. 
Again, it is clear that mass transfer limitations are essentially 
negligible, while gas-particle heat transfer dominates the 
system.  
In this case, there is a clear deviation between the PR-DNS and 
1D-simulation results: PR-DNS consistently predicts a larger 
difference between the average gas and particle temperatures. 
This implies that the PR-DNS predicts a lower particle 
temperature than the 1D simulations (gas temperature reduces 
with gas species concentration and is almost identical between 
the PR-DNS and 1D simulations). As mentioned in the previous 
section, the temperature variation inside the particle in the PR-
DNS allows the reaction rate to be higher than that implied by 
the average particle temperature. On the other hand, the 1D 
simulation inherently assumes constant temperature in all 
particles. For this reason, the two models predict the same 
overall reaction rate at different average particle temperatures. 
 
 

 
Figure 4: Three different representations of effectiveness 

factors for 20 particles from the Th20-P6.4 case. 
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Figure 5: Comparison of axial species profiles between PR-
DNS (solid lines) and 1D simulations (dashed lines) for 
different Prandtl numbers (Pr) and Thiele moduli (Th). 

 

 
Figure 6: Comparison of axial gas-particle temperature 
difference between PR-DNS (solid lines) and 1D 
simulations (dashed lines) for different Prandtl numbers 
(Pr) and Thiele moduli (Th). 
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Figure 7: Comparison of axial species profiles between PR-
DNS (solid lines) and 1D simulations (dashed lines) for 
different reaction enthalpies (dHrxn in kJ/mol). The 
effectiveness factor predicted by the 1D model is also 
shown for the different cases. 

Variation of reaction enthalpy 
Results in the previous section were generated with a strongly 
endothermic reaction (𝑑𝐻𝑟𝑥𝑛 = 100 kJ/mol). This section will 
investigate three additional reaction enthalpies on the case with 
the greatest mass and heat transfer resistances (Th20-Pr6.4).  
Figure 7 shows the effect of reaction enthalpy on the reactant 
conversion. It is clear that a decrease in the reaction enthalpy 
greatly increased reactant conversion and that the 1D model 
accurately predicts the results from PR-DNS.  
The increase in conversion with a decrease in the 
endothermicity of the reaction is simply due to the large heat 
transfer resistances included in this case. As the reaction 
becomes less endothermic, the requirement for heat flow into 
the particle reduces, thereby lessening the impact of this 
limitation. As a result, mass transfer becomes the controlling 
phenomenon, as can be seen from the reduction in the 
effectiveness factor in Figure 7. 
 

 

Figure 8: Comparison of the 1D simulations to the PR-
DNS results illustrating the importance of assigning the 
reaction heat to the particle phase. 

 
Importance of the reaction enthalpy source term 
Finally, an important observation regarding the 1D-modelling 
of gas-solid reaction systems with significant reaction 
enthalpies can be shared. It is intuitive to add the energy source 
term related to a reaction involving gas species to the gas phase, 
but this results in large errors if significant gas-particle heat 
transfer limitations exist. To get accurate predictions, all 
reaction enthalpy must be assigned to the particle phase in the 
1D simulation. This practice mimics the real case where all 
reaction heat is released or consumed within the particle, even 
if only gas species is involved in the reaction.  
As an illustration of the importance of this observation, the axial 
species profiles from the Th20-Pr6.4 case with 𝑑𝐻𝑟𝑥𝑛 =
100 kJ/mol are presented in Figure 8. It is clear that assigning 
the reaction heat to the gas phase completely over-predicts the 
reaction. This is because the large gas-particle heat transfer 
limitation observed in earlier sections is essentially eliminated 
if the heat is not extracted in the particle phase.     

CONCLUSION 
This work presented a comparison of particle-resolved direct 
numerical simulations (PR-DNS) results with 1D modelling of 
a reactive gas-particle system with large heat and mass transfer 
limitations. Existing 1D model closures for intra-particle mass 
transfer and gas-particle heat transfer compared well to the PR-
DNS results. However, it was shown that it is vitally important 
that all reaction heat must be assigned as a source term in the 
particle phase, even if only gas species are reacting.  
When a highly endothermic reaction (𝑑𝐻𝑟𝑥𝑛 = 100 kJ/mol) is 
simulated, gas-particle heat transfer completely dominates the 
reaction phenomena in the particle assembly. Large heat 
consumption in the particle requires large quantities of heat to 
enter the particle from the gas phase. Mass transfer resistances 
become increasingly important as the reaction enthalpy 
becomes smaller until the system becomes exclusively mass 
transfer controlled when no reaction heat is simulated.  
It was also interesting to observe that the 1D model still 
produced good results even though significant intra-particle 
heat transfer limitations were included to generate some 
temperature gradients inside the particles. This finding, 
combined with the knowledge that a constant particle 
temperature is normally a safe assumption, suggests that good 
models for external gas-particle heat transfer and internal mass 
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transfer are sufficient for accurate 1D model predictions of 
packed bed reactors.  
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ABSTRACT 

Packings are an inseparable part of Chemical Engineering 
processes like adsorption. Computational Fluid Dynamics 
(CFD) simulations on fully resolved packed beds can provide 
local flow information (e.g. wall effects and flow bypasses) 
which cannot be identified using ―black box‖ and/or one-
dimensional modelling, which can have severe influence on 
the adsorption characteristics. 
Creation of random packed beds is one of the main challenges 
in studying fully resolved packings; this can be covered using 
Discrete Element Methods (DEM). In this study the effect of 
using different types of particles on the fluid flow pattern in 
the packings was investigated. Three different types of 
particles (mono-disperse spheres, mono-disperse cylinders and 
poly-disperse cylinders) were packed into beds with identical 
dimensions (same height, same diameter) using custom DEM 
code and meshed using open source tools. 
CFD simulations were performed using adsorpFoam, a newly 
developed solver for modelling adsorption, based on open 
source CFD code OpenFOAM®. In this stage of study 
particles were considered as non-reactive to investigate fluid 
flow only. 
From simulated packings porosities as well as particle 
arrangements and positions have been analysed. Frequency 
and positions of high velocity spots were extracted. The 
residence time distributions were also analysed. 
Furthermore, experiments with the identical types of particles 
were performed to verify the validity of the packing structure 
and global simulation results. The pressure drops derived from 
simulations were compared to the measured values from the 
beds in the lab and also available correlations and a good 
agreement was observed. 

Keywords: Computational Fluid Dynamics, Packed bed, 
Particle, Discrete Element Method, Bypass, Pressure drop, 
OpenFOAM®. 

NOMENCLATURE 

Latin Symbols 
D Bed diameter [m] 
d Particle diameter [m] 
m Mass [kg] 
p Pressure [Pa] 
q Energy [J] 
S Source term [kg/m3/s, J/m3/s] 
T Temperature [K] 

u Velocity [m/s] 
Y Mass fraction 
 
Sub/superscripts 
fluid Fluid phase 
solid Solid phase 
M  Mass 
E  Energy 
i  Specie i 

INTRODUCTION 

In chemical engineering operations usually large contact 
surface areas are required for improving mass and heat 
transfer between phases. Packed beds are devices used 
for providing large surface area between fluids and 
solids. They are used in different processes like 
adsorption and chromatography. Packed beds are 
typically a column filled with solid particles. The shape 
of column, particles and D/d can have a critical effect 
on the performance and efficiency of the packed beds. A 
not optimally packed bed can have bypasses which 
causes small contact time and area between fluid and 
solid or it can have dead zones where there is no flow 
and that can cause very low mass and heat transfer 
(which are mainly driven by diffusion) and creation of 
hot spots inside the bed (Wakao and Kagei, 1982). 
There are different approaches to study design and 
packing of packed beds, e.g. zero or one dimensional 
process simulation approaches. Among available 
approaches computational fluid dynamics (CFD) can 
provide three dimensional spatial resolution besides 
time resolution which makes this tool very promising 
for studying local effects (e.g. bypasses and hot spots) 
in the packed beds (Calis et al., 2001).  
Eppinger et al. (2010) introduced a new meshing 
method of beds filled with mono sized spherical 
particles by flattening the particle-particle and particle-
wall contact points. They studied the pressure drop and 
the porosity of the beds with D/d between 3 and 10 
using CFD. Behnam et al. (2013) suggested a new 
approach for modelling radial thermal convection based 
on averaged radial and axial velocity components from 
detailed CFD simulation of spherical packed beds. 
Dixon and Nijemeisland (2001) showed how CFD can 
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be used as a tool for studying packed beds in detail. 
They suggested development of reduced models which 
are detailed enough to be used for design purposes 
based on the detailed CFD simulations. They studied 
low D/d (2-4) bed behaviour for spherical particles. 
Taskin et al. (2010) used CFD for refining cylindrical 
particles for investigation of the flow, transport and 
reaction interactions in this beds and they observed non-
uniform and non-symmetric surface and intra-particle 
variations and also steep temperature gradients at tube 
wall. Bey and Eigenberger (1996) performed 
experiments on different sphere, ring and cylinder sizes 
(3.3 < D/d < 11) and measured the radial velocity 
profiles below the beds and used the data for derivation 
of a model for predicting the porosity inside the beds. 
Beavers et al. (1973) performing experiments studied 
the effect of bed size on the porosity and flow 
characteristics of spherical random packed beds and 
they found out the porosity of the beds is not influenced 
by the bed size for D/d > 15. Experimental 
measurements performed by Ribeiro and Pinho (2010) 
on random packed beds of mono sized spheres were 
used for developing of a correlation for average bed 
porosity. Haughey and Beveridge (1969) analysed 
regular and random packed beds of spheres as a basis 
for examination of more general random packed beds. 
Dixon et al. (2011) studied the meshing of a single 
spherical particle and its effect on the quality of the 
simulations for heat transfer and fluid flow, they (Dixon 
et al., 2013) used this pre-study to investigated the 
effect of meshing and mesh quality at particle-particle 
and particle-wall contact points of spherical packings on 
the fluid dynamics and heat transfer inside the beds. 
They suggested using bridges between particles and also 
between particles and wall to reduce the error in 
calculated drag force and heat transfer. 
Usually previous studies on packed beds limited to low 
D/d ratio or just one type of particles. The presented 
approach in this study is has been used with packings 
with D/d > 25 and including functionalized particles 
(e.g. adsorption) with internal heat and mass transfer 
and different particle types and particle size distribution. 
With this analysis it would be possible to investigate 
local overheating effects during e.g. adsorption process 
etc. However due to experimental limitations the 
columns with D/d ~6 was used for this validation study. 
Spherical and cylindrical particle types are commonly 
used in packed beds (Mueller, 1992 – Giese et al., 
1998). In this study three different types of particles 
(spheres, mono disperse cylinders and particle size 
distribution) were packed in the identical bed 
geometries using an in-house discrete element method 
(DEM) code. Similar packings were also built in the lab 
to verify the packing creation, meshing and CFD 
simulation of the beds. Different packing parameters 
from CFD/DEM (e.g. porosity, velocity distribution…) 
were investigated and compared for these three 
packings. 

SIMULATION WORKFLOW 

Packing creation 

The first step in preparation for CFD simulations was 
creation of packings. For this purpose an in-house 

discrete element method (DEM) code was used. DEM is 
a numerical approach for modelling large number of 
particles interacting with each other and the surrounding 
geometry (Munjiza, 2004). Granular mediums of 
random shapes can be modelled with different methods. 
Multi-sphere approach is a powerful method for 
modelling random shapes. In this approach each particle 
is represented by a set of overlapping spheres which are 
treated as a unit and move together. However the 
diameter of spheres representing a particle is smaller, a 
more accurate representation of the particle shape is 
created. On the other hand by increasing the number of 
sub-spheres computational efforts also increases, 
therefore it is important to select a reasonable sub-
sphere number to get the best possible simulation of the 
particles in reasonable time (Kruggel-Emden, 2008). 

Table 1: Particle types and sizes. 

Packing Distribution 
type 

Characteristic 
diameter [m] 

Characteristic 
Length [m] 

Sphere Mono sized 0.006 - 
Cylinder type 1 Mono sized 0.00506 0.00513 

Cylinder type 2 Particle size 
distribution 

0.0039 
(0.0025 – 0.0044) 

0.0054 
(0.0029 – 0.0094) 

 
Particle types and their sizes can be seen in table 1. 
Mono-disperse sphere particle and two types of 
cylindrical particles were packed into the beds. The 
cylinder type 2 particles have a varying aspect ratio (l/d) 
from 0.8 to 2.3. Particles were released into a cylindrical 
bed with inner diameter of 0.032 m from the height of 
0.2 m from bottom of the bed. Particles were falling 
freely into the bed by gravity (9.8 m/s2) in the direction 
of main bed axis.  

 
Figure 1: Packing creation for mono-disperse cylinders:      

a – filling the beds with DEM code, b – correcting the bed 
heights to 0.013 m and exporting the STL, c – merging the 

main bed and particles STLs. 
 
The filling was continued till a filling height more than 
0.13 m was achieved (figure 1-a). Then the heights of 
beds were corrected to 0.13 m by keeping only the 
particles which were complete below this height. 
Particles were exported as STereoLithography (STL) 
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file format (Jacobs, 1992) from the DEM code (figure 1-
b). Bed geometry were also drawn in Catia® (3DS, 
2017) and exported as STL. Particles and bed STLs 
were merged to create the final STL for meshing 
(figure 1-c). 
Meshing 

Prepared geometries in STL format were meshed using 
an open-source tool snappyHexMesh® which is an 
automatic mesher supplied with OpenFOAM® 
(OpenFOAM, 2017).  
 

 
Figure 2: Mesh created for mono-disperse cylinders: a – mesh 

on the particles surfaces, b – mesh on the vertical centre cut 
plane, c – mesh on the horizontal centre cut plane. 

In this mesher the main geometry is mapped into a base 
hexahedral mesh by refining the mesh close to STL 
surfaces and removing of the parts of the mesh which 
are not needed and snapping the mesh to STL surface 
(figure 2). The background mesh had a cell size [cubes] 
of 0.005 m and was refined on the STL surface up to 
four levels. In each level, the mesh is cut into half in 
each direction. The final meshes had around 1.5 million 
cells. In this study a new method for treating the contact 
points between particles and particles and walls was 
introduced. Creating the meshes using this method a 
bridge connection between the particles was created 
similar to Dixon et al. (2013) and Ookawara et al. 
(2007). Unlike their approach in this study the bridge is 
introduced by mesh and its size can be controlled by the 
minimum mesh size. The meshes had good quality and 
for improving the quality the very few skewed cells 
(< 10 cells in total) were removed from the meshes. 

Solution 

For simulating the flow through the packed bed a solver 
based on the open-source CFD code OpenFOAM® was 
developed. The new solver (adsorpFoam) is capable of 
modelling adsorption in the packed beds. In adsorption 
process target molecules are removed selectively from 
fluid by the solid (De Boer, 1956). 
In the figure 3 the algorithm for adsorpFoam is shown. 
At the beginning of the time step the coupled Navier-
Stokes and continuity equations are solved using the 
pressure implicit with splitting of operator algorithm 

(PISO) based on the pressure and velocity values from 
previous time step or initial conditions. Using the 
calculated pressure and velocity fields and based on the 
adsorption model applied, sink and source terms for 
heat and mass transfer are calculated. In the next step 
mass and heat transfer equations are solved and 
boundary conditions and also fluid and solid properties 
are updated. 
Since the focus in this study is on the flow structure in 
the packed beds, the adsorption was deactivated to just 
simulate the flow through the beds. 
 

 
Figure 3: adsorpFoam algorithm. 

Data extraction and evaluation 

For analysing the simulation results data were extracted 
using open-source tool ParaView® (ParaView, 2017). 
An automation script was written for ParaView® to 
extract the radial and axial data from simulated beds. 
Two types of data were extracted and compared form 
beds:  

 Geometrical information: number of particles, 
average porosities, particle centre positions, 
particles angles and axial porosities. 

 Flow properties: bypasses, velocities, velocity 
distribution along radius and height, high 
velocity points, pressure drops and residence 
time distributions (RTD).  
 

As it can be seen from figure 4 two sets of angles were 
extracted and analysed for cylindrical particles. The first 
angle (in this text it is referenced as ―Horizontal angle‖) 
is the angle between the axial particle centre line and the 
horizontal plane (figure 4-a) and the second angle (in 
this text it is referenced as ―Radial angle‖) is the angle 
between the particle centre line and the line which 
passes from centre of bed to the centre of mass of the 
particle (figure 4-b). 
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Figure 4: Particles angles: a – Horizontal angle: angle with 
horizontal plane, b – Radial angle: angle with line passing 

centres of particle and bed central axis. 

EXPERIMENTAL 

To verify the work flow for creation and simulation of 
the packings a similar bed with the same dimensions 
was built and packed with similar particle types.  
 

 
Figure 5: Experimental setup for mono-disperse cylinder 

packed bed. 

 
As it can be seen in figure 5 air at ambient conditions 
(298 K and 105 Pa) enters the bed at the bottom and 
exits after passing the particles from atmospheric outlet. 
Average porosity and number of particles for all three 
types of particles were measured and compared to the 
results from DEM simulation. Also the pressure drop at 
different inlet velocities was measured and compared to 
the simulations. 

SIMULATION SETTINGS 

Identical to the experiments the fluid used for 
simulations was air at ambient conditions (298 K and 
105 Pa). Walls and particles surfaces were treated with 
no-slip and isothermal boundary conditions. The outlet 
was set to pressure-outlet with absolute constant 
pressure of 105 Pa and zero-gradient velocity. For 
comparison between simulation and experiments the 
simulation inlet was set to velocity inlet and it was 
varied from 0.1 m/s to 1.6 m/s. The comparisons 
between simulations of three different types of packings 
were done at an inlet velocity of 0.829 m/s. No 
turbulence model was used since the Reynolds number 
in the packings are less than 2500 based on both 
Reynolds definitions: superficial velocity and bed 
diameter and also local velocities and particle diameters. 

RESULTS AND DISCUSIONS 

Simulations verification 

Similar packings using DEM code and in lab were 
created. The beds were packed (for both experiments 
and DEM) by releasing the particles from the plane 
positioned at distance two times the final beds height 
(26 cm) from bottom of the beds to create consistent 
packed beds in both methods. 
Different values from simulations were compared to the 
lab experiments. In table 2 in the second column 
(Number of particles) needed particles to fill the bed up 
to 0.13 m for both simulations and experiments were 
counted and compared. As it can be seen there is less 
than 2 % difference between number of particles packed 
into the beds using the DEM code and particles which 
were packed into the beds in the lab. In the third column 
the calculated and measured porosity from both 
methods are compared. In this case the deviation 
between simulations and lab experiments is bigger 
compared to the number of counts; it is mainly because 
the meshing in the areas where two particles collide, 
these regions were not fully resolved to keep the mesh 
computationally affordable. Also the particles used in 
reality were not perfect (especially cylinders) and that 
also caused larger deviation between the simulation and 
lab results. 

Table 2: Comparison between DEM simulations and 
experimental measurements (the deviation between two 

methods is shown as percentage). 

Packing Number of particles 
(DEM/Reality) 

Overall porosity 
(DEM/Reality) 

Sphere 533/525  
(Δ = 1.5 %) 

0.429/0.432  
(Δ = 0.7 %) 

Cylinder type 1 599/605 
 (Δ = 1.0 %) 

0.406/0.38 
 (Δ = 6.4 %) 

Cylinder type 2 1007/1000  
(Δ = 0.7 %) 

0.418/0.393  
(Δ = 6.0 %) 

 
Figure 6 shows the measured and simulated pressure 
drop for spheres at different inlet (superficial) velocities. 
The results are also compared to very well-known 
Ergun equation (Ergun, 1949). As it can be seen good 
agreement between simulation, correlation and 
experiment can be observed.  
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Figure 6: Pressure drop for spheres packed bed, simulation, 

correlation (Ergun) and experiments. 

 
Figure 7: Pressure drop for cylinders type 1 packed bed, 

simulation and experiments. 

The same comparison was also performed for the 
packed bed with cylindrical particles. The measured 
values from lab setup were compared to the simulations 
and good agreement was observed (figure 7 and figure 
8). The slight deviation between measurements and 
experiments can be justified by the small difference in 
the created and simulated packed beds porosities. 
 

 
Figure 8: Pressure drop for cylinders type 2 packed bed, 

simulation and experiments. 

Radial and axial porosities 

Besides overall porosities calculated and reported for all 
three types of particles (table 2), local porosities in the 
bed radial direction and also bed axial direction were 
extracted and analysed. 
As it can be seen from figure 9 by moving from centre 
of bed towards the walls the porosity fluctuates and 
reaches its maximum at bed walls (the data was 
extracted from 64 co-centric cylindrical cuts). The 
porosity for spherical particles was also compared to 
available correlations from literature (De Klerk, 2003) 
and a good agreement can be observed in the predicted 
frequency and amplitude of porosities fluctuations. 

 
Figure 9: Average porosity on cylindrical co-centric cuts for 

all three types of particles vs. distance from centre of beds and 
also comparison to available correlation for spheres. 

Higher porosity at walls creates possible fluid bypasses 
at walls. As it can be seen spheres have the biggest 
fluctuations in the porosity along the radius compared to 
the cylindrical packings. By changing the particle shape 
from spheres to cylinders these fluctuations reduces and 
in the case of cylinder type 2 particles (cylindrical 
particles with particle size distribution) packed into the 
bed the fluctuations in the porosity are smallest. The 
frequency of repetition of these fluctuations correlate 
with particles equivalent diameters which can be seen 
more clearly in figure 10, where the centres of mass of 
all of the particles are mapped to the top view. With 
spheres a clearer pattern in the centres of particles can 
be seen and this fades with going to particle size 
distribution cylinders.  

   
Figure 10: Centres of mass of particles mapped on the top 

view. 

Figure 11 shows how the porosity changes over bed 
height for the different types of particles (data extracted 
over 520 planes along the bed height and the moving 
average of porosity with 20 points).  

 
Figure 11: Moving average porosity along bed height for all 

three types of particles. 

The porosity is almost constant and close to average 
porosity for spheres but it increases slightly along the 
bed height for cylinders because of the shaking effect of 
particles during the filling and repositioning of already 
filled particles. At the beginning and end of the bed the 
porosity increases, because of the end effects of particle 
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contact with inlet section and also not smooth end of the 
bed. 

Particles alignment 

Another interesting parameter to be investigated for 
cylindrical particles is how particles align during their 
packing in the beds and effects of size distribution on 
their arrangement. If the particles tend to align along a 
specific direction (e.g. bed main axis) it is more 
probable channelling happens and that causes low fluid 
residence time and (short contact between fluid and 
solid) and decrease in adsorption performance. 
Figure 12 shows how horizontal angle varies for 
cylinder type 1. As it can be seen for the full packing 
particles tend to be positioned more 
horizontally/vertically compared to incline in the bed. 

 
Figure 12: Horizontal angle distribution for mono-disperse 

cylinders. 

In comparison particles distribution at all radial angles 
(figure 13) is similar and particles are frequently 
positioned more randomly compared to their horizontal 
angle.  

 
Figure 13: Radial angle distribution for mono-disperse 

cylinders. 

 
Figure 14: Horizontal angle distribution for particle size 

distribution cylinders. 

 

In the bed with cylinder type 2 (particle size 
distribution) particles tend to be more vertical than 
horizontal or inclined. As particles become shorter in 
length they are more positioned vertically compared to 
longer particles (figure 14).  
As it can be seen in figure 15 like mono-disperse 
cylinders, cylinder packing with particle size 
distribution has also more random spread of particles 
radial angles. 

 
Figure 15: Radial angle distribution for particle size 

distribution cylinders. 

Pressure drop 

One of the parameters in operating cost of packed beds 
is the bed pressure drop. However this pressure drop is 
higher more energy is needed to pass the fluid through 
the bed. In figure 16 pressure drop for the beds is shown 
and compared. Pressures are average pressure extracted 
over 11 equally spaced planes along bed height. As it 
can be seen cylinders with particle size distribution have 
the highest pressure drop compared to the other two 
types of packings (as they have lowest void fraction). 
The pressure drop for sphere packing is more linear 
compared to the other beds, since the spheres are 
positioned more arranged and do not reposition and 
become denser by adding layers of particles. In the beds 
with cylinders adding more layers cause the lower 
layers to rearrange and become denser. This caused 
denser packing at the lower parts of the bed and 
contributed to the higher slope of the pressure drop 
curve in the lower zone. This effect can be seen more in 
the bed with particle size distribution. 
 

 
Figure 16: Pressure drop along bed height for different types 

of packing. 

Velocity 

Table 3 shows the average physical velocity magnitude 
(axial velocity difference less than 1 %) and also the 
peak velocities occurring in the beds (inlet and outlet 
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sections are excluded). The average velocity is very 
similar the same in all of the beds since the average 
porosity was also similar. But maximum velocity in the 
beds is much higher in the bed with particle size 
distribution particles (more than two times more than 
spheres bed). 

Table 3: Average and maximum physical velocity for the 
beds. 

Packing Average velocity 
magnitude [m/s] 

Maximum velocity 
magnitude [m/s] 

Sphere 1.93 7.5 
Cylinder type 1 2.04 13.2 
Cylinder type 2 1.98 15.6 
 
Figure 17 shows how this high velocity points are 
distributed along the height and radius of the bed 
geometry. All the regions with velocity eight times 
bigger than inlet velocity are extracted and shown in 
this figure. In the upper part of the figure the beds are 
shown from front view and high velocity points are 
coloured with their distance from centre of the bed. In 
the lower part of the figure the same high velocity 
points are shown on the top view but coloured with their 
height from beginning of the packings. 
As it can be seen and high velocity points happen more 
often in the cylindrical packed beds compared to sphere 
bed. In the sphere bed there are just a few high velocity 
points which shows the homogeneous distribution of the 
flow in the beds compare to the other beds. High 
velocity points are located mostly close to walls which 
can be justified by wall effects and higher porosities at 
the walls and they are randomly distributed along the 
bed height. 
 

  
Figure 17: High velocity points (higher than eight times inlet 

velocity) in the beds: upper picture coloured with their 
distance from centre of the bed, lower pictures coloured with 

their distance form bottom of the packings. 

The radial and axial velocity distributions in the beds 
follow similar pattern as the radial and axial porosity in 

the beds. Overall the velocities are higher close to walls 
compared to centre of the beds (figure 9). 

Residence time distribution 
Using residence time distribution (RTD) the amount of 
time a fluid element spends inside the beds can be 
evaluated and compared to the behaviour of a plug flow 
reactor. For simulating RTD a tracer was inserted 
uniformly at the beds inlet and its concentration at the 
outlet was recorded and compared for all three beds 
over the time. 
 

 
Figure 18: Residence time distribution for all three beds. 

 
Figure 18 shows the RTD for three different types of 
bed. RTD curves look very similar since the porosities 
are comparable. Just in the sphere bed the breakthrough 
curve is steeper which shows it has a closer behaviour to 
plug flow and less channelling inside the bed. Tracer iso 
volumes (normalized concentration higher than 0.5) at 
t = 135 ms can be seen in figure 19. 
 

 
Figure 19: Tracer iso volumes (normalized concentration 

higher than 0.5) coloured with Normalized tracer 
concentration at t = 135 ms. 

CONCLUSION 

In this study the effects of particle type on the packing 
and packing properties were investigated. For this 
purpose three different types of particles (spheres, 
mono-disperse cylinders and particle size distribution 
particles) were packed into the same bed geometry up to 
the same height using a custom DEM code and 
simulated with a new solver developed based on the 
OpenFOAM® platform for simulation of adsorption 
phenomena. Experiments with similar types of particles 
in a bed with the same dimensions as simulated were 
performed to confirm the validity of the creation and 
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analysis of the packings. Overall porosity of the beds, 
particle counts and also pressure drop of the beds at 
different inlet velocities were compared between 
experiments and simulations and good agreement was 
observed. In the next step the simulated packings were 
investigated in more detail to get a better and deeper 
understanding of their behaviour. Various parameters 
were investigated, pressure drop, particles angles, 
velocities and residence time distributions in the beds. 
Among investigated beds, the bed filled with spherical 
particles had the best flow distribution (less axial 
dispersion) and also the least pressure drop and the 
mono-disperse cylinders packed bed was the second for 
flow distribution and pressure drop. Residence time 
distributions were very similar for all three beds except 
a little sharper breakthrough for the spheres packed bed 
which also shows less axial dispersion for this packed 
bed. 
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ABSTRACT
Dense Medium Drum (DMD) separation is applied particularly in
the coal and recycling industries. Characteristic of the process is
a separation based on density, driven by the buoyancy and gravita-
tional forces acting on an object moving in a free surface flow. The
fundamental phenomena occurring in a DMD have been widely in-
vestigated by (Napier-Munn, 1991). However, in contrary to other
separation methods, such as the Dense Medium Cyclone which
was investigated extensively by (Kuang et al., 2014) and others,
no Computational Fluid Dynamics (CFD) studies have been con-
ducted for the DMD separation. Even recent studies, like (Meyer
and Craig, 2015), use first order models which need to be calibrated
with performance data of the investigated drum. Hence, impor-
tant parameters like the flow-velocity and the detailed design of the
drum are only taken into account indirectly.

This paper reports a detailed CFD analysis of the flow in a generic
DMD separation process. The study comprises, a general under-
standing of the flow field and an analysis of the impact of different
process parameters. Furthermore, the model predicts the actual sep-
aration performance of the DMD at different working points. To the
authors’ knowledge, this is the first study which conducts a CFD
analysis of a DMD separation process. Therefore, findings con-
cerning the flow field and its influence on the separation efficiency
will be reported on. Moreover, the separation model can be used
to derive the coefficients for highly used first order models without
the need of experimental data. Like this, the early design phase of
DMD separation processes can improve immensely.

Keywords: CFD, Process industries, separation, free surface flow
.

NOMENCLATURE

Greek Symbols
ε Relative error, [−]
η Separation efficiency, [−]
µ Kinematic viscosity, [m2/s]
ρ Mass density, [kg/m3]
φ Medium volume fraction, [−]
ω Turbulent Frequency, [1/s]

Latin Symbols
CD Drag Coefficient, [−].
d Diameter, [m].
dir Direction, [−].
F Force, [N].
Fs Safety coefficient for the GCI, [−].

g Gravitational acceleration, [m/s2].
GCI Grid convergence index, [−].
k Turbulent Kinetic Energy, [m2/s2].
m Mass, [kg].
n Number of objects, [−].
p Pressure, [Pa].
po Order of grid convergence, [−].
r Grid refinement factor, [−].
Re Reynolds number, [−].
t Time, [s].
T Viscous stress tensor, [N/m2].
u Velocity, [m/s].
V Volume, [m3].
x Location, [m].

Sub/superscripts
B Buoyancy,
c Carrier fluid,
cg Coarse grid,
D Drag,
e f f Effective.
i Index i.
j Index j.
p Particle or Object.
turb Turbulent.
r Relative.

INTRODUCTION

In the environmental action plan for the circular economy,
the European Union sets ambitious targets for recycling
rates. This makes the development and optimization of cur-
rent recycling processes mandatory. Dense Medium Drums
(DMDs) are density separation machines frequently used in
the coal and the recycling industry. In general the medium
is a suspension of a high density powder with water. As il-
lustrated in figure 1, objects with a density lower than the
medium density float and leave the drum on the surface
through the light fraction outlet. Other objects sink and are
extracted from the drum by collectors or spirals which are
driven by the rotation of the drum. Medium is supplied
through inlet tubes and a small angle of inclination assures a
constant stream towards the light fraction outlet of the drum.
Although the coal industry applies DMD separation already
for several decades, the approaches of modeling the pro-
cess are restricted to first order models which get tuned by
measurement data (Napier-Munn, 1991). These models pre-
dict for instance the behavior of the Wemco Drum, taking
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different diameters of the separation objects into account
(P.J. Baguley and T.J. Napier-Munn, 1996). The modeling
of sub-processes like the DMD is accompanied by macro-
scopic analyses of the complete process in a plant (King,
1999). Furthermore, a recent study improves the modeling
approaches by proposing a method, based on solving a sys-
tem of differential equations, designed to be applied in the
control of DMDs (Meyer and Craig, 2015). None of these
studies directly investigates the flow in the drum and its influ-
ence on the separation process. This can only be achieved by
utilizing experimental technics or Computational Fluid Dy-
namics (CFD). DMDs for the application of plastic separa-
tion have been investigated experimentally (Dodbiba et al.,
2002). However, none of these studies applies CFD. CFD en-
ables the possibility to base models for the design of DMDs
on the flow simulation. This makes an optimization of the
actual process during the design phase possible.
The modeling of a DMD based on CFD can be divided into
two different major problems: The simulation of the free sur-
face flow and the modeling of separation objects. Free sur-
face flow simulation make currently mainly use of two mod-
els. The level-set method tracks the surface, directly stor-
ing its position in a distance field (Stanley Osher and James
A. Sethian, 1988). Hence, a sharp interface is conserved.
The second method makes use of the volume of fluid (VOF)
method (C. W. Hirt and B.D. Nichols, 1981). One of the
phases is marked using a coloring function which is advected
passively with the local flow field. The interface is not nec-
essarily sharp. To estimate its exact position an interface re-
construction, based on the distribution of the color function,
is needed.
The modeling of the objects in flows can be characterized
by its description of the object domain. Objects which are
considered to be large compared to the grid cell size have
to be resolved and simulated. These methods are physically
accurate, on the one hand, but computationally expensive,
on the other (G. Houzeaux et al., 2010). Smaller objects,
often referred to as particles, can be described as point mass
(Dehbi, 2008). This makes the modeling of huge amounts of
objects with reasonable computational costs possible.
In the present research a generic DMD will be simulated.
The free surface is modeled using the VOF method (Omno
Ubbink, 1997). Although the separation objects are consid-
ered to be large, the model describes them as point masses.
To prevent nonphysical flow behavior due to the large point
masses a one-way coupling, which neglects the influence of
the objects onto the flow, is applied. Thus, the separation
performance of the generic drum in dependency of different
flow parameters can be estimated.

Figure 1: Sketch of a generic DMD.

MODEL DESCRIPTION

The model has been implemented into the existing frame-
work of the OpenFOAM toolbox. Hence, all equations and
models described below are solved using this toolbox. The
incompressible Reynolds averaged Navier-Stokes (RANS)
equations are solved,

∂ūi

∂x j
= 0, (1)

∂ūi

∂t
+ ū j

∂ūi

∂x j
=−1

ρ

∂p
∂xi

+
∂

∂x j

(
1
ρ

Ti j−u′iu
′
j

)
+gi. (2)

As these equations on their own are not closed, a k-ω SST
model is applied to model the Reynolds stress tensor and
the turbulent viscosity. This model solves an extra set of
equations for the turbulent kinetic energy and the turbulent
frequency. A detailed description of it can be found in the
literature (Menter, 1994). A finite volume scheme with a
first order upwind interpolation was used for the spacial dis-
cretization. For the time derivation an Euler forward scheme
has been applied.
In the investigated generic drum geometry the medium is
a suspension out of Ferro Sillicon powder and water. The
model assumes that the powder and the water is in perfect
suspension at any place and time and hence behaves as one
continuum with constant fluid dynamical properties. The
VOF method models the free surface between the air phase
and the medium phase in the drum (Omno Ubbink, 1997).
A color function φ is utilized which indicates the volume
proportion of the medium phase at a certain location of the
drum. φ = 1 in the medium phase, φ = 0 in the air phase and
0 < φ < 1 in the interface area. The color function advects
passively with local flow field,

∂φ

∂t
+ ū j

∂φ

∂x j
= 0. (3)

Object Tracking

The Lagrangian equations of motion describe the movement
of the objects in the flow,

dxp,i

dt
= up,i, (4)

dup,i

dt
=

1
mp

(FD,i +FB,i). (5)

The summed forces in equation 5 consist out of two contri-
butions: the drag force and the buoyancy force. Equation 5
is integrated using a first order explicit Euler scheme. The
forces are modeled as described in the following.

Buoyancy Force

The difference in density between the objects and carrier flu-
ids introduces a buoyancy force which drives the separation
of the objects. The buoyancy force can be calculated,

FB,i = ρp ·Vp ·gi ·
(

1− ρc

ρp

)
. (6)

Drag Force

The drag force is modeled based on a drag coefficient,

FD,i =
1
2
·CD(Rep) · |ur,i| ·ur,i ·Ap. (7)
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Here ur,i is the relative velocity between the local flow field
and the object. Rep is defined as the particle Reynolds num-
ber,

Rep =
|ur,i| ·dp

µ
. (8)

The drag coefficient of a sphere can be estimated,

CD(Re) =

{
0.424, if Re≥ 1000
24(1+0.15 ·Re0.678), otherwise

. (9)

Equation 7 computes the forces acting on an object based on
the averaged flow field from the solution of the RANS equa-
tions. As stated in previous studies one of the major influ-
ences on the separation process are the turbulent fluctuations
of the flow which effects the objects in a stochastic way (P.J.
Baguley and T.J. Napier-Munn, 1996). The computed aver-
aged flow does not include any information about these fluc-
tuations. However, the k-ω SST turbulence model conserves
turbulent quantities, namely the turbulent kinetic energy and
the turbulent frequency, which can be used to model the influ-
ence of the fluctuation statistically. Here, this is done using
a popular Eddy Interaction Model (EIM) (Gosman and loan-
nides, 1983). Without taking the turbulent fluctuations into
account, objects with a density higher than the medium will
get sorted as heavy fraction and all others as light fraction, if
the drum is sufficiently large and the velocities small.
If an object enters the domain the forces are summed up and
equation 5 is integrated. However, before the drag force is
computed the turbulent fluctuations are added to the local ve-
locity to calculate the effective local velocity,

ue f f ,i = ui +uturb,i. (10)

The magnitude of the turbulent fluctuations is sampled from
a Gaussian normal distribution, with an expectation value of
0 and a standard deviation of 1, and scaled with the expected
magnitude,

|uturb,i|=
√

2k
3
·Gauss(0,1). (11)

Turbulence models, as the applied k-ω SST model, utilizes
an eddy viscosity hypothesis. As such, it assumes homoge-
neous turbulence. Hence, the same assumption is applied for
the turbulent dispersion modeling leading to randomly sam-
pled turbulent fluctuation,

dirturb,i =

rnd()
rnd()
rnd()

with |dirturb,i|= 1. (12)

The turbulent fluctuation velocity can now be estimated,

uturb,i = |uturb,i| ·dirturb,i. (13)

This process samples a new turbulent velocity when equation
5 has been integrated for the duration of one turbulent time
scale,

tturb =
1
ω
. (14)

Coupling

Although the objects in this model are considered to be large,
they are still modeled as spherical point masses. As such a
drag coefficient can model the influence from the flow onto
the object and the simulation of large amounts of objects

is enabled. Several models exist to account for the influ-
ence from the objects onto the flow. However none of them
can cope with large objects experiencing directional forces.
Hence, this model utilizes, in a first pragmatic approach, a
one-way coupling.
This might be a too strong assumption for a accurate simula-
tion of the flow in the drum. However, the model is designed
to deliver a reliable prediction of the separation efficiency
of a DMD. In this context the assumption might be accurate
enough. The algorithm updates the positions of the objects
at first and then solves the flow and turbulence equations.

Separation Performance

In classical separation modeling first order models generate
separation curves. These curves describe the separation num-
ber, the probability that an object gets separated as heavy or
light in dependency of the object density or its theoretical
terminal velocity.
To achieve these curves based on a CFD calculation the paths
of a huge amount of objects have to be tracked. The number
of objects leaving the drum through the light and the heavy
fraction outlet can be used to calculate the separation effi-
ciency,

ηheavy =
nheavy outlet

nheavy outlet +nlight outlet
, (15)

ηlight =
nlight outlet

nheavy outlet +nlight outlet
. (16)

For these equations it is assumed that all objects are supposed
to be heavy fraction, in case of equation 15, or light fraction,
in case of equation 16, independently from their density and
the medium density. The efficiency is assumed to be con-
verged if the statistical error is below 0.1%.

RESULTS

In this study a generic drum geometry is simulated and its
performance is predicted for different densities and object
diameters. For the calculation of the separation efficiency
it is assumed that all objects are supposed to be sorted as
heavy fraction. Hence, equation 15 is utilized. Based on
these results separation curves for different object diameters
are computed. Furthermore, a grid study is conducted and
the medium flow field is investigated.

Geometry

Major dimensions and a general overview on the geometry
are given in figure 2. It is a simplified, generic version of
a real applied drum. No collectors for the heavy fraction
objects are taken into account and the drum is not rotating.
The separation zone of the drum is long enough to ensure a
sufficient residence time. The whole lower part of the inlet
side, in figure 2 marked as a and b, is defined as medium
inlet. Here medium enters the drum with a low velocity gen-
erating a slow and steady inflow. Separation objects are re-
leased through the middle part of the inflow section, in fig-
ure 2 marked as b. The complete curved wall of the drum,
in figure 2 marked as d, is defined as heavy fraction outlet.
Through this outlet only separation objects but no medium
can leave the drum. On the outlet side of the drum the higher
light fraction outlet is located, in figure 2 marked as c. This
outlet allows medium and objects to leave the drum.
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Computational Grid

The computational grid, which is shown in figure 3, consists
of 344640 cells. This structured grid is used for performance
predictions. For the grid study a second grid with 849216
grid cells has been used.

Grid Study

For the grid study two grids are used. At first the two flow
fields of the medium phase are compared and then their in-
fluence onto the separation efficiency is assessed.

Figure 2: Sketch of the computational domain. With views on the
light fraction outlet (c) (top), on the heavy fraction out-
let (d) (middle), on the water inlet (a) and on the water
objects mixture inlet (b) (bottom).

Medium Flow Field

In figure 4 the medium velocity profiles in the symmetry
plane of the drum (x=0) are compared. After the medium
enters the drum a steady flow field with a maximum velocity
of approximately uz = 0.25 m

s develops. In this area the solu-
tions of both grids align very well and can be considered grid
independent.
However, this changes as the medium passes through the
drum and gets influenced by the outlet of the drum. Com-
pared to the fine grid, the coarse grid underpredicts the outlet
vortex and hence the back flow area in the lower part of the
drum is smaller. Furthermore, the fine grid predicts a slightly
higher peak velocity at the outlet.

Separation Efficiency

The grid convergence of the separation efficiency is assessed
using the grid convergence index (GCI) (P. J. Roache, 1994),

GCIcg =
Fs · |ε| · rpo

rpo−1
. (17)

The grid refinement factor is r = 3, the safety coefficient is
Fs = 3 and the order of grid convergence is assumed to be
p = 2. The results are summarized in table 1. Although the
medium flow field differs between the two grids, the GCI
for the separation efficiency remains low. Hence, the separa-
tion efficiency can be examined using the coarsest grid. The
GCI drops with increasing object density as the the buoy-
ancy forces increase while the drag force remains constant.
The grid study has been conducted only for objects with a di-
ameter of d = 0.005. It is expected that the grid influence is
bigger for smaller objects as in these cases the grid indepen-
dent buoyancy force is less important compared to the drag
force.

Medium Flow Field

The medium is entering the drum through the lower part of
the inlet side, which is visible in figure 2 (a and b). The
inlet velocity is defined to be uin = 0.1 m

s . The combination
of a large inlet area and a low velocity generates a slow and
steady flow in the drum.

Figure 3: The computational grid used for the performance predic-
tion.
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Table 1: GCI and error in mean for objects of diameter d = 0.005
and different densities.

Density ( kg/m3 ) GCI (%) error in mean
900 0.0 1.348e-05
990 2.531 5.07e-05
1000 1.635 0.0002
1020 0.329 0.0003
1030 0.075 0.0002

The smaller outlet drives an acceleration of the medium. As
shown in figure 5, a vortex is created under the outlet. Sepa-
ration objects which do not leave the drum through the light
fraction outlet get dragged towards the heavy fraction outlet
by this vortex. The acceleration is strongest in the symmetry
plane (x=0) and gets less in the side planes of the drum. The
same trend is observed for the outlet vortex.

Performance Prediction

For the prediction of the separation performance of the
generic geometry, depending on the flow and object proper-
ties, multiple hundred thousand of objects have to be traced
on their path through the drum.
Figure 6 shows a typical convergence curve of the separation
efficiency. The efficiency, which is calculated based on equa-
tion 15, starts with a value of one, as separation objects enter
the drum over its full width. Hence, a small number of ob-
jects enter the computational domain close to the heavy frac-
tion outlet and an even smaller amount gets dragged through
it. As objects need approximately 15 seconds to pass the
drum, no objects leave through the light fraction outlet at this
point and an efficiency of one is computed. However, it drops

Figure 4: Medium velocity profiles in the symmetry plane (x=0) of
the drum on the fine and the coarse mesh.

as soon as objects reach the light fraction outlet. Once the
outflow of objects through the heavy and light fraction outlet
stabilizes at a constant value, the computed separation effi-
ciency will converge to a statistically constant value as well.
As no object-object interactions and no back-coupling from
the objects onto the flow have been taken into account, the
mass flow of separation objects does not influence the pre-
dicted efficiency. The case shown in figure 6 reaches conver-
gence approximately after 80 seconds and more than 500000
tracked objects. A simulation like this predicts a separation
efficiency for a specified object density and diameter. Hence,

Figure 5: Streamlines in three different planes in the medium zone
of the drum. The outlet is in the top (z=4.3) and the inlet
in the bottom (z=0) of the figure.

Figure 6: Computed separation efficiency and number of objects,
which left the drum, over simulated time.
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it delivers one point in a separation curve. If simulations
are conducted for different densities and diameters the whole
separation curve can be predicted.
Figure 7 shows the predicted partitioning curves for the
generic geometry of different object diameters. The typi-
cal S-shape and the influence of the object diameter size is
recognizable in the same way as in figure 8. Furthermore,
the generic drum slightly tends to separate objects as light
fraction, although their density is higher than the medium
density. This is due to the high medium mass flow which
accelerates towards the outlet. However, particularly for the
larger object diameters the generic drum has a high separa-
tion efficiency, which leads to a very sharp S-shape of the
partitioning curve. For smaller objects the influence of the
buoyancy force, which drives the separation, becomes less
dominant compared to the drag force. Hence, the separation
efficiency for these cases are much lower and the S-shape is
more blurry.

CONCLUSION

A CFD based model, which predicts the separation efficiency
of a DMD has been proposed. It has been applied to a generic

Figure 7: Partitioning curves of the generic DMD for different ob-
ject diameters.

Figure 8: Typical S-shape of a drum separation curve and the influ-
ence of different object diameters on it (P.J. Baguley and
T.J. Napier-Munn, 1996).

and simplified drum geometry. As the CFD simulations de-
liver information on the general flow field in the drum, this
has been investigated as well and key structures like the out-
let vortex have been discussed.
The model reproduces the characteristic S-shape of separa-
tion curves for DMDs including its trend for objects with
different size. Hence, in a next step a real DMD, for which
geometrical data and partitioning curves are available, will
be investigated. Thus, the performance of the model can be
assessed. Furthermore, in real drums a suspension is used
as medium. This enables sedimentation effects, which might
influence the separation process.
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ABSTRACT 
A validated multi-domain 1D particle-reactor model has been 
developed to simulate packed bed reactor operation. Two main 
components of the model are: (1) a particle model for 
simulating the radial distribution of chemical species and 
temperature within the catalyst particles and (2) a 1D reactor 
model for solving mass and energy transport along the length 
of the reactor. The model captures the effect of intra-particle 
heat and mass transfer phenomena on the reactor performance. 
Its efficacy and usability is evaluated using a thorough 
verification and validation campaign. Validation has been 
carried out through comparisons to analytical solutions for: (a) 
the transient thermal response of the fixed bed to a step-change 
in inlet feed temperature and for (b) the maximum temperature 
rise during an exothermic oxidation process in a chemical 
looping combustion (CLC) operation. Further, its performance 
has been verified with two well-established solvers (a 1D Euler-
Euler packed bed model developed in ANSYS FLUENT and a 
previously published 1D model) for simulating a realistic 
500kW cyclic packed bed chemical looping combustion system 
involving dynamic fuel-air cycling. This successful verification 
demonstrates the ability of the model to simulate complex 
cyclic packed bed reactor processes involving stiff kinetics in 
an efficient manner. Further, significance of particle model is 
evaluated for mass transfer limiting condition and this 
reinforces the advantage of using the proposed 1D particle-
reactor model in such cases. 

Keywords: 1D model, packed bed reactor, chemical looping 
combustion. 

NOMENCLATURE 
Ck Concentration species 

"k" 
[kmol/m3] 

Cp Heat capacity  [J/kg.K] 
Ctot Total gas concentration [kmol/m3] 
𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒,𝑘𝑘𝑘𝑘 

Effective diffusivity of 
gas species 'k'  

[m2/s] 

𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒,𝑘𝑘𝑘𝑘 
Effective diffusivity of 
gas species 'k' in the 
pores of the particle.  

[m2/s] 

dp Particle diameter [m] 
Fh Flux of enthalpy [J/m2.s] 
Fk Flux of species "k" [kmol/m2.s] 
Ftot Total gas flow rate [kmol/m2.s] 
G Mass flux of gas [kg/m2.s] 
H Enthalpy  [J] 
hc Heat transfer coefficient  [W/m2.K] 
J


  
Diffusive flux [kg/m2s] 

sgK
   

Interphase momentum 
exchange coefficient 

[kg/m3s] 

kg Mass transfer coefficient [m/s] 
M Molecular Weight [Kg/kmol] 
Nu  Nusselt number  
p,P Pressure [bar] 
R Particle radius [m] 
Rg Gas constant [J/kmol.K] 

HR  Het. reaction rate  (kmol/m3s) 
S   Source term  
T Temperature [K] 
T0 Initial temperature [K] 
U Internal energy [J/m3] 
Xj Conversion of species j 

during reaction 
[-] 

vg Superficial gas velocity [m/s] 
wf Fluid mass flow rate [Kg/s] 
wact,j weight fraction of  active 

solid species j in pellet. 
[-] 

wg,i Weight fraction of gas 
species i 

[-] 

Z Axial position [m] 
c∞  

Concentration at infinity [any consistent] 

Greek Symbols 
α   Volume fraction                   

 γ   Stoichiometric coefficient    [-] 
sgΗ

  Interphase energy exchange coefficient               [-]    
τ    Stress  tensor 
υ    Velocity vector                                                       [m/s] 

rxH−∆
 

Heat of reaction [J/kmol] 

ε  Void fraction [-] 

sε
 

Pore fraction is Oxygen 
carrier 

[-] 

η  Reaction efficiency factor [-] 

𝜉𝜉
 

Ratio of moles of gas to 
solid needed for the 
oxidation reaction 

 

kΓ  
Source term for species 
"k" 

[kmol/m3.s] 

uΓ  
Source term for enthalpy [J/m3.s] 

λ  Thermal conductivity in 
particles 

[W/m.K] 

axλ  
Effective axial thermal 
conductivity in bed 

[W/m.K] 

µ  Gas viscosity [kg/m.s] 
ρ  Gas density [kg/m3] 

sρ  
Oxygen carrier density  [kg/m3] 

τ  Oxygen carrier tortuosity [-] 

β Ratio of thermal capacity of 
solid and gas.  

[-] 

Latin Symbols 
a  Characteristic length, [m]. 
p  Pressure, [Pa]. 

 u  Velocity, [m/s]. 
Sub/superscripts 
p or s Particle/Solid 
g or gas Gas phase 
k Species "k" 
l Reaction "l" 
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INTRODUCTION 
Packed bed reactors are commonly utilized in 

processes involving solid-catalysed reactions and/or 
heterogeneous gas-solid reactions [1, 2]. These reactors 
are used ubiquitously in the petroleum and petrochemical 
industry for processes involving reforming, hydro-
cracking, polymerization, etc. Recently, gas-solid 
processes have been developed for reducing greenhouse 
gas emissions. For example, the Packed Bed Chemical 
Looping Combustion (PBCLC) process has enjoyed 
significant research attention as a potential solution for 
cost effective power production with integrated CO2 
capture [3, 4].  

A validated stand-alone packed bed reactor 
simulator will help to ensure a safe and efficient packed 
bed reactor operation. Hence, a computationally efficient  
1D particle-reactor model has been developed to 
accurately capture the physics.  The concept of multi-
domain 1D particle-reactor models have been used 
effectively by different researchers [5-9]. Different 
researchers have used different set of equations and 
solution techniques in their models. However, in most 
cases, the models have been applied on a single stage 
operation rather than on cyclic operations.  In present 
work, the equations and solvers/solution techniques used 
are different than those proposed in earlier models. The 
usability and efficiency of the proposed model  is 
evaluated by verifying it with other popular well-
established solvers, like ANSYS FLUENT and a 
published 1D model from the Eindhoven University of 
Technology [3, 7, 8]. The verification is done for a 
realistic cyclic packed bed chemical looping combustion 
(PBCLC) process operation. The cyclic reduction-
oxidation process involves very stiff kinetics and is 
useful to test the robustness and accuracy of our software. 
Further, validation of the proposed model has also been 
presented by comparing it with analytical solutions for: 
(a) the transient thermal response of the fixed bed to a 
step-change in inlet feed temperature and for (b) the 
maximum temperature rise during an exothermic 
oxidation process in a chemical looping combustion 
(CLC) operation. 

 
Figure 1: Chemical Looping Combustion process in a 
packed bed reactor. 
The PBCLC process involves cyclic gas-solid non-
catalytic reaction operations, wherein the bed material 
(typically a metal oxide oxygen carrier) is alternatively 
exposed to a fuel stream (reduction cycle) and an air 
stream (oxidation cycle). Figure 1 shows a schematic 
representation of a PBCLC reactor system. During the 
fuel stage, the oxygen carrier supplies oxygen to the fuel, 

resulting in a hot stream of carbon dioxide and super-
heated steam which can subsequently be processed into a 
high-purity CO2 stream following heat recovery and 
purification. The reduced metal oxide bed is then 
exposed to the air stream, which re-oxidizes it. This 
highly exothermic oxidation stage produces a high-
volume stream of hot gas that can also be used for 
efficient electricity generation in a combined cycle. The 
reduction-oxidation cycle is then repeated continuously, 
leading to power generation with integrated CO2 capture.  
The 1D particle-reactor model can help to determine the 
operating conditions (flow rates, flow composition and 
feed inlet temperatures) and reactor size for efficient 
PBCLC operation.  

MODEL DESCRIPTION 
    A 1D model assuming plug flow conditions 

can be safely applied to industrial scale packed bed 
reactors because the effect of near wall phenomena in 
packed beds (oscillations in radial volume fraction 
profile) is confined to a very small zone (typically about 
5 particle diameters from the wall). Radial variations in 
volume fraction and velocity are negligible beyond this 
small near-wall zone. In addition to the plug-flow 
assumption, the present 1D model also considers the 
process to be adiabatic and the ideal gas law is considered 
to be valid. The model accounts for (a) external heat and 
mass transfer resistances, which influence the transport 
of reactants and energy from bulk fluid up to a catalyst 
pellet, (b) intra-particle transport (diffusion limited) 
resistances, which influence the transport of mass and 
energy from the external surface of the particle to grains 
inside the porous pellet, and (c) the kinetic rate, which 
accounts for the reactions occurring on internal grains as 
the fluid phase reactant reaches it. These physical 
phenomena are captured by solving species mass balance 
and energy balance equations for the fluid phase and the 
reaction-diffusion equations within the particle. The 
particle model provides the source-term for the mass and 
energy balances of the fluid phase by computing the 
component and energy fluxes at the particle surface. 
Thus, the particle model and reactor model are coupled 
together by the source terms. The equation system is 
described in more detail below. 

Gas phase Equations 
Ideal gas equation of state 

𝑃𝑃 = 𝐶𝐶𝑡𝑡𝑡𝑡𝑡𝑡𝑅𝑅𝑘𝑘𝑇𝑇𝑘𝑘                       (1) 
Ergun pressure drop equation  

( )
3

150 11 1.75
p p

P G G
z d d

ε µε
ρ ε

 −∂ − = − +   ∂     (2) 
Material balance for species "k" in gas phase 

𝜀𝜀
𝜕𝜕𝐶𝐶𝑘𝑘
𝜕𝜕𝜕𝜕

+ 
𝜕𝜕𝐹𝐹𝑘𝑘
𝜕𝜕𝜕𝜕

=  𝛤𝛤𝑘𝑘 

𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒, 𝐹𝐹𝑘𝑘 =  𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡𝑋𝑋𝑘𝑘 −  𝐶𝐶𝑡𝑡𝑡𝑡𝑡𝑡𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒,𝑘𝑘𝑘𝑘
𝜕𝜕𝑋𝑋𝑘𝑘
𝜕𝜕𝜕𝜕

    (3) 

Energy balance for gas phase  

690



𝜀𝜀
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+  
𝜕𝜕𝐹𝐹ℎ
𝜕𝜕𝜕𝜕

=  𝛤𝛤𝑈𝑈 

𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒,   𝐹𝐹ℎ =  𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡ℎ −  𝜆𝜆𝑎𝑎𝑎𝑎
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

    (4) 

Boundary conditions for gas phase 

z=0: Inlet flux 

z=L: 

 

 

𝜕𝜕𝐶𝐶𝑘𝑘
𝜕𝜕𝜕𝜕

=  0, 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= 0        (5) 

Source terms for gas phase mass- and energy balance 
arising due to mass and heat transfer at the gas-particle 
interface.  

 𝛤𝛤𝑘𝑘 = 𝑘𝑘𝑘𝑘𝑎𝑎�𝐶𝐶𝑘𝑘,𝑟𝑟=𝑅𝑅
𝑘𝑘 −  𝐶𝐶𝑘𝑘 �       (6) 

𝛤𝛤𝑈𝑈 = ℎ𝑐𝑐𝑎𝑎(𝑇𝑇𝑟𝑟=𝑅𝑅𝑘𝑘 −  𝑇𝑇 )       (7) 

Where, hc is the heat transfer coefficient and kg is the 
mass transfer coefficient.  

Solid particle model (particle could be oxygen carrier or 
catalyst) 
Mass balance for species "k" inside catalyst particles 

εs
∂Ck

s

∂t
=  εsDeff,ks

τ
∇2Cks +  ρsrk    (8) 

Energy balance for catalyst particles 

𝜌𝜌𝑘𝑘𝐶𝐶𝑝𝑝𝑘𝑘
𝜕𝜕𝜕𝜕𝑠𝑠

𝜕𝜕𝑡𝑡
=  𝜆𝜆∇2𝑇𝑇𝑘𝑘 +  𝜌𝜌𝑘𝑘 ∑ 𝑒𝑒𝑙𝑙𝑙𝑙 �−∆𝐻𝐻𝑟𝑟𝑎𝑎,𝑙𝑙� (9) 

Boundary conditions for catalyst particles 

Symmetry at r=0: 

𝜕𝜕𝐶𝐶𝑘𝑘
𝑠𝑠

𝜕𝜕𝑟𝑟
=  0 , 

𝜕𝜕𝜕𝜕𝑠𝑠

𝜕𝜕𝑟𝑟
= 0         (10) 

Catalyst surface, r=R: 

−𝜀𝜀𝑠𝑠𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒,𝑘𝑘𝑠𝑠  

𝜏𝜏
𝜕𝜕𝐶𝐶𝑘𝑘

𝑠𝑠

𝜕𝜕𝑟𝑟
=  𝑘𝑘𝑘𝑘 �𝐶𝐶𝑘𝑘,𝑟𝑟=𝑅𝑅

𝑘𝑘 − 𝐶𝐶𝑘𝑘�   (11) 

−𝜆𝜆 𝜕𝜕𝜕𝜕
𝑠𝑠

𝜕𝜕𝑟𝑟
= ℎ(𝑇𝑇𝑘𝑘 − 𝑇𝑇)        (12) 

  Numerical solution of this equation system 
results in temperature and composition profiles along the 
length of the bed for both the gas and solid particle. The 
velocity of the solid particle is set to zero. The pressure 
at any given cell is obtained by ideal gas law (Equation 
1) and pressure drop between this cell and the outlet is 
obtained. This pressure drop is used to compute the gas 
phase velocity using a pressure drop correlation 
(Equation 2). The pressure drop correlation accounts for 
the resistance offered by the particles to the gas flowing 
through the interstitial region. The closures used by the 
1D model are dependent on particle shape and size. A 
spherical particle of size 3 mm is used in this work.  For 
spherical particles, the following well-established 
correlations have been used : (a) the pressure drop 
correlation by Ergun [10] as in Equation 2, (b) the heat 
transfer correlation using the multi-particle Ranz-

Marshal correlation [11] for computing external heat 
transfer coefficient and (c) the mass transfer correlation 
for computing mass transfer coefficient. Further, 
information on (a) the volume fraction of the gas phase 
and (b) the particle surface area per unit volume of the 
reactor, are also needed as closures by the model.  For 
packed beds comprising of spherical particles, the solid 
volume fraction in the bed (around 0.6) and surface area 
of particle per unit volume of reactor, a, are known. Thus, 
well-known closures and correlations for the spherical 
particle are used in this study. For many non-spherical 
particle shapes, however, these critical closure values are 
not known. One way of obtaining them is using a 3D 
CFD-DEM modelling approach such as developed by 
Tabib [12].   

NUMERICAL IMPLEMENTATION AND SOLVER 
DETAILS 

The set of partial differential equations (Equations 3-12) 
are solved using Finite Volume discretization for the gas 
phase in the reactor (where the bed is spatially divided 
into small volumes in the axial direction) and an 
orthogonal collocation technique for the particle. The 
orthogonal collocation technique resolves the radial 
variations of temperature and chemical composition 
within the particle at each axial location of the bed. 
Figure 2 shows the schematic representation of this 
implementation. The mass and energy balances are 
formulated for gas and particle phases and solved for 
each cell volume. 

                            
Figure 2: Implementation of 1D Particle-Reactor Model. 

 
The partial differential equations are converted 

into a set of ordinary differential equations (ODE) by 
discretizing the spatial terms of the gas phase equation. 
An upwind scheme is used to obtain the flux at cell faces 
for computing the convective term in the discretized 
equation. The resulting ODE equation set can be solved 
by using any available standard ode-solver that can solve 
for stiff equations. An ODE solver proposed by 
Hindmarsh's group [13-15] has been used in this work. 
The temporal discretization is done using an implicit 
multi-step backward differentiation formula and the 
Adam-Moulton scheme. This implicit temporal 
discretization forms a non-linear algebraic equation 
system that needs to be solved at each time-step. A 
Newton scheme is used to solve these non-linear 
equations iteratively.  

The Newton scheme uses a Jacobian matrix of 
the system of equations. This Jacobian matrix can be a 
banded matrix or a full matrix depending upon the way 
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equations are arranged and solved. A banded Jacobian 
matrix implementation ensures faster and more efficient 
solution. The equations to be solved (Equations 3-12) are 
arranged in a manner so as to produce a banded Jacobian 
matrix. Here, the equations (variables) to be solved are 
arranged cell-wise, i.e., equations in the first cell volume 
are arranged first (all gas species mass balance equations 
in the first cell, all solids species mass balance equations 
in the first cell, one gas energy equation in the first cell, 
one solid energy equation at first cell), followed by the 
same variables in the second cell volume, then the third 
cell volume and so on. This produces a banded Jacobian 
pattern.  If we arrange the equations in a different way 
and not cell-wise (such that equations of a particular 
variable for all N cells are solved first), then it leads to an 
inefficient solution involving the full Jacobian matrix. 
Hence, a banded Jacobian solver implementation is 
executed.  

MODEL VALIDATION 
       Packed beds are characterized by the presence of 
either or both a thermal front and the reaction front. The 
thermal dynamics of the bed and movement of the 
thermal front influences many processes, like catalytic 
chemical reactors, adsorption columns, ion exchange 
columns, and the chromatographic process. In 
heterogeneous gas-solid reactions (e.g., chemical looping 
combustion), the reaction front is also present along with 
the thermal front. Both these fronts are identifiable via 
the temperature and concentration profiles along the bed.   

    The reaction front velocity is determined by the 
reactant species concentration in gas and solid phase, the 
molecular weights of reacting species, and the 
stoichiometry of the reaction rate. An identifiable feature 
of this reaction front is the presence of a fully converted 
solid bed upstream of the front (i.e., no solid reactant 
species exist and no reaction takes place upstream of the 
reaction front), while the solid bed region that is 
downstream of the reaction front will be fully 
unconverted and will react on being exposed to a gaseous 
reactant. Depending upon the rate of the reaction, the 
reaction front can be diffused or sharp. A rise in 
temperature of gas and solid bed occurs owing to the heat 
generated at the reaction front. The reaction front can also 
be identified by temperature profiles as there will be a 
drop in bed-temperature just downstream of the reaction 
front (if the reaction is exothermic). On upstream regions 
of the reaction front, hot temperatures will prevail till 
certain distance until the bed is cooled down by incoming 
gas. This temperature difference between the incoming 
cold gas and the hot converted solid bed leads to heat 
transfer and establishment of a thermal front.  Velocity of 
this thermal front is determined by relative thermal heat 
capacity of the fluid and the bed (depends upon material 
properties like heat capacity and density). The above 
description assumes that reaction front velocity is faster 
than thermal front velocity. A 1D model should be able 
to accurately capture the movement of these two fronts 
(thermal and reaction fronts). Hence, validation of the 1D 
model is done by comparing it with analytical results for 
the movement of the fronts and the maximum 
temperature rise experienced in the reaction front. The 
validation for the two cases is discussed below.  

 VALIDATION  

Case - Transient thermal response of the bed 
involving a step change in feed temperature 

The 1D model is used to simulate the transient 
temperature response in the bed for a step increase in the 
inlet feed stream temperature and no reactions are 
considered. There exists an analytical solution [16] for 
this case if the following idealizations are considered:  (a) 
negligible thermal capacity of the reactor walls,  (b) 
negligible radial or azimuthal temperature gradients in 
the fluid and solid phases, (c) plug flow is assumed, (d) 
negligible axial mixing of fluid due to dispersion, (e) 
negligible axial conduction of heat in either fluid or solid 
media and (f) negligible temperature gradients within the 
solid particles. The equations (equation 13-14) to be 
solved analytically can then be represented by the 
following heat balances on both the fluid and solid.  
Heat balance in fluid medium 

𝜌𝜌𝑘𝑘 𝐶𝐶𝑝𝑝,𝑘𝑘 𝜀𝜀 𝐴𝐴 𝜕𝜕𝜕𝜕𝑘𝑘
𝜕𝜕𝑡𝑡

+ 𝑤𝑤𝐶𝐶𝑒𝑒  𝜕𝜕𝜕𝜕𝑘𝑘
𝜕𝜕𝑎𝑎

= ℎ𝑎𝑎𝐴𝐴(𝑇𝑇𝑘𝑘 − 𝑇𝑇𝑘𝑘)       
(13) 

Heat balance in solid medium 

𝜌𝜌𝑘𝑘𝐶𝐶𝑘𝑘 (1 − 𝜀𝜀) 𝐴𝐴 𝜕𝜕𝜕𝜕𝑘𝑘
𝜕𝜕𝑡𝑡

= ℎ𝑎𝑎𝐴𝐴(𝑇𝑇𝑘𝑘 − 𝑇𝑇𝑘𝑘 )      (14) 
Initial condition: Both solid and fluid at same uniform 
temperature, T0.  
Boundary condition: A step change in fluid temperature 
at the bed inlet.  
𝑇𝑇(0, 𝜕𝜕)  = 𝑇𝑇0 + 𝛼𝛼𝑇𝑇                (15) 
The dependent variables above (temperature) can be 
normalized using a step change in temperature, and 
independent variables (time and spatial location) can be 
normalized by dividing it with fluid residence time and 
reactor length respectively. The new equations in terms 
of normalized variables can be written as: 

 𝜕𝜕𝜕𝜕
𝜕𝜕𝜏𝜏

+  𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= 𝐻𝐻(𝜙𝜙 − 𝜃𝜃)       16 
𝜕𝜕∅
𝜕𝜕𝜏𝜏

= 𝐻𝐻𝐻𝐻(𝜃𝜃 − 𝜙𝜙)         17 

IC       𝜃𝜃(𝜕𝜕, 0) = 𝜙𝜙(𝜕𝜕, 0) = 0  
BC       𝜃𝜃(0, 𝜏𝜏) = 𝜕𝜕(𝜏𝜏)  

where, 𝜏𝜏 =  𝑡𝑡𝑡𝑡
𝐿𝐿

  , 𝜕𝜕 =  𝑎𝑎
𝐿𝐿

 ,𝜙𝜙 =  𝜕𝜕𝑠𝑠 −𝜕𝜕0
𝛼𝛼

, 𝜃𝜃 =
 𝜕𝜕−𝜕𝜕0
𝛼𝛼

,𝐻𝐻 = ℎ𝑎𝑎𝐿𝐿
𝜌𝜌𝑒𝑒𝐶𝐶𝑒𝑒 𝜀𝜀 𝑡𝑡

,𝐻𝐻 = 𝜌𝜌𝑒𝑒𝐶𝐶𝑒𝑒 𝜀𝜀 
(1−𝜀𝜀)𝜌𝜌𝑠𝑠𝐶𝐶𝑠𝑠 

 

   The "average response time" is dependent on the 
number of fluid transits , H (fluid residence time) needed 
to supply the thermal capacity of the bed, which is 
determined by β (ratio of heat capacitance). 
    Equations 16-17 are solved analytically by subjecting 
them to Laplace transform and substituting for the 
particle temperature in the fluid energy balance, which  
leads to the equation 18 below. 

𝜃𝜃(𝑠𝑠, 𝜕𝜕) = 1
𝑘𝑘
𝑒𝑒𝑒𝑒𝑒𝑒 �−𝑠𝑠𝜕𝜕 −  𝐻𝐻𝑘𝑘𝜕𝜕

𝑘𝑘+𝐻𝐻𝐻𝐻
�      18 

Inverse Laplace transform of above equation can provide 
us with the solution for fluid temperature at any location 
(z) at any time (t) as shown in Figure 3 for the case below.  

Case Studied  
                    Consider a packed bed reactor with an inlet 
gas fed at a temperature equal to the initial temperature 
of the bed (say, at 571 K). A step change in feed 
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temperature is provided and inlet gas temperature is 
increased to 623 K (a step change of 52 K). The transient 
response of bed is studied for fixed material properties of 
the gas and solids phases (fixed heat capacity ratio, β  of 
2 x 10-4) for three different cases. The three cases have 
been studied by varying the external heat transfer 
coefficient between gas and solid (at h = 6 W/m2K, 60 
W/m2K and 600 W/m2K).  

 

Figure 3: Validation of transient thermal bed response.  

The 1D model has been compared to the analytical 
solution for these three different cases (Figure 3A-C) 
using three different grid sizes (20, 100 and 130 grid 
points). Grid-independence has been achieved with 100 
grid points. The velocity of the thermal front and the 
average response time for the effect of inlet step change 
to be felt at any particular location is dependent on the 
ratio of thermal capacities of gas and solid (β). The three 
figures show that for the chosen value of β = 2 ×
10−4 , the average response time for the effect of inlet 
step change to be felt at reactor bed outlet is 1334 s. 
The rate of fluid-particle heat transfer (or heat transfer 
coefficient) has no influence on the average response 
time, but determines the sharpness of the temperature 
profile. A very high heat transfer coefficient value results 
in faster gas-solid heat transfer and low (or negligible) 
dispersion in the temperature profile around the average 
response time (i.e. the outlet temperature profile will then 
resemble the inlet step change profile), while a lower heat 
transfer coefficient will result in highly diffused response 

to the step change.  This effect can be seen in Figure 3(A-
C).     
The 1D model correctly captures the more diffused heat 
front at heat transfer coefficient of 6 W/m2K and 60 
W/m2K, but the solution for the high heat transfer 
coefficient (600 W/m2K) could not be fully replicated. 
This sharp step change response can be captured by using 
very high number of grid points and significant numerical 
diffusion is still observed for the finest grid investigated 
(130 grid points). A higher order scheme (like, central 
difference) may perhaps show lower dispersion than an 
upwind scheme, but it may also introduce spurious 
oscillations and is known to be unstable for flows with 
Peclet number greater than 2 [17]. However, typically the 
gas-solid heat transfer coefficient in a packed bed will not 
be as high as 600 W/m2K and the cyclic CLC process 
studied here has a heat transfer coefficient of 100 
W/m2K. Thus, it can be concluded that the present 1D 
model is able to capture the thermal front movement for 
moderate heat transfer coefficients which are typical of 
packed beds.  

Case - Validation of Temperature Rise During An 
Exothermic Reaction 
    In order to validate reactive behaviour, the 1D 
model is used to simulate the movement of the reaction 
and thermal fronts during the oxidation stage of a PBCLC 
process. The movement of fronts and the maximum 
temperature rise predicted by the 1D model is compared 
to that predicted by an analytical model [3]. There exists 
an analytical solution if the following conditions are 
assumed:  (a)  the  rate of  non- catalytic gas–solid 
reaction is  infinite, (b)  axial  conduction and  dispersion 
effects are negligible, (c) heat and  mass transfer 
limitations between the  gas and  solid  phase are 
negligible and (d) intra-particle diffusion limitations are 
negligible.  The case considered initially has the solid bed 
(the oxygen carrier) made of ilmenite (FeO-Fe2O3-
TiO2) in a fully reduced state (i.e. no Fe2O3, but only 
FeO-TiO2). The solid particle has a density of 2591 
kg/m3, a heat capacity of 922 J/KgK and an active FeO 
weight fraction of 0.21. The initial gas present in the bed 
(nitrogen) is non-reactive. Both phases are initialized at a 
uniform temperature of 923 K. The system is fed with air 
at inlet temperature of 923 K and 20 bar pressure (density 
varies as per ideal gas law). As the oxygen is exposed to 
the solid limonite particle, the exothermic oxidation 
reaction (4FeO + O2  2Fe2O3) takes place and 
proceeds to completion. The resulting reaction front 
propagates through the bed at a velocity shown by 
Equation 24. The expression for computing reaction front 
velocity assumes that all the gaseous reactant reacts with 
a known stoichiometric amount of the solid material.    

wr =  
ρg wg,i

invgMact,i

εsρswact,jXjMiξ
       24 

The reaction front velocity obtained for the present case 
(as per equation 24) is 7.67 x 10-2 m/s, allowing the 
distance travelled in 15 s of oxidation to be calculated as 
1.15 m. Figure 4 shows the results obtained by the 1D 
model simulation for five different grid sizes (20, 40, 60, 
80 and 100 grid points) and one result is shown by 
making transport resistances negligible (i.e., employing 
very high values for mass diffusivity). The grid-
independent results show a dispersed (diffused) reaction 

C 
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front and the mid-point of this dispersed reaction front is 
at 1.15 m from the inlet of reaction bed. The reaction 
front dispersal is along the expected lines as the overall 
reaction rate is not infinite as is assumed in equation 24. 
Figure 4 also shows that particle-scale mass transfer 
resistances (captured by the particle model) cause the 
fronts to become more diffused. Thus, it can be 
concluded that the 1D model correctly captures the 
movement of the reaction front.  

 
Figure 4: Validation of 1D model for front movement and 
temperature rise for an exothermic reaction : Analytical 
model (solid black line) compared with results from 1D- 
model at five different grid points (20,40,60,80,100) and 
from 1D model with no diffusional limitation (at 100 grid 
points). 

The heat released during the exothermic reaction leads to 
the establishment of a higher maximum temperature 
upstream of the reaction front (which is discussed in a 
later section). Bed material upstream of the reaction front 
will remain hot for some distance until it is cooled down 
by incoming gas. The incoming gas (at 923 K) on getting 
exposed to a hot and fully converted bed, will therefore 
establish a thermal front as described in the previous 
section.  
The thermal front moves at a velocity wh as expressed by 
equation 25. This expression assumes that at the heat 
front, the heat present in the solid material is 
instantaneously transferred to the gas phase.  

wh =  ρgvgCp,g

εsρsCp,s
              25 

   The thermal front velocity predicted by the 
above equation for the current case is 5.76 x 10-3 m/s 
(around one order of magnitude slower than the reaction 
front). In 15 s of oxidation, the thermal front would 
travel 0.086 m inside the reactor bed. Figure 4 obtained 
by the 1D model shows the thermal front to be dispersed 
around 0.086 m from inlet of the bed due to the finite 
heat transfer coefficient. The model thus predicts the 
movement of the thermal-front reasonably well.  

   The maximum temperature that can be reached 
in the bed due to the heat of reaction can be obtained 
using an energy balance. The energy balance 

formulation assumes that the volumetric heat capacity 
of the gas phase can be neglected and that the reaction 
front propagates more rapidly than the heat front. The 
energy balance equation can be written as:  
ρgvgwg,i

in

Mg,i
�−∆HR,i� =  εsρsCp,s(wr − wh)(T −

 T0)26 
Equations (24)–(26) can then be combined to obtain the 
expected temperature change (as shown in equation 27).  

∆T =  �−∆HR,i�
Cp,sMa,i 
wact,jXjτ

−c
Cp,gMi 
wg,i
in

      27 

 Equation 27 shows that the maximum temperature in the 
reactor is independent of the process inlet gas flow rate 
and is dependent upon the heat of reaction, material 
properties, stoichiometry and reactant species 
composition in gas inlet and initial solid bed. The 
maximum temperature change predicted by equation 27 
is about 477 K which is correctly reproduced by the 
model as shown in Figure 4. Thus, the 1D model is able 
to capture the movement of the thermal and reaction 
fronts as well as the maximum temperature rise. This 
validates the use of 1D model for heterogeneous gas-
solid reactions such as those taking place in the PBCLC 
process.  

VERIFICATION  
                  The 1D particle–reactor model has been 
verified by comparing its performance with a 1D Euler-
Euler model developed in ANSYS FLUENT and with a 
well-established 1D model developed at the Eindhoven 
University of Technology (TU/e).  The ANSYS 
FLUENT solver is recognized for being robust, 
computationally efficient (high convergence speed) and 
numerically stable (use of large time-steps). It is widely 
used and has been extensively validated for reactive 
multi-phase applications. The TU/e model has been used 
in a number of publications [7, 8, 18] implying that its 
validity is broadly accepted within the scientific 
community. These two simulation tools therefore present 
an excellent verification benchmark.    
   The verification has been done for realistic cyclic 
operating conditions suggested for the 500 kW  
demonstration scale CLC reactor  [18]. The simulation 
with these operating process conditions (see B1 strategy 
from Table 4 of [18]) will help to evaluate the model for 
real behaviour of an industrial packed bed reactor. This 
operating cycle strategy includes four distinct phases of 
operation: a reduction phase (with synthesis gas as fuel) 
for 300 s, a heat removal phase with an inert gas stream 
for 300 s, an oxidation phase with air (until the oxidation 
reaction front reaches the end of the reactor) for 300 s, 
and a purge phase for 10s. This 910 s cycle of reduction-
heat removal-oxidation-purge is repeated continuously. 
The advantage of this approach is that the reduction phase 
is carried out when almost the entire bed is at the 
maximum temperature (owing to a prior oxidation 
phase). At lower temperatures, the reduction reaction 
rates are quite low. Hence, a bed at maximum 
temperature enables a higher reduction reaction rate and 
avoids early fuel-slip of H2 and CO.   

A 
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The proposed model must be able to capture the effect of 
a typical cyclic operation, wherein the initial bed 
conditions (bed temperature and species) for a newly 
starting phase is a result of a previous phase in the cycle. 
These process conditions therefore serve as a very 
stringent test of the model's ability to accurately capture 
the thermal and chemical dynamics of packed bed 
reactors.  
The reduction and oxidation reactions taking place for the 
ilmenite particle can be described as : 

2 2 3 2

2 3 2

2 2 3

2
2

4 2

H Fe O FeO H O
CO Fe O FeO CO
O FeO Fe O

+ → +
+ → +

+ →  
All three models use the same reaction kinetics provided 
by Abad et. al. (2011).  However, the set of equations and 
modelling approach used by all the three models are 
different.  The FLUENT model does not have a particle 
model, while the TU/e model has both a particle model 
and reactor model [7, 8].  However, the TU/e cyclic 
simulations presented by Spallina et. al. [18] were 
conducted without the use of a particle model (using an 
effectiveness factor approach with near unity value of 
effectiveness factor) for efficient computation. The next 
section describes the 1D Fluent model in brief.  
1D Fluent Model 
          The 1D FLUENT model uses an Eulerian-Eulerian 
multiphase flow modelling approach, where the two 
participating phases (gas and solids) are treated as inter-
penetrating continua or fluids. The mass, momentum, 
energy and species are conserved for each phase 
individually. Table 1 lists the conservation equations 
being solved by the FLUENT solver and the closure laws 
(Ergun drag model and multi-particle Ranz-Marshall heat 
transfer coefficient) used.  For maintaining the packed 
bed, the solid phase velocity is fixed to zero and the 
volume fraction of both solid and gas phase are also 
fixed.   
The reactor geometry comprises of a plane (0.3 m x 2.8 
m), which is spatially discretized only in axial direction 
(100 grid cells in axial direction) and has no radial space 
discretization. This enables for only the 1D effect to be 
solved. Grid independence was achieved for the 100 axial 
grid point employed.  The solutions have been obtained 
using a phase-coupled SIMPLE algorithm [17] for 
pressure-velocity coupling. The QUICK scheme [19] has 
been employed for convective terms discretization in all 
the equations and a 1st order implicit scheme temporal 
discretization has been used. The comparison of the three 
models is as below : 
           The three models (1D Fluent, 1D TU/e and 1D 
particle-reactor) have been compared for predicting the 
axial temperature profile (Figure 5) at the end of 
oxidation phase, at the end of reduction phase and at the 
end of heat removal phase in a cyclic operation. In 
addition, the reduction reaction front movement (Figure 
6) and the exit gas temperature in a cycle (Figure 7) are 
also compared.  

   

 

Figure 5 Verification - comparison of different 1D model 
in predicting the axial temperature profile at: (A) the end 
of oxidation phase, (B) at the end of reduction phase and 
(C) at the end of heat removal phase. 
 
Simulations have also been conducted to check the effect 
of diffusive resistances within the particle on the whole 
cyclic process. To make the particle effect of negligible, 
the 1D particle-reactor model has been simulated with 
high intra-particle gas species diffusivity and high 
external heat/mass transfer coefficients (see the results 
with legend 1DParticleReactor-neglectParticle in Figures 
8-11). The inclusion of the particle model has a 
significant impact.  The oxidation reaction front (towards 
reactor end in Figure 5A) and reduction reaction front (in 
Figure 5B) are more diffused with the particle effect on 
(legend named 1DParticleReactor) than without the 
particle effect (legend named 1DParticleReactor-
neglectParticle). This diffused front is caused by a 
reduction in the effective reaction rate due to inclusion of 
intra-pellet mass-transfer limitations with the particle. 
For this particular case, the diffusional resistance offered 
by the 3 mm spherical particles is high enough to have an 
impact on the cyclic reactor performance. For example, 
Figure 8 shows much earlier fuel slip in the model with 
intra-particle diffusive resistances activated than in the 
model without these resistances. Such fuel slip would 
require a significantly shorter fuel stage, thereby 
changing the overall cycle dynamic.  
This significant effect of intra-particle diffusion is 
expected because diffusivity of species lowers owing to 
the reduction in mean free path with increasing pressure, 
implying that diffusivity is low at the 20 bar operating 
pressure. The effective diffusivity in the particle after 
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accounting for the particle void fraction and tortuosity 
leads to a lower diffusion rate constant (around 1.3 s-1) 
for the 1.5mm radius particle. The Thiele modulus 
(diffusion time over reaction time) for the present 
condition is in the order of 100 due to the higher effective 
reaction rate constant. This implies that the process is 
mass transfer dominated and provides the theoretical 
basis for the observed results (as predicted by the 
inclusion of the particle model).  
Hence, the results with inclusion of the particle model 
give more dispersed profiles as compared to the 1D 
Fluent and 1D TU/e model results. The inclusion of the 
particle model in the 1D model helps to correctly identify 
the significant amount of fuel slip taking place during the 
reduction phase as seen in Figure 8, which will lead to 
more accurate reactor design and cycle-time predictions. 
However, the 1D particle-reactor model with neglected 
particle effect (legend named 1DParticleReactor-
neglectParticle) gives similar results as the 1D TU/e 
model and the 1D Fluent model.  
The oxidation phase temperature rise and the oxidation 
thermal front velocity predicted by these three models (in 
Figure 5A) are also quite similar but for some minor 
deviations. These minor deviations are acceptable and are 
caused by some minor differences in the material 
properties data (heat capacity as a function of 
temperature) and differences in the means of 
computation of heat of reaction. The TU/e model 
computes the heat of reaction using an input correlation 
of heat of reaction as a function of temperature, while the 
other two 1D models compute the heat of reaction from 
the input heat capacity data and standard enthalpy of 
formation.  
These three models also show good agreement on the 
location of the oxidation reaction front (Figure 5A) and 
the reduction reaction front (Figure 6). The oxidation 
reaction front is located towards the reactor end (seen in 
Figure 5A) as the results are compared at the end of the 
oxidation phase.  In Figure 6, the reduction reaction front 
is located mid-way of the reactor (as the results are 
compared after 150 s from start of the 300 s reduction 
phase).  The reaction front movement is independent of 
the reaction rate, but the slope of the front (sharp or 
diffused) is dependent upon reaction rate.  As mentioned 
earlier, the results of 1D particle-reactor model with 
particle effect neglected (legend named 
1DParticleReactor-neglectParticle) is closer to the 1D 
Fluent and 1D TU/e model (sharper reaction front) for 
both the oxidation and reduction reaction front. This is 
expected as both the 1D Fluent and 1D TU/e model do 
not include the effect of intra-particle diffusion. The 
comparison of thermal fronts predicted by the three 
models at the end of reduction (Figure 5B) and at the end 
of heat-removal (Figure 5C) shows some minor 
deviations within acceptable limit. As suggested earlier, 
these deviations are a result of uncertainty in exact 
closure data (heat capacity material properties) used by 
the TU/e model. The heat capacity data and heat of 
reaction data for a given material system predicted by 
different thermodynamic software packages and 
suggested in different material database handbooks may 
slightly differ from each other, resulting in this 
acceptable deviation.  
 

 
Figure 6 Verification - Comparison of different 1D models 
in predicting the reaction front velocity during the 
reduction phase (PR in the legend stands for our particle-
reactor model). 
  

 
Figure 7 Comparison of different 1D models in 
predicting the exit gas temperature dynamics in a cycle. 
(PR in the legend stands for our particle-reactor model). 
 
 

 
 
Figure 8. Effect of particle model on Fuel-slip: Outlet 
concentration of CO mole fraction at reactor exit during the 
reduction stage. 
 
This uncertainty in material property data also explains 
the deviation in the last segment of the exit gas 
temperature profile (Figure 7). However, all three models 
predict the same maximum outlet temperature (nearly 
1200 ºC) for a similar duration of time.  Despite the minor 
deviations caused by uncertainties regarding material 
property data, the present comparative results on axial 
temperature profile and solid conversion profile provide 
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a credible verification of the accuracy of the 1D-particle-
reactor model solver developed in this work. The next 
section covers in brief the performance and advantages 
of the proposed solver.  
   Regarding solver efficiency of 1D model, using 
100 grid points (for ensuring comparison with grid 
independent FLUENT results) and using very high 
tolerances (absolute tolerance of 1 x 10-6 and relative 
tolerance of 1 x 10-9), the 1D particle-reactor model takes 
4960 s (about 1.37 hrs) of computational time to simulate 
4550 s of cyclic reactor operation. The 4550 s of cyclic 
reactor operation corresponds to 5 cycles (5 x 910 s = 
4550 s). The results after 4 cycles are already compared 
and discussed in Figure 5-8. Figure 9 shows results from 
1D Fluent model. The 1D simulation was run on a 
desktop personal computer with 2.7GHz Intel® core™ 
i7-2620M CPU. With 70 grid points, this 1D model gives 
as accurate results as 100 grid points (nearly grid-
independent result), in computational time faster than 
real-time (i.e. the 4550 s of reactor operation is simulated 
in 3018 s of computational time). While with 20 grid 
points, the 4550 s cyclic reactor operation is simulated in 
just 520 s of computational time, but there is loss of 
accuracy owing to numerical diffusion (the fronts are 
more diffused).  Comparatively, when the FLUENT 
solver is run without any convergence criteria, then it is 
7 times faster than the 1D model with 100 grid points and 
ensures real-time operation (simulates 4500 s cycle in 
just 700 s of computational time).  However, the 1D 
Fluent model does not account for the particle effect. This 
ANSYS Fluent simulation is carried out on a server 
machine on a single processor (2.4GHz Intel® Xeon® E-
5645 CPU). With convergence criteria on (convergence 
criteria of 1 x 10-3 for all equations), the ANSYS 
FLUENT 13 solver (with 100 grid points) takes 19 hrs of 
to simulate the 4550 s cycle. However, the FLUENT 
solver has been able to capture the front movements in 
the cycle accurately with little loss of accuracy when run 
without any convergence control criteria.  The segregated 
solver in conjunction with Algebraic Multigrid method in 
ANSYS Fluent ensures efficient solution. However, the 
cost of ANSYS FLUENT licenses along with need for a 
server infrastructure makes it costly, while the present 1D 
model provides results as numerically accurate as 
FLUENT in a very cost-effective way. In addition, the 
proposed 1D model also simulates for the effect of intra-
particle diffusion and makes it physically more complete. 
Further, the implicit solver utilized makes the model 
computationally efficient for stiff kinetics.  It is not 
practically feasible to solve the stiff kinetics using 
explicit schemes as it requires very low time-steps (a fact 
tested using the explicit ode45 solvers in MATLAB®). 
The current implicit solver runs with an average time step 
of 1 x 10-3 s for the stiff kinetics as compared to 1 x 10-8 
s required by the explicit solver. Further, with increasing 
grid density, an explicit solver performance becomes 
much slower than the implicit solver. An explicit solver 
needs to lower the time-step to meet the Courant number 
criteria for stability, while an implicit solver is not limited 
by stability but will lower the time-step to meet accuracy 
(for increasing grid density). The present implicit solver 
thus ensures faster convergence.  
The choice of programming language also ensures faster 
solutions. The present Fortran-90 implementation makes 

the code much faster as Fortran-90 is a compiled 
scripting language. This 1D model implemented in 
Fortran-90 is two orders of magnitude faster than a 
similar implicit Matlab® solver (Matlab® being an 
interpreted scripting language takes longer time).  

   

 
Figure 9 shows the grid and geometry used for 1D Fluent 
and the location of reaction front and thermal front 
captured by it during the oxidation phase of the cycle.  
 
          Thus, both the validation and verification of the 
proposed multi-domain 1D particle-reactor model shows 
that it offers good numerical accuracy, is computationally 
efficient in solving systems with stiff kinetics, is 
physically complete as it simulates the particle effect, and 
is cost-effective  for practical operations.  

CONCLUSIONS 
                      The 1D multi-domain packed bed model is 

a combination of (1) a particle model for the radial 
distribution of chemical species and temperature within 
a catalyst particle and (2) a 1D reactor model for mass     

 and energy transport along the reactor. The 1D particle-
reactor model has been successfully validated against 
analytical solutions for (a) transient thermal behaviour of 
a fixed bed to a step-change in inlet feed temperature and 
for (b) maximum temperature rise and front movement 
during an exothermic oxidation stage in a packed bed 
chemical looping combustion process. The 1D model 
predicts similar results as the analytical models, thus 
giving confidence in its accuracy and usage. Further, the 
proposed 1D model is also successfully verified by 
comparing it with the popular commercial ANSYS 
FLUENT solver and a well-established 1D packed bed 
reactor model from the Eindhoven University of 
Technology. The models are compared for simulating a 
realistic 500kW cyclic chemical looping combustion 
process involving stiff redox kinetics over multiple 
cycles, wherein each cycle comprises of reduction phase, 
heat-removal phase, oxidation phase and purging phase. 
These process conditions serve as a very stringent test of 
the model's ability to accurately capture the thermal and 
chemical dynamics of packed bed reactors. The 
comparison reveals that the proposed model is able to 
accurately capture the thermal front and reaction front 
dynamics arising in the realistic 500kW cyclic PBCLC 
process. The proposed 1D model predicts similar results 
as the 1D FLUENT and 1D TU/E model when the 
particle effects are made negligible by using high 
transport coefficients. The comparison also highlights the 
need and significance of a particle model when the mass 
transfer limitation dominates, and thus successfully 
showcases the advantages with using the proposed 1D 
particle-reactor model.  The validated and verified 1D 

Inlet 
Outlet 
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model is also compared for the solver performance. The 
choice of an implicit multi-step backward differentiation 
formula makes the model computationally efficient while 
solving stiff reaction kinetics. Overall, the proposed 1D 
model is efficient and also physically more complete 
owing to the inclusion of a particle model. Hence, the 
proposed 1D particle-reactor model can help to design 
and operationalize all kinds of gas-solid packed bed 
reactions.  
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ABSTRACT
This paper deals with the modelling of steel melting process during
TIG welding operations on the nuclear power plants. The issue of
the quality assurance of welding operations on some components is
of great importance for the nuclear safety management. However,
there are many parameters involved in the process which makes
the uncertainty of the whole operation important. Moreover, some
repair operations make impossible the quality control of the final
weld bead. This is the case of one such a weld this study focus on.
A way to ensure the quality of such weld beads could be based on
the weld pool shape prediction by the numerical simulation. Thus,
giving the operating parameters such as arc energy distribution, the
flow simulation inside the weld pool could provide the information
on the final weld pool dimensions.

The model describing the metal flow during the welding process de-
veloped in this work is based on the classical MHD and the enthalpy
equations. Yet, the flow in the weld pool is mainly governed by vari-
able surface tension force, the phenomenon known as Marangoni
effect. The surface tension variation is in this case highly depen-
dent on the thermal and the surfactant concentration gradients. In
order to better evaluate this force, in this work, we present a new for-
mulation of transport-reaction equations for surfactant and relative
species in the molten steel. Moreover, this model takes into account
species chemical reaction and evaporation. This allows mass frac-
tions and gradients computation at the weld pool surface, and by
this mean a better prediction of the surface tension force in case of
variable chemical composition. The results of the simulations are
compared to experimental data on the weld pool dimensions.

Keywords: Surfactants and interface, CFD, Free surface flow,
MHD, Casting and solidification .

NOMENCLATURE

Greek Symbols
β Thermal expantion coefficient, [1/K]
Γs Excess of S concentration in solute, [kg·mol/m2]
γ Surface tension force, [N/m]
γ0

m Surface tension of a pure metal at Tf , [N/m]
ε Emissivity of the weld pool surface, [1]
η Yield of the TIG process, [1]
λ Thermal conductivity, [W/m·K]
µ Dynamic viscosity, [kg/ms]
µ0 Vacuum permeability, [V ·s/A·m]
ρ Mass density, [kg/m3]

ρre f Density of the steel at the liquidus temperature, [kg/m3]
σ Electrical conductivity, [Ohm ·m]
σSB Stefan-Boltzmann constant, [W/m2·K4]

Latin Symbols
A Magnetic potential, [V ·s/m]
Ã Thermal surface tension gradient for a pure material,

[N/(m·K)]
as Sulfur activity, [1]
B Magnetic field, [T ]
Cp Specific heat, [J/K]
c Vector of mass concentrations, [kg/m3]
cs Sulfur mass concentration, [kg/m3]
Di

j Diffusion coefficient of species i in solute j, [m2/s]

Di
0 Frequency factor for species i, [m2/s]

E Electric field, [V ]
Fb Buoyancy, [Pa/m]
fl Liquid fraction, [1]
g Gravity, [m/s2]
H Total enthalpy, [J].
∆ H Heat of adsorption, [J/(kg·mol)]
∆ HCr

S Partial molar enthalpy of Cr-S interaction, [J]
h Specific enthalpy, [J/kg]
h̃ Convective exchange coefficient, [W/m2·K]
I Current intensity, [A]
j Current density, [A/m2]
k Segregation entropy factor, [1]
n Outward nomal vector, [m]
PR Electric potential, [V ]
p Pressure, [Pa]
Qi Activation energy for i-species, [J/mol]
R Gas constant, [J/mol·K]
r Distance from heat source, [m]
rH Heat source dispersion, [m]
rJ Current source dispersion, [m]
Su

R Carman-Kozeny term, [Pa/m]
T Temperature, [K]
Tf Melting point, [K]
Tl Liquidus temperature, [K]
Tre f Reference temperature, [K]
Ts Solidus temperature, [K]
T0 Ambient temperature, [K]
t time, [s]
U Current tension, [V ]
u Fluid velocity, [m/s]
v Welding torch speed, [m/s]
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x Space coordinates vector, [m]
Yi i-species mass fraction, [1]

Sub/superscripts
Cr Chromium
Fe Iron
Mn Manganese
S Sulfur

INTRODUCTION

This paper is aimed at proposing a new modelling of reacting
metal flow formed in the weld pool during Tungsten Inert
Gas (TIG) welding operations. Welding being one of the
most used repair processes in nuclear engineering, the
quality assessment of weld beads appears to be one of the
important issues both from nuclear safety and industrial
costs points of view. For instance, we are interested in
reproducing numerically one such a weld found on French
nuclear power plants. This weld appears to be difficult to
control and reproduce experimentally due to local variations
in chemical composition of welded materials. Moreover,
the process make impossible the weld quality control upside
down the pieces so that some internal defects could remain
unrevealed. Till today, several experimental studies were
made in order to understand and reproduce the most critical
of those, but these attempts have been mostly unsuccessful.

An alternative approach to tackle this problem could be
based on the weld pool shape predictions using numerical
simulation tools. The model the most widely used to predict
the flow pattern in the weld pool is based on the unsteady
MHD equations taking into account the Marangoni effect
which consists in modelling the surface tension force as
a function of temperature and of surfactant concentration
on the weld pool surface (Belton, 1976; Heiple and Roper,
1982; Sahoo et al., 1988; McNallan and DebRoy, 1991;
Mills et al., 1998; Sampath and Zabaras, 2001).

However, these simulations were only successful in the
case of constant chemical composition. In fact, in most
practical situations, when two or more different materials
are welded, the local variation of the surfactant content
causes the modification of the flow characteristics, and an
important difference on the weld pool shape may appear.
This is for instance the case for sulfur which is known
to modify the surface tension of the molten steel. It was
found that the surface tension variation with the temperature
is non monotonous and highly dependent on the sulfur
concentration and its gradient. Moreover, the sulfur concen-
tration in the liquid steel varies with the time and with the
temperature since sulfur may create solid inclusions with
manganese. Therefore, an accurate evaluation of species
mass fractions in the unsteady metal flow is essential for
the correct prediction of the surface tension force in these
situations.

Thus, this paper presents the new transport-reaction equa-
tions of surfactant and relative species in the molten steel
together with the MHD and the enthalpy equations describ-
ing the flow in the weld pool. It takes into account sulfur
and manganese reversible chemical reaction and manganese
evaporation.

WELD POOL MODEL DESCRIPTION

Geometry and Mesh

We deal with two fitted steel plates each of size 80×40 mm2

and of thickness 2 mm put together, thus forming the whole
domain of dimensions 80 mm× 80 mm× 2 mm, Fig. 1. In
the figure, the red line shows the separation between pieces
by the plane y = 0.

Figure 1: Geometry and mesh of the domain, 2d-cut.

The mesh shown in Fig. 1 is orthogonal and composed of
1.4× 106 cells with the size of 1.25× 10−4 m in the finest
central square region of size 40×40 mm2.

Magnetohydrodynamics equations

The model is a system of incompressible Navier-Stokes and
Maxwell equations. For x ∈ R3, t > 0 and the state vector
(u, p,h,PR,A)t(x, t) we solve numerically :

Mass continuity equation :
∇(ρu) = 0, (1)
Momentum conservation :
∂(ρu)

∂t
+∇(ρu⊗u) =−∇ p+µ∆u+ j×B+Fb +Su

R, (2)

Speci f ic enthal py conservation :

∂(ρh)
∂t

+∇(ρuh) = ∇

(
λ

Cp
∇h
)
+ j ·E, (3)

Charge continuity equation :
∇(σ∇PR) = 0, (4)

Ampre′s circuital law :
∆A =−µ0j, (5)

with initial and boundary conditions detailed below. In
(1)-(5), u denotes the fluid velocity, p the total pressure,
h the specific enthalpy, PR the real part of the scalar elec-
tric potential and A the vector magnetic potential. The
thermodynamical properties of material are the density ρ,
the dynamic viscosity µ, the specific heat Cp, the thermal
conductivity λ and the electric conductivity σ, all varying as
functions of the temperature (Kim, 1975).

The source terms in the momentum equation (2) correspond
to the Laplace forces (expressed via the current density j
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and the magnetic field B), the buoyancy Fb and the Carman-
Kozeny term describing the velocity relaxation in the porous
media during the liquid-solid transition Su

R (Kozeny, 1927;
Carman, 1956). The buoyancy is expressed using Boussi-
nesq approximation:

Fb = ρre f [1−β(T )(T −Tre f )]g, (6)

with β the thermal expansion coefficient, Tre f the liquidus
temperature of the steel, ρre f the density of the steel at Tre f
and g the gravity. In the enthalpy conservation equation (3),
the rhs term j ·E represents the Joule effect, E denoting the
electric field.
The form of equations (4), (5) is based on two assumptions:
the fluid is supposed electrically neutral; the electric and
magnetic fields are quasi stationary. Using the simplified
Ohm’s law: j = σE, the system (1)-(5) is completed by the
following relations:

E =−∇ PR,

B = rot A.
(7)

Initial conditions

We fix the initial difference of the electric potential between
the electrodes U = 11 V as well as the current intensity
I = 135 A, thus giving the initial values to PR and A.
At t = 0, we consider the workpiece in a solid state at
ambient temperature T0 = 300 K, and atmospheric pres-
sure, p0 = 101325 Pa. Then, the corresponding values of
other properties for these values of pressure and tempera-
ture are : ρ0 = 7500 kg/m3, Cp,0 = 602 J K−1 kg−1 et u0 = 0.

Boundary conditions

The boundary conditions will be only detailed for the top
(heated) surface of the plates. On the other boundary faces
the default wall boundary conditions are fixed. Moreover, in
practice there is no mass or momentum flux on these sides
since they remain always in solid state.

• Pressure: ∂P/∂n = 0.

• Velocity: We fix u.n = 0 and add a flux related to the
weld pool surface tension variation, the surface tension
γ(c,T ) being a function of the temperature T and of the
chemical concentration of species composing the steel
c (Belton, 1976):

µ
∂u
∂n

= fl ·∑
i

∂γ(c,T )
∂ci

·∇ ci + fl ·
∂γ(c,T )

∂T
·∇ T. (8)

with the liquid fraction fl , defined as follows:

fl =


1, T > Tl ,

(T −Ts)/(Tl−Ts), Ts ≤ T ≤ Tl ,

0, T < Ts.

(9)

Among several surface active species which may be
found in the steel during melting, sulfur is one that may
be beforehand quantified since it is introduced in the
steel during steel making process. It is also known to
modify to a great extent the surface tension of binary
Fe-S alloys (Heiple and Roper, 1982).

The most general expression of the surface tension force
of the liquid metal containing surface active inclusions

(for instance, sulfur) and varying with temperature is
given by (Belton, 1976; Heiple and Roper, 1982; Sahoo
et al., 1988):

γ(cs,T ) = γ
0
m− Ã(T −Tm)−RT Γsln [1+Kas] , [N/m]

(10)
with

K = ke−∆H/RT , (11)

and with γ0
m the surface tension of a pure metal at Tf

(with no inclusions), Ã the opposite of ∂γ(cs,T )/∂T for
a pure material (without surface active inclusions), Γs
the excess of sulfur concentration in solute, R the gas
constant, k the segregation entropy, ∆H the heat of ad-
sorption and as the sulfur activity.
Then, considering a more recent work (McNallan and
DebRoy, 1991) which takes into account S-Cr interac-
tion in liquid steel, the expression of the surface tension
gradients induced by temperature and by sulfur concen-
tration are written in the following form :

∂γ(cs,T )
∂T

=−A−RΓs

[
ln(1+Kas)+

Kas

1+Kas

∆H−∆HCr
S

RT

]
,

∂γ(cs,T )
∂cs

=− RT KΓs

1+Kas
(12)

with

as = 10eCr
S [pct Cr] · [pct S], (13)

eCr
S =−94.2/T +0.0396 (14)

and with ∆HCr
S the partial molar enthalpy of Cr-S inter-

action in solute:

∆HCr
S =−94.2R[pct Cr] ln10. (15)

Expression (8) describes the phenomenon known as the
Marangoni effect which consists in the mass transfer
along an interface between two fluids due to surface ten-
sion gradient. The latter is one of the most important
forces acting in the weld pool.

• Enthalpy: The enthalpy flux fixed on the top surface
is composed of the Gaussian-distributed heat source,
radiative and convective heat exchange contributions
moving with the torch speed in the x-direction:

λ

Cp

∂h
∂n

=
ηUI
2πr2

H
exp
(
− r2

2r2
H

)
+εσSB(T 4−T 4

0 )+h(T−T0),

(16)
with rH the heat source dispersion, I the current inten-
sity, U the current tension, η the yield of the process,
σSB = 5.67× 10−8 W m−2 K−4 the Stefan-Boltzmann
constant, ε = 0.5 the emissivity of the weld pool sur-
face, T0 = 300 K the ambient temperature and h =
15 W m−2 K−1 the convective exchange coefficient.

• Scalar electric potential and vector magnetic potential:

σ
∂PR

∂n
=

I
2πr2

J
exp
(
− r2

2r2
J

)
,

1
µ0

∂A
∂n

= 0.
(17)

For the sake of simplicity, we assume the current source
dispersion rJ = rH .
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Species transport-reaction equations

Since the surface tension gradients (12) are highly depen-
dent on the sulfur concentration in the weld pool, it is es-
sential to know the sulfur concentration at each time and po-
sition in the weld pool. Thus, in this section we detail the
transport-reaction equations of the surface-active and related
species. For instance, it is well known that Manganese addi-
tion is used in steel making processes to capture sulfur par-
ticles in order to prevent the steel from hot cracking during
manufacturing. In fact, free-state sulfur atoms induce steel
liquefaction by forming liquid inclusions with Fe:

Fe+S→ FeS (18)

which are characterized by an extremely low melting point:
Tf (FeS) = 1261 K, thus reducing the melting point of the
steel alloy. This may result in hot cracking defects.

To overcome this problem, desulfurization agents such as
Manganese (Mn) are added in the steel during melting which
allows the liquid inclusions FeS to be replaced by solid inclu-
sions MnS with a higher melting point, Tf (MnS) = 1893 K:

Tf (MnS)> Tf (FeS).

Therefore, in the present work, we are interested in mod-
elling the following species-related phenomena:

• The sulfur content in the steel is limited to 0.03%
weighted percent, and the Manganese content to 2%.

• The chemical reaction between sulfur in solute and
Manganese to form MnS takes place during cooling at
Treac = 1853 K :

FeS+Mn→MnS+Fe. (19)

Since this reaction takes place at the temperature be-
low the MnS melting point, it results in solid inclusions
in liquid steel. These inclusions are created in the re-
gion with the appropriate temperature level and espe-
cially during the solidification.

• Manganese evaporation which takes place at temper-
atures T > 2000K depending on the saturation pressure
and boiling temperature (Pischke, 1994).

• Diffusion coefficients of species dependent on the
chemical composition of the steel are rather difficult to
determine at high temperatures. They are generally ex-
pressed as:

Di
304L(T ) = Di

0e(−Qi/RT ) [m2/s], (20)

with Di
0 the frequency factor and Qi activation energy.

Following some references (Potard, 1972; Chybanova,
2000), we found the following expressions of these co-
efficients for sulfur and Manganese:

DS
0 = 2.33×10−7 m2/s et QS = 52200 J/mol,

DMn
0 = 3.85×10−7 m2/s et QMn = 69500 J/mol.

(21)

• Thermophoresis (Soret effect). Considering Lewis
number which gives the rate of the thermal diffusion to
the mass diffusion is high enough, Le(T )≈ 102 as well

as Prandtl number which gives the rate of the momen-
tum diffusivity to the thermal diffusivity, Pr(T )≈ 0.05,
it seems that the thermophoresis is an important phe-
nomenon to be taken into account. It mainly depends on
the thermal gradient referred to the domain size. How-
ever, the definition of the thermo diffusion coefficient in
the liquid metal seems quite complicated, since most of-
ten found expressions are based on gas theory and never
for high temperature liquid (Talbot et al., 1980; Alam
et al., 2009).

In generalized form, the transport-reaction equation of Yi
species (S, Mn) is written :

∂t(ρYi)+∇(ρuYi)−∇

(
ρDYi

304L∇Yi

)
= ∇

[(
DYi

th
∇T
T

)
ρYi

]
−K(T )ρYiYj +SYi

evap, with K = K0e(−
Ea
RT )

(22)
with Yi the i-species mass fraction, Yi ∈ [0,1], DYi

304L the
mass diffusion coefficient of the i-species in the alloy (20),
DYi

th the thermophoretic diffusion coefficient of the i-species,
K(T ) the rate constant for a bimolecular phase reaction,
SYi

evap evaporation source term involved in Mn equation only.
Moreover, we note that the MnS chemical reaction takes
place at T = 1853 K. Then, the enthalpy equation in (1)-(5)
is modified to take into account these contributions: the
concentration gradients, the latent heat of evaporation and
chemical reaction contribution (though, in this case MnS
reaction is isothermal).

Equations (22) together with system (1)-(5), (7) with initial
and boundary conditions described in the previous section
allow a more physical modelling of the surface tension vari-
ations (8) in the case of important thermal and concentration
gradients.

RESULTS

The simulations were performed with Code_Saturne open
source CFD software developed by EDF (Archambeau
et al., 2004). It is devoted to unsteady single phase
simulations with complex reactive physics, turbulence
and scalar transport. It is mainly based on the pressure
correction algorithm and uses the finite volume numerical
schemes. For more detailed presentation, the reader is
referred to the technical documentation available online,
http://code-saturne.org.

Given the welding parameters :

• the initial difference of the electric potential U = 11 V ,

• the current intensity I = 135 A,

• the welding torch speed v = 16.3 cm/min,

as well as the geometry and the mesh described in “Ge-
ometry and Mesh“ section (Fig. 1) with the cell size of
1.25× 10−4 m and the time step ∆t = 10−3 s, we present
here some results coming from weld pool simulations of a
practical welding operation used as a validation test case.
The pieces to be welded include a discontinuity of the
chemical composition which corresponds for instance to
an initial discontinuity in sulfur content as shown in Fig.
2, 3 with Low sulfur content of 0.0008 wt% (blue) and
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High sulfur content of 0.005 wt% (red). In this example,
High sulfur material represents the filler metal often used in
welding operations to improve the weld pool penetration.

Figure 2: The sulfur mass fraction presenting a discontinuity (the
filler metal) at t = 0 s, top surface view, z = 0.002.

Figure 3: The sulfur mass fraction presenting a discontinuity (the
filler metal) at t = 0 s, x = 0 cut.

The results presented in Fig.4 - Fig.9 show the velocity,
pressure, temperature and surface tension gradient wrt the
temperature approximations as well as the spatial distri-
bution of the sulfur mass fraction in the weld pool at the
stationary state. We can see that the negative values of
the surface tension gradient wrt the temperature imply the
outward fluid velocities on the top surface which result in
more spreading weld pool.

We’ve also performed a sensitivity analysis of the results on
the mean sulfur content in the weld pool. It appeared that
the external weld pool width is decreasing with a growing
sulfur concentration and that at the same time, the internal
width is increasing for the sulfur content above 0.006 wt%.
This is a quite relevant conclusion which reflects the correct
treatment of the surface tension variation with sulfur content.
In fact, the surface tension force on the weld pool surface is
known to decrease with an increasing sulfur concentration.
Moreover, the surface tension gradient wrt the temperature
changes the sign when the sulfur concentration exceeds
0.005 wt%. Thus, the flow direction in the weld pool turns
opposite : we expect to have a more penetrating weld pool
for high sulfur concentration versus a more spreading one
for low sulfur content (Heiple and Roper, 1982; McNallan
and DebRoy, 1991).

Then, Figures 10 and 11 show the final weld pool shape in
a stationary state whose dimensions (external and internal
widths) are highly dependent on the initial sulfur content.
We compare these dimensions with the experimental data
provided by operating company for a welding operation
performed in the same operating conditions. We note that

Figure 4: The fluid velocity in the stationary regime, top surface
view with z = 0.002.

Figure 5: The pressure approximation in the stationary regime, top
surface view with z = 0.002.

Figure 6: The temperature approximation in the stationary regime,
top surface view with z = 0.002.

the data on the weld pool dimensions obtained in this case
are in quite good agreement (Table1).
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Figure 7: The surface tension gradient induced by temperature in
the stationary regime, top surface view with z = 0.002.

Figure 8: The sulfur mass fraction in the stationary regime, top sur-
face view with z = 0.002.

Figure 9: The sulfur mass fraction in the stationary regime, x =
0.005 cut.

Table 1: Comparison of weld pool dimensions

Simulation Measurement
External width (mm) 8.4 8.2
Internal width (mm) 4.26 4.5

CONCLUSION

Based on a practical case of a welding operation, we have in-
troduced in this paper a new transport - reaction equations for
surface active and related species which are involved in the
surface tension modelling when studying welding and metal
melting processes. This modelling is new and offers a tool
for the unsteady quantification of the sulfur content in the
molten steel all along the welding operation and the solidifi-
cation. It takes into account sulfur and manganese chemical
reaction, temperature dependent mass diffusion, manganese
evaporation and thermophoresis. Moreover, the surface ten-

Figure 10: Final weld bead shape, top surface view with z = 0.002.

Figure 11: Final weld bead shape, x = 0.005 cut.

sion law accounts for sulfur and chromium interaction, which
influences the sulfur surface activity. Some sensitivity analy-
sis has also been made to study the global effect of the sulfur
content on the weld pool dimensions. The numerical results
obtained with these simulations are in good agreement with
the experimental data, the conclusion which allows to vali-
date both the modelling and the numerical approach for the
present case.
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ABSTRACT
Bubbly flows are omnipresent in most industrial processes. Often
the intended use of such processes is to facilitate efficient mass and
heat transfer for reactive flows. Mass and heat transfer coupled with
fluid flow in gas-liquid systems gives rise to multiscale transport
phenomena. Because of large Schmidt and (possibly) Prandtl num-
bers in the liquid phase the concentration and temperature bound-
ary layers are much thinner than the momentum boundary layers.
When using fully resolved CFD modeling on an uniform grid, these
small scales would demand an overall refinement which requires an
immense computational effort. Here, however, a hybrid mesh ap-
proach is used which couples a fixed Cartesian grid for the hydro-
dynamics and a tree structure based mesh, which can be adaptively
refined for heat and mass transfer. Tree based adaptive refinements
commonly suffer from low order accurate numerical schemes. A
higher order finite volume scheme on a parallel tree data structure
for solving the convection-diffusion equation has been implemented
using an implicit formulation. The resulting set of linear algebraic
equation are then solved with AMG class of matrix solvers. This
approach presents a solution to resolve the fine boundary layers of
scalar transport for realistic range of Schmidt and Prandtl numbers.
The present study will demonstrate the robustness of this frame-
work to capture sharp boundary layers in fairly simple analytical
flow fields. A detailed comparison is performed with overall refined
simulations on multi core parallel architectures.

Keywords: adaptive grids, fully resolved simulation, boundary
layer, multiscale transport, heat and mass transfer .

NOMENCLATURE

Greek Symbols
ρ Mass density, [kg/m3]
µ Dynamic viscosity, [kg/ms]
φ General scalar, [−]

Latin Symbols
Sc Schmidt Number, [−]
Pr Prandtl Number, [−]
h Cell size, [−]
L Cell level, [−]
Li Error norms, [−]
p Pressure, [Pa].
u Velocity, [m/s].
V Volume of cell, [m3].
a Area of cell face, [m2].
c Concentration, [mol/L]

T Temperature, [◦C,◦K]
C Cell, [−]

Sub/superscripts
d Direction.
f Face centre.
n Time step.
i Index i.
j Index j.
1,2,∞ Type of error norm.

INTRODUCTION

Bubble columns are one of the widely used and very inter-
esting processing units for contacting gas-liquid flows in the
chemical industry. In these bubble columns the gas phase
is dispersed in the continuous liquid phase. The rising bub-
bles increase the mixing of the liquid phase thus providing
improved mass and heat transfer properties. In spite of the
simple structure of bubble columns, the physical phenomena
occurring at the gas liquid interface is still not completely
understood. Therefore, the design of the columns is mainly
based on experimental data and empirical or semi-empirical
correlations. To improve the design of bubble columns, a
deeper understanding of the physics is necessary.
Due to the increase of computational power, it is possible to
simulate many flow situations using direct numerical simu-
lation (DNS), which simulates the flow based solely on first
principles. Although, the methods to determine the hydro-
dynamics of multiphase flows are well known, adding new
physics i.e. mass transfer, heat effects or chemical reaction
still are faced with a lot of challenges. The challenges occur
due to the multitude of length scales and time scales these
phenomena posses. From the dimensionless numbers which
describe these phenomena, such as Schmidt (Sc) number in
case of mass transfer and Prandtl (Pr) number in case of
heat transfer, it can be determined that the boundary layers
in many industrial cases can vary by several orders of mag-
nitude. For example, in case of mass transfer from a bub-
ble to liquid, the mass diffusivity is generally at least two to
three orders of magnitude smaller than momentum diffusiv-
ity. This condition enforces a constraint on the mesh resolu-
tion and the time step required for sufficiently resolving mass
transfer boundary layer at the bubble interface thus increas-
ing the computational cost.
Several different methods can be used to enable the compu-
tation of all of these different length and time scales. First of
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all the overall mesh can be refined (Darmana et al., 2006;
Roghair et al., 2016). However, the overall mesh refine-
ment leads to billions of cells to solve boundary layer prob-
lems corresponding to realistic Sc (Sc ∼ 103). This requires
a lot of computational effort therefore, leading to limita-
tion of simulating systems which have very modest Sc num-
bers ( 1 . Sc . 10). Secondly the boundary layer can be
approximated by using subgrid scale models (Aboulhasan-
zadeh et al., 2012; Gründing et al., 2016), which are based
on self similar solutions corresponding to the mass boundary
layer. However, in industrial reactors, the flow patterns are
complex due to frequent bubble-bubble interactions, which
significantly affect the bubble hydrodynamics and thereby in-
fluencing the interfacial mass transfer. In such dense bubbly
flow regimes validity of overly simplistic boundary layer as-
sumptions is not well established. Finally, the mesh could
be adapted according to the local gradients in scalar field
(Deising et al., 2016). Adaptive mesh refinement (AMR) has
its own set of computational challenges specific to different
methods of mesh refinement. It’s one of the advanced re-
search areas in CFD as many well formulated methods which
work on simple Cartesian grids cannot be simply extended to
adaptive meshes.
Among many different AMR strategies, notable are block
structured AMR, overset or Chimera grids, tree based AMR
etc. For non deformable interfaces, a Chimera or overset grid
presents a plausible solution to resolve the boundary layer.
For interfaces which are deformable such as those occurring
in bubbly flows and for an optimal mesh count, a tree based
grid adaption is well suited. Tree based AMR also suffers
from some limitations such as efficient data structures, par-
allelization, load balancing using graph partitioning methods
and efficient matrix solvers. It is important to note the third
limitation pertaining to matrix solvers is more stringent, as
the linear system of equations on such adaptive grids leads
to unsymmetric matrices which are computationally expen-
sive to solve. Algebraic multigrid class of matrix solvers are
suited for such systems which, if combined with paralleliza-
tion can give a performance improvement. In any CFD cal-
culations, most of the time is spent on solving the Poisson
problem arising from the incompressibility constraint on the
momentum equation. Solving it becomes even more diffi-
cult for multiphase flows with high density ratios such as air-
water system. AMR grids based on a dynamic data structure
such as quadtree or octree are considerably slower for the
same grid count because of issues related to dynamic mem-
ory layout and reduced vectorization in comparison to array
based data structures which are used for Cartesian grids.
To circumvent this problem, a novel hybrid grid based
method is proposed for fully resolved multiscale transport
on adaptive grids. The essence of the idea is to only solve
the scalar transport equations on the AMR grid while solving
the hydrodynamics on the Cartesian grid. The methodology
and implementation of a general scalar convection diffusion
equation on parallel adaptive mesh refined grids is described
in later sections. The resulting convection diffusion solver is
verified and validated with model test cases. Also, a method-
ology is presented to encode a staggered velocity field onto
an AMR grid, which can then be used to fetch velocity values
from a staggered Cartesian hydrodynamics grid. A diver-
gence free interpolation is also presented, for interpolating
velocity values during mesh refinement on to the finer grid.

MODEL DESCRIPTION

Spatial Discretization

Generally, a flow domain can be represented in the form of
control volumes which are square in 2D (or a cube in 3D).
These square (or cubic) meshes are adapted using a quadtree
(or octtree) data structure which also finds its use in image
processing & computer graphics (Popinet, 2003). Figure 1
depicts a representation of such discretization in case of a
2D tree. Each control volume is called as a cell and can have
4 descendants (8 in case of 3D) called children, in which
case, the cell is called as parent of these children. A cell
which has no parent cell is called as the root cell while cells
which do not have any children are called as leaf cells. The
length of any cell edge is denoted by h. The level of a cell
is defined with the root cell as reference 0 and children be-
ing one level higher than the parents. The spatial discretiza-
tion in the form of quadtree needs to satisfy 2:1 balance con-
straint, which states that adjacent cells’ levels must not differ
by more than one i.e. a maximum one hanging node is pos-
sible at any cell face. This constraint restricts the number
of possible cases which in a way helps in devising efficient
numerical schemes on such spatial discretization.

Figure 1: Schematic diagram of quadtree spacial discretization.

Governing Equations

The generalised scalar convection-diffusion equation along
with the Navier Strokes equation can be written as :

Scalar Convection Diffusion Equation

∂φ

∂t
+u ·∇φ = D∇

2
φ+Fs (1)

Navier-Stokes Equation

ρ
∂u
∂t

+ρ∇ ·(uu) =−∇p+ρg+∇ ·µ(∇u+(∇u)T )+Fσ (2)

Continuity Equation
∇ ·u = 0 (3)

Although, the Navier-Stokes equations are solved on a regu-
lar Cartesian grid, the scalar transport equations are solved on
a grid that can be adaptively refined as the solution proceeds
in time. Here φ can be any generalized scalar such as the
concentration or the temperature. For the accurate represen-
tation of the velocity field on this grid, a Cartesian grid which
is sufficiently fine to resolve the hydrodynamics of multi-
phase flows is used. Generally the hydrodynamic bound-
ary layer, can be resolved accurately with a coarser grid in
comparison to mass transfer boundary layer. Also, solving a
Poisson problem to meet the incompressibility criterion es-
pecially in case of multiphase flows with high density ratios
is the most time consuming task amongst the whole solu-
tion time. Hence, solving only the scalar transport equations
on an AMR grid leads to a decrease in computational effort
compared to a situation where the hydrodynamics and scalar
transport are both solved on the same grid. Finally, a Carte-
sian grid results in symmetric matrices forming the system
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of linear algebraic equations which can then be solved with
robust matrix solvers with efficient vectorization and paral-
lelization.

Convection

The unsteady convection part of the problem can be written
as follows:

∂φ

∂t
+∇ · (uφ) = 0 (4)

The above equation can be discretized using finite volume
technique, resulting into

φ
n+1 = φ

n +
∆t
∆V

( ∑
f aces

u f
n+1

φ
n
f h2) (5)

The convection of a scalar can be numerically resolved using
upwind class of methods which have good transport proper-
ties. For an adaptive grid based on a 2:1 balanced tree data
structure, in combination with a first order method, two cases
on a cell face can occur either both of the sides are at the same
level or else there is a hanging node at the face resulting from
level difference on either side (see figure 2). For a conven-
tional Cartesian grid the convective flux at face center can be
obtained for an upwind scheme, by the upwinded value of
scalar at the face given as φ f = φ whereas, in case of face
with a hanging node, the upwinded scalar in each subface,
φ f 1 and φ f 2 is calculated first and is then averaged to obtain
the upwinded scalar viz. φ f = (φ f 1 +φ f 2)/2. The flux can
then be estimated assuming that the value of velocity at the
face is known apriori.

u > 0

C

φ

Nd

φdφf

u > 0

C

φc1

φc2

φf1

φf2

φf

Nd

φd

(a) (b)

Figure 2: Upwind method on quadtree (a) both cells are at same
level (b) neighbor is not a leaf cell.

Diffusion

The unsteady state diffusion part of the problem can be writ-
ten as:

∂φ

∂t
= ∇ · (D∇φ)+Sφ (6)

When equation 6 is discretized using a semi-implicit scheme,
equation 7 will be obtained.

φn+1−φn

∆t
∆V = (1−β)∇ · (Dn

∇φ
n)+β∇ · (Dn+1

∇φ
n+1)+Sn

φ

(7)

To calculate the diffusive flux at each face, a numerical es-
timation of the gradient of the scalar has to be determined
at the cell face. For conventional Cartesian grid, this is nor-
mally done by central differencing, which is second order ac-
curate for cells of same size. However, when this scheme is
applied for cell face with a hanging node , the scheme is first

order accurate instead of second order accurate. This type of
differencing would result in schemes with inconsistent order
of convergence, across the whole domain. To circumvent this
problem, one needs to specifically look for schemes which
are overall second order accurate. In this paper, a scheme is
implemented which is overall second order accurate for the
Laplacian operator in space. To verify the implementation
of the Laplacian operator, the order of convergence is stud-
ied and compared with Gerris flow solver (Popinet, 2003),
which uses the same discretization scheme for the pressure
Poisson equation.
To enable the calculation of the transport via diffusion, the
gradient at the face centers should be discretized. While this
is trivial on a regular Cartesian grid, this is more difficult
within the adaptive framework. In practice, only three cases
are possible for the construction of face centered gradients
for a cell C with a neighbor Nd in the direction d (see fig-
ure 3).

(I) Nd is at the same level and is a leaf cell

(II) Nd is at a lower level than the cell C, or double the size
of cell C

(III) Nd is at a higher level than the cell C, or half the size of
cell C

C C CNd

∇f
dφ

Nd

∇f
dφ

Nd

∇f
dφ

(I) (II) (III)

Figure 3: Different cases while calculating gradient at faces.

In case of (I) the stencil reduces down to a conventional
Cartesian grid and thus one can write the simple centered
difference discretization. In case of (II) a second order poly-
nomial is fitted passing through the cell, C, the neighbor Nd
and the opposite cell φ̂d . Using the slope of the polynomial at
the examined interface, the gradient at the face center can be
calculated. Based on the configuration of the opposite cell,
two subcases can arise due to 2:1 balanced tree: an undivided
leaf cell at the same level of cell C or a parent cell with 4 leaf
cells (8 in 3D). With the definition of φ6 and φ7 from figure 4,
the expression for, respectively, an undivided and divided left
neighbor are:

h∇
f
dφ =−φ

3
− φ̂d

5
+

8
15

φ6 (8)

h∇
f
dφ =−2

9
φ− 8

27
φ7 +

14
27

φ6 (9)

However as shown in figure 4, φ6 should also be interpolated
from the values of scalar in the cells neighboring the neigh-
bor Nd , in the perpendicular direction to d (N̂⊥d and N⊥d)
leading to more cases which needs to be included in an effi-
cient fashion (Popinet, 2003). A sample case is shown in fig-
ure 4. Additional issues arise when extending to 3D because
the two perpendicular that needs to be traversed to obtain the
value of φ6 are non-intersecting unlike the case in 2D. The
details of this have been left out of the scope of this paper.
In case (III), Nd is at the same level but not a leaf cell. In this
case the gradient at the face is constructed as the average of
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C

Nd

N̂⊥d

N⊥d

φ6φφ7

φ4

φ3

Figure 4: Sample stencil for face centered gradient calculation in
case where φ̂d , N̂⊥d and N⊥d is not a leaf cell.

the gradients constructed from the children cells of Nd which
share the face with the cell C. These gradients can then be
computed by following the same scheme as case (II).
The resulting set of simultaneous linear equations resulting
from this discretization of the Laplace operator is solved us-
ing robust matrix solver based on algebraic multigrid (AMG)
method. Specifically, an open source library called HYPRE
(Falgout and Yang, 2002) is used to solve the resultant equa-
tions using the boomerAMG module. The solver scales to
103 number of processors based on the MPI model and uses
parallel graph partitioning methods for load balancing. The
base framework used for implementation of the code is an
open source library which provides efficient parallel tree data
structure, called p4est (Burstedde et al., 2011).

Boundary Conditions

At the domain boundary, both Dirichlet and Neumann
boundary conditions can be applied with second order ac-
curacy. For case (I) a ghost cell based approach is used to
enforce Dirichlet boundary condition for the cell face at the
boundary. For cases (II) and (III) where the value is inter-
polated in case Nd is a boundary cell, a ghost cell across the
boundary face is created. This cell is of the same size of the
neighbor cell Nd leaving only two possibilities in each case
and thus resulting 4 additional stencils in 2D.

Staggered Velocity Field

The velocity needed to calculate the convective fluxes of the
scalar is only known on the hydrodynamics mesh. The ve-
locities are, however, needed on the smaller adaptive grid for
the scalar transport. Hence, to obtain the values of veloc-

ity on the adaptive grid, the velocity should be transferred
to the adaptive grid. Generally in an unstructured grid data
structures, it is a common practice to encode all the possible
state variables at a collocated grid, but the in house hydro-
dynamics code for gas-liquid interfaces has been developed
on a staggered grid framework. The used staggered arrange-
ment is beneficial for the upwind advection scheme used for
the convection. To ensure a divergence free field a piecewise
linear interpolation method is used to interpolate the veloc-
ity field (Roghair et al., 2016). The interpolation can be vi-
sualized in figure 5. For example, the velocity field in the
x-direction is calculated using the following set of equations:

ux
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4
= ux

i, j+ 1
4
=

ux
i− 1

2 , j
+ux

i+ 1
2 , j

2
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i− 1
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4
= ux

i− 1
2 , j
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4
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4
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2 , j
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Figure 5: Staggered velocity interpolation.

Results

Convection

To test the implementation of the convection of scalar, a blob
of a material is advected through a steady shear-free velocity
field. To ensure the problem is a pure convection problem,
diffusivity is set to zero. Typically the blob is given a con-
ical distribution. The 2D transport equation for a scalar φ

is solved over a unit square centered at the origin, domain
boundaries being x = ±0.5 and y = ±0.5. The initial scalar
distribution is prescribed to be zero except within a region of
conical blob located with center at (0,0) and radius r = 0.1,
where the distribution of φ is given as sin2((π/2)(1− r

0.1 ).
The test was carried out for two values of velocities viz.
u = 1,v = 0 and u = 1,v = 1. Figure 6 shows two snapshots
for an inclined flow profile (a), and a parallel flow field (b).
As with any other first order upwind method, this method
suffers in principle from artificial diffusion, however here,
the numerical diffusion is very small because of adaptive
grids. In the test case with inclined flow field, a 94% reduc-
tion in grid requirements in adaptive framework (limited to
maximum refinement of 10) was observed in comparison to
a Cartesian grid at 10 levels of refinement(22×10 = 1048576
grid cells) for the same numerical diffusion. The time step
for advection is chosen in such a way that the CFL Number
( umax∆t/∆xmin ) is always less than 0.5, where ∆xmin is the
cell size of the smallest quadrant in the domain and umax is
the maximum velocity in the domain.

712



Multiscale Approach To Fully Resolved Boundary Layers Using Adaptive Grids/ 104

Figure 6: Convection of Scalar in (a) inclined flow field (solution),
(b) parallel flow field (grid)

Diffusion

To test the implementation of the transport of scalar diffu-
sion, the heat conduction equation on a rectangular slab of
length, L and width, W is simulated. The slab is exposed
to Dirichlet boundary conditions on all boundaries. In this
test case, the top surface is maintained at 100 ◦C while the
rest of the boundaries are maintained at 0 ◦C. The analytical
solution of this steady state problem in terms of non dimen-
sionalised temperature, θ is given by Equation 13.

θ(x,y) =
2
π

∞

∑
n=1

(−1)n+1 +1
n

sin
nπx
L

sinh(nπy/L)
sinh(nπW/L)

(13)

Figure 7 shows the contour lines of the non-dimensionalised
temperature and a comparison with this analytical solution.
The L1, L2 and L∞ error norms for the test problem were
obtained to be 1.60e-05, 2.60e-4 and 0.022 respectively.

Figure 7: Heat Conduction in a Slab : Contour lines of dimension-
less temperature in adaptive grid with analytical solution.

To ascertain the second order convergence of the Laplace
operator, a convergence test is performed on Cartesian and
adaptive grids. In this test a pressure Poisson equation is
solved on a unit square domain centered around origin. The
divergence of the intermediate velocity field is given by equa-
tion 14. When k = l = 3, the analytical solution is given by
the pressure field of equation 15 using Neumann boundary
conditions on all sides. κ in equation 15, is an arbitrary con-
stant which in this case is the average value of the computed
pressure over the entire domain.

∇ ·U∗∗(x,y) =−π
2(k2 + l2)sin(πkx)sin(πly) (14)

φ(x,y) = sin(πkx)sin(πly)+κ (15)

The initial guess for the pressure field is a constant field. The
problem is solved for two different domains: a domain at
the Lth level of refinement (figure 8(a)) and the same domain
with a circular patch of radius, R = 0.25 which is at (L+2)th

level of refinement (figure 8(b)). To estimate the order of
convergence, the problem is solved for different levels of re-
finement, L ranging from 3 to 10. For each simulation case,
the volume (area in 2D) weighted norm of the error, ||ae|| is
shown in figure 9. The figure shows that the order of conver-
gence is indeed two.

Figure 8: Domain for test case of Poisson equation (a) Cartesian
grid (L = 7) (b) Grid used for evaluation of coarse/fine
gradient operator (L = 7).

(a) (b)

Figure 9: Order of convergence test showing error norms for (a)
Cartesian grid (b) Adaptive grid

Staggered Velocity Interpolation

For testing of staggered grid velocity interpolation, the grid
was initiated with a divergence free analytical flow field at
each face center. The velocity profile considered is given by
Equation 16.

uuu(x,y,z) = (0,−2sin2(πy)sin(πz)cos(πz),

2sin2(πz)sin(πy)cos(πy)) (16)

The simulation is started at different level of refinements
(3rd − 11th level). Figure 10 shows the error with respect to
the analytical solution after the interpolation of the velocity
field. Because the initial level of refinement influences the
error in the interpolated solution, the figure shows the error
with respect to the level at which the original solution was
created. Figure 11 shows a velocity vector plot for the re-
fined grid at level 10 obtained from the initiated grid at level
8. The divergence has also been quantified in each of these
refinement operations and was indeed found to be accurate
to machine precision, i.e. 10−15 and 10−16.
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Figure 10: Error norms and divergence for staggered grid interpo-
lation corresponding to different levels of refinement.

Figure 11: Velocity vector plot at 10th level of refinement obtained
from staggered grid interpolation of analytical flow field
at 8th level of refinement.

Concentration boundary layers

This test considers a stationary spherical bubble with radius
R in a quiescent, zero gravity pool of liquid. The concen-
tration within the sphere is initialized with a dimensionless
concentration of 1. As, mass diffuses through the interface,
a concentration boundary layer profile will evolve over time.
The domain is refined at the 7th level, while a zone near the
bubble interface is refined upto the 12th level (see figure 12).
The bubble is simulated to be an infinite source by fixing the
concentration inside the bubble to be 1. The concentration
profiles are shown in figure 13.
For a diffusion equation written in spherical coordinates for
a stationary bubble, an analytical solution can be obtained by
imposing the boundary conditions: c = c0 for r = R, c = 0
for r = ∞ and initial condition c = 0 for r > R. Because the
simulation domain is finite, Neumann conditions are applied
at the domain boundaries with a zero gradient. A diffusion
coefficient D = 10−6 m2/s. was used. Figure 14 shows the

Figure 12: Initial grid for the species diffusion test.

concentration profile around a 4 mm sphere along the x-axis
from the interface of the bubble and is compared with the
exact solution. The interface is resolved with 8th level of
refinement with total cell count during 500th time step to be
440784 which is 2.62 % that of a respective Cartesian mesh
( 16777216 cells ).

c(r)
H · c0

=
R
r

(
1− er f

(
r−R√

4Dt

))
(17)

Figure 13: (a) Initial concentration profile inside stationary sphere.
(b) Concentration profile around the sphere after 500
time steps.
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Figure 14: Dimensionless concentration profile in the vicinity of a
stationary sphere, along the x-axis (lines) compared to
the exact solution (markers).

CONCLUSION

In this paper, a methodology is proposed to solve heat and
mass transfer equations on a different adaptive grid than the
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fixed Cartesian hydrodynamics grid. The details of the veloc-
ity access will be addressed in future work. The current work
presents a robust way to set up a higher order accurate con-
vection diffusion solver. The combined framework is tested
for accuracy and order of convergence and furthermore, the
method is found to be suitable for resolving boundary layers
in bubbly flows. A methodology is also presented to encode
staggered velocities on adaptive grids and to handle the grid
adaptation without violating the divergence free criteria. In
future research this methodology will be applied for the 3D
simulation of bubbly flows with coupled heat and mass trans-
fer.
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ABSTRACT
In a previous paper (Johnsen et al., 2015) and presentation (Johnsen
et al., 2016), we developed and demonstrated a generic modelling
framework for the modelling of direct precipitation fouling from
multi-component fluid mixtures that become super-saturated at the
wall. The modelling concept involves the 1-dimensional transport
of the fluid species through the turbulent boundary layer close to
the wall. The governing equations include the Reynolds-averaged
(RANS) advection-diffusion equations for each fluid species, and
the axial momentum and energy equations for the fluid mixture.
The driving force for the diffusive transport is the local gradient
in the species’ chemical potential. Adsorption mechanisms are not
modelled per se, but the time-scale of adsorption is reflected in the
choice of Dirichlet boundary conditions for the depositing species,
at the fluid-solid interface.
In this paper, the modelling framework is implemented as a user-
defined function (UDF) for the CFD software ANSYS Fluent, to
act as a wall boundary condition for mass-transfer to the wall. The
subgrid, 1-dimensional formulation of the model reduces the com-
putational cost associated with resolving the fine length-scales at
which the boundary-layer mass transfer is determined, and allows
for efficient modelling of industry-scale heat exchangers suffering
from fouling.
The current paper describes the modelling framework, and demon-
strates and validates its applicability in a simplified 2D heat ex-
changer geometry (experimental and detailed CFD modelling data
by Pääkkönen et al. (2012, 2016)). By tuning the diffusivity, only,
good agreement with the experimental data and the detailed CFD
model was obtained, in terms of area-averaged deposition rates.

Keywords: CFD, Heat Exchangers, Mass transfer, Multiscale,
UDF, Wall function, Fouling .

NOMENCLATURE

Greek Symbols
∂y+ ≡ ∂/∂y+ Dimensionless derivative in the wall-normal di-

rection, [−].
κ = 0.42 von Kármán constant, [−].
µ Dynamic viscosity, [Pas].
ρ f Fluid mixture mass density, [kg/m3].
τw Wall shear stress, [Pa].

Latin Symbols
cP Specific heat capacity, [J/kgK].
C Concentration, [kg/m3].
Ea Activation energy, [J/mol].
ggg Gravity vector, [m/s2].

hsens Specific sensible enthalpy, [J/kg].
jdep Deposition rate, [kg/m2s].
jjj Mass flux vector, [kg/m2s].
k0 Pre-exponential factor,

[
m4/kgs2

]
.

k′r Surface integration rate constant,
[

m4/kgs2
]
.

k Thermal conductivity, [W/mK].
N Number of species, [−].
P Pressure, [Pa].
Pr Prandtl number, [−].
qw Wall heat flux, [W/m2].
R Universal gas constant, [8.3144598J/Kmol].
Sc Schmidt number, [−].
T Absolute temperature, [K[.
uτ ≡

√
τw/ρ f ,w Shear velocity, [m/s].

u f ,x Fluid velocity parallel to the wall, [m/s].
uuu f Mass-averaged advective fluid velocity vector, [m/s].
x Cartesian coordinate, parallel to the wall, [m].
X Mass fraction, [kg/kg].
y Cartesian coordinate, normal to the wall, [m].
z Mole fraction, [mol/mol].

Sub/superscripts
+ Dimensionless variable.
a,b,c Curve-fit parameters.
bulk Value in the bulk.
d Diffusive.
f Property of the fluid mixture.
i Species index.
I Solid-fluid interface.
in Value at inlet.
reg Regression value.
Sat Saturation value.
t Turbulent.
w Value at the wall.

INTRODUCTION

Fouling of solid surfaces and heat exchanger surfaces in par-
ticular, is a common and much studied problem in most pro-
cess industries, as reflected in the review paper by Müller-
Steinhagen (2011). Fouling is defined as the unwanted accu-
mulation of solid (or semi-solid) material on solid surfaces.
A similar phenomenon is the desired accumulation of solids
e.g. in chemical vapor deposition (Krishnan et al., 1994;
Kleijn et al., 1989). A common and costly problem in many
industrial applications is the direct precipitation of super sat-
urated fluids on heat exchanger surfaces. Typical examples

717



S. G. Johnsen, T. M. Pääkkönen, S. T. Johansen, R. L. Keiski, B. Wittgens

are found in e.g. the high-temperature off-gas from waste
incineration, metal production, or in power plants, where ef-
ficient heat recovery is key to sustainable production, and
where a combination of direct precipitation and deposition
of e.g. solid metal oxides is a major showstopper. Similar
issues can be found in almost all process industries, and in
the current work we study the deposition of a low-solubility
salt (calcium carbonate, CaCO3) from liquid water. By pre-
cipitation, we understand all types of phase transitions from
a fluid to a relatively denser phase, e.g. gas → liquid (con-
densation), gas → solid (sublimation), liquid → solid (so-
lidification). For some materials, the precipitate may have a
crystalline structure (crystallization)(e.g. CaCO3).
In our modelling work, fouling due to mass deposition from
a fluid phase is grouped into two different classes; 1) par-
ticulate fouling, where particles carried by the fluid phase
penetrate through the laminar boundary layer and stick to
the wall (e.g. precipitates, dust, or soot particles) (Johansen,
1991; Johnsen and Johansen, 2009); and 2) direct precipita-
tion where the fluid is super-saturated close to the wall and a
phase-transition occurs at the wall (current paper). The direct
precipitation on solid surfaces is due to the molecular diffu-
sion through the stagnant boundary layer close to the wall.
This is a complex physical process where the diffusion flux
of each species is coupled to the diffusion fluxes and thermo-
dynamic/chemical properties of all the species present. Com-
monly, a combination of 1 and 2 takes place. Fouling can
only occur if the adhesive forces between the foulant and the
wall are strong enough to overcome the flow-induced shear
forces at the wall.
In previous papers, we developed frameworks for the math-
ematical modelling of particle deposition and re-entrainment
(Johansen, 1991; Johnsen and Johansen, 2009) and di-
rect precipitation (Johnsen et al., 2015). In presentations
(Johnsen et al., 2010, 2016), it was demonstrated how these
models could be employed as wall boundary conditions
(mass sinks) for CFD models. Pääkkönen et al. (2016) com-
pared CFD simulations with experimental results with re-
spect to CaCO3 deposition in a lab-scale heat exchanger set-
up. In the current paper we apply the wall function approach
published in (Johnsen et al., 2015), in a coarse grid CFD
model, and test it against the detailed CFD modelling results
and experimental data obtained by Pääkkönen et al. (2012,
2016).

EXPERIMENTAL SETUP

The modelling results are validated against experimental data
from crystallization fouling on a heated surface. The ex-
perimental setup includes a flow-loop with a test-section (a
rectangular flow channel), with ohmically heated test sur-
faces. In the present work, we investigate the case where
the wall heat flux was a constant qw = 52.5kW/m2. A water-
based test liquid, supersaturated with respect to CaCO3, is
circulated from a mixing tank and is filtered before enter-
ing the test section (average inlet velocities ranging from
u f ,x,in = 0.2−0.4m/s and temperature of Tin = 303K), where
CaCO3 precipitates and deposits on the heated test surface.
The growth of the fouling layer is monitored by measuring
the temperature at the test surface. The decreased overall
heat transfer coefficient due to the fouling layer (fouling re-
sistance) will cause the test-section surface temperature to
increase. Details of the experimental setup, procedure and
results were described by Pääkkönen et al. (2012).

Center 
Cross‐
section

(a) (b)

Figure 1: Computational geometry and fine-mesh (a), for two-step
fouling model (Pääkkönen et al., 2016), and coarse mesh
(b), for fouling wall function model.

MODEL DESCRIPTION

In the present paper, CFD is used to model experiments per-
formed in the aforementioned experimental setup. Two dif-
ferent modelling approaches are employed; 1) Two-step foul-
ing model (Pääkkönen et al., 2016); and 2) Fouling wall
function for direct precipitation fouling (Johnsen et al., 2015,
2016). These two differ fundamentally in the way they ap-
proach the problem. Model 1 relies on a detailed CFD mesh
close to the wall in order to be able to model the boundary
layer phenomena correctly, and employs the traditional two-
step approach (see e.g. (Mullin, 2001)) to model the deposi-
tion rate. Model 2, on the other hand, relies on a relatively
coarse mesh, where the cell centers of the cells residing at the
wall are in the log-layer. This approach employs a subgrid
model to calculate the deposition rates from a set of simpli-
fied governing equations. For more details, see descriptions
below as well as mentioned references. The main objective
of the current paper is to shed light on the applicability of
the wall function approach, since the successful application
of such a method would be an essential step towards the cost-
efficient modelling of many industry scale applications.
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Geometry and Computational Mesh

Figure 1 presents the 2D geometry used in the CFD simula-
tions. The figure shows a 2D-representation of the liquid-
filled gap between two parallel, vertical heat transfer sur-
faces. The liquid enters from the top and exits through the
bottom. For more details about the experimental set-up, re-
fer to Pääkkönen et al. (2012).
Two different meshes were applied for the two different mod-
elling approaches described below; namely a fine mesh, as
shown in Figure 1a (Pääkkönen et al., 2016), and a coarse
mesh as shown in Figure 1b. The coarse mesh was used
with the wall function model (Johnsen et al., 2015) whereas
the fine mesh was used with the two-step model (Pääkkönen
et al., 2016). With the fine mesh, the y+ value at the surface
is about 0.08, and the total number of cells is 76000. In the
coarse mesh, the y+ value at the wall is between 20 (for the
u f ,x,in = 0.2m/s case) and 36 (for the u f ,x,in = 0.4m/s case),
and the total number of cells is 276. In addition, the wall
function utilizes a 1-dimensional, logarithmic subgrid con-
sisting of 300 computational nodes, the first node at a wall-
distance equal to 1/10000th of the distance to the cell center in
the coarse CFD mesh (∼ 2.34 ·10−7m).

Model Fluid

The test liquid in the experiments was a mixture of various
salts dissolved in water. Refer to (Pääkkönen et al., 2015)
for details. In the current modelling work it was assumed
that the test fluid was a pure calcium carbonate, CaCO3, so-
lution in water. Thus, the mixture was considered as a di-
lute, electrically quasi-neutral ideal mixture with no chemi-
cal reactions. In the present paper, the CaCO3 mass-fraction
of 4.197 · 10−4kg/kg was used for the test fluid entering
the model geometry. Temperature-dependent fluid proper-
ties (mass density, viscosity, diffusivity) were modelled in
accordance with Table 2 in (Pääkkönen et al., 2015).

Fouling Models

Traditionally mass deposition at the wall surface, in crystal-
lization fouling, is modelled based on a two-step approach.
In the two-step modelling approach, the fouling process con-
sists of 1) transport from the bulk to the vicinity of the wall,
and 2) surface integration (i.e. adsorption onto the fouling
layer). The species transport to the vicinity of the crystal-
fluid interface, is based on the difference between the bulk
and interface concentrations. The mass transfer coefficient is
typically estimated from empirical correlations. At the sur-
face, the integration of the species into the crystal body is
modelled as a pseudo chemical reaction driven by the dif-
ference between the interface and saturation concentrations.
When the two steps are combined, the interfacial concen-
tration, which is often unknown, cancels out of the model.
The two-step approach has been used as a stand-alone model
(Bansal et al., 2008; Helalizadeha et al., 2005; Augustin and
Bohnet, 1995) as well as part of a CFD model (Mwaba et al.,
2006; Brahim et al., 2003).

Two-step fouling model

Pääkkönen et al. (2016) implemented the two-step model
into CFD by utilizing the ability of CFD to model the trans-
port of species to the vicinity of the surface, and thus pro-
vide the interfacial concentration difference between the sur-
face and the fluid. To account for the wall shear-stress de-
pendency of the adhesion probability seen in experiments
(Pääkkönen et al., 2015), a time scaling factor was included
in the model to scale the fluid residence time at the wall.

The mass deposition rate to the surface, based on the two-
step approach, including the effect of the residence time
(Pääkkönen et al., 2015) can be expressed as

jdep = β

[
1
2

(
βρ f u2

τ

k′rµ f

)
+(Cb−CSat)−

−

√
1
4

(
βρ f u2

τ

k′rµ f

)2

+
βρ f u2

τ

k′rµ f
(Cb−CSat)

 . (1)

From the experiments, it was determined that the fouling pro-
cess was controlled by surface integration (Pääkkönen et al.,
2012). Thus, Eq. (1) reduces to

jdep = k′r (Cb−CSat)
2 µ f

ρ f u2
τ

, (2)

where the rate constant for the surface integration can be de-
termined from

k′r = k0 exp(−Ea/R T) . (3)

The pre-exponential factor k0 = 1.62 ·1022m4/kgs2, and the ac-
tivation energy Ea = 148kJ/mol were determined from the ex-
periments, for the surface integration controlled fouling pro-
cess (Pääkkönen et al., 2015). The two-step fouling model
was implemented into CFD as mass and momentum sink
terms.

Fouling wall function

The core idea of the fouling wall function approach is to for-
mulate the species transport equations on one-dimensional
form by applying appropriate approximations and simplifi-
cations in the turbulent boundary layer. Next, the simplified
governing equations are solved on a local subgrid for each
grid cell residing at the wall, to obtain the cell-specific depo-
sition mass flux. Thus, the calculated species mass fluxes, at
the wall, can be used as mass sinks in the CFD grid cells next
to the wall.
The set of steady-state governing equations consists of the
Advection-Diffusion equation (ADE) for each species,

∇∇∇ ··· (ρ f Xiuuu f )+∇∇∇ ··· jjjd,i = 0 , (4)

the fluid mixture momentum and energy equations,

∇∇∇ ··· (ρ f uuu f uuu f ) =−∇∇∇P+∇∇∇τττ+ρ f ggg , (5)

∇∇∇ ··· (ρ f hsens, f uuu f ) = ∇∇∇(k f ∇∇∇T )−∇∇∇

(
∑

i
jjji,dhsens,i

)
, (6)

and the restriction that the mass- and mole-fractions must
sum to unity,

∑
i

Xi = ∑
i

zi = 1 . (7)

Introducing turbulence, dimensionless variables and appro-
priate simplifications, the simplified governing equations are
obtained:

∂y+

[
ν
+
t

Sct
ρ
+
f ∂y+Xi

]
+∂y+ j+d,i,y = 0 (8)

gives the mass-fraction profiles;

∂y+u+f ,x = 1//
(
µ++µ+t

)
(9)
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Table 1: Wall y+ values at the centre cross-section, for selected
coarse grids with uniform node spacing, for inlet veloc-
ities 0.2 and 0.4m/s .

No. of cells across channel 444 666 888 111000
Inlet velocity

000...222mmm/sss 30 20 15 11
000...444mmm/sss 49 36 25 20

gives the dimensionless axial fluid mixture velocity profile;
and

∂y+

[
K+
(0)T

++K+
(1)∂y+T+

]
= 0 (10)

gives the dimensionless temperature profile.

K+
(0) ≡

(
k+f ,c + k+f ,t

)(
∂y+ lnc+P

)
−Prw

N

∑
i=1

+
i,d,yc+P,i , (11)

and
K+
(1) ≡ k+f + k+f ,t + k+f ,c (12)

express the dimensionless groups in Eq. (10). For more de-
tails, refer to (Johnsen et al., 2015).
Due to the assumed weak effect of thermophoresis (due to
small temperature gradients) and the lack of good estimates
of the thermophoretic diffusivity, only diffusiophoresis (con-
centration gradient diffusion) was considered in the current
work. Furthermore, it was assumed that the model fluid
could be treated as a dilute, ideal mixture. This reduces
the Maxwell-Stefan diffusion model to the Fickian diffusion
model. The mixture mass density and viscosity was mod-
elled in accordance with (Pääkkönen et al., 2015), while
constant mixture thermal conductivity and specific heat ca-
pacity 0.6637W/m2 of and 4182J/kgK, respectively, were used.
The turbulent Schmidt number was set to 1. The Maxwell-
Stefan binary diffusivity was tuned so that the area aver-
aged deposition rate matched that of the experiments, for
the u f ,x,in = 0.2m/s data-point, and was kept constant for the
other inlet velocities. This resulted in a Fickian diffusivity of
3.64 ·10−5m2/s.

CFD Models

CFD modelling was performed using the ANSYS FLUENT
16.2 CFD software. Turbulence is modelled with the stan-
dard k− ε turbulence model. In the fine-mesh CFD model,
the Enhanced Wall Treatment is employed to resolve the near
wall region in the fine mesh model.
Temperature dependent fluid properties were implemented
via user-defined functions (UDFs) in accordance with
(Pääkkönen et al., 2015). The fouling models were also im-
plemented via UDFs and hooked into ANSYS Fluent via the
adjust function hook. Due to the low deposition rates ob-
served, it was expected that the mass transfer to the wall
would have a very small effect on the bulk conditions in the
coarse mesh. Thus, the fouling wall function was not utilized
as a mass source, but was run on a frozen flow field.

Coarse-Mesh Velocity Wall Function

The fouling wall function was designed to work on grids
where the grid cells residing on the wall are in the log-layer.
The main reason for this is that its bulk boundary conditions
were chosen to be valid for fully developed turbulent flow.
In the current experimental set-up, however, due to the low
Reynolds numbers, such a stringent requirement of the wall
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ity profile (Ashrafian and Johansen, 2007) (dotted, black
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y+ left us with very coarse meshes. In Table 1, the approxi-
mate wall y+ value at the center cross-section (see Figure 1)
is shown for various coarse meshes where the node spacing
is constant across the channel.
In order to predict the wall shear stress and general veloc-
ity profile accurately, on the coarse mesh, the wall function
proposed by Ashrafian and Johansen (2007), was employed;

u+f ,x(y
+) =

11.4arctan
(

y+
11.4

)
, y+ ≤ y+∗

1
κ

ln
(

1+κy+

1+κy+∗

)
+u+f ,x(y

+
∗ ), y+ > y+∗

, (13)

with the dimensionless turbulent kinematic viscosity

ν
+
t =

{(
y+

11.4

)2
y+ ≤ y+∗

κy+ y+ > y+∗
, (14)

where dimensionless velocity is defined as u+f ,x = u f ,x/uτ ,
dimensionless wall distance is defined as y+ = uτy/ν , y+∗ =
51.98, and κ = 0.42 is the von Kármán constant.
A sensitivity study was done to investigate how the coarse
meshes performed against the fine-mesh CFD model and the
Ashrafian-Johansen wall function. It was determined that the
mesh with 6 cells across the channel reproduced the fine-
mesh velocity and temperature profiles quite well and at the
same time gave an acceptable wall y+ value. In Figure 2,
it is shown how the fine-mesh and coarse-mesh CFD mod-
els perform against the profile published by Ashrafian and
Johansen (2007) under isothermal conditions (no heating),
in terms of dimensionless variables. The deviations at high
y+ values are due to the effect of the opposing channel wall
and the relatively low Reynolds numbers investigated. For
the coarse-mesh CFD model, the fouling wall function sub-
grid model is included for validation of the subgrid velocity
profile. In Figure 3a, the coarse and fine-mesh axial veloc-
ity profiles at the center cross-section are compared, and in
Figure 3b, the temperature profiles are compared. It can be
seen that generally, the axial velocity was underpredicted, in
the coarse-mesh CFD model, whereas the temperature was
overpredicted.
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Figure 3: Comparison of parallel-to-wall flow velocity profiles (a) and temperature profiles (b) at the center duct cross-section (x = 100mm),
for coarse and fine-mesh CFD models, for wall heat flux of 52.5kW/m2 and inlet velocities 0.2m/s and 0.4m/s .

Boundary Conditions for the Fouling Wall Function

The fouling wall function requires boundary conditions for
temperature and species mass-fractions at the wall as well as
axial velocity, temperature and species mass-fractions in the
bulk. The bulk values as well as the wall temperature are
taken directly from the CFD model via the inbuilt macro li-
brary in ANSYS Fluent, and utilized as Dirichlet boundary
conditions in the subgrid model. The species-specific mass-
fraction boundary conditions at the wall, however, require
special attention. First, the type of boundary condition de-
pends on whether the species is depositing or not; second,
they depend on which diffusive transport mechanisms are
dominating close to the wall (Johnsen et al., 2017).
E.g., consider the case where diffusion due to mass-fraction
gradients (diffusiophoresis) is the sole transport mechanism
close to the wall. For the non-depositing species, the mass-
fraction gradient at the wall must be zero to ensure zero de-
position flux, and we employ the Neuman BC for the ADE,
at the wall. For the depositing species, however, we do not
have a priori knowledge of the deposition flux, so we cannot
use the mass-fraction gradient as a BC. We have to use the
Dirichlet BC. That is, we need to specify the mass-fractions
of the depositing species, at the wall.
The mass-fractions at the wall (interface mass-fractions) are
consequences of the balance between transport through the
turbulent boundary layer and the species integration into the
crystal lattice. Therefore, it is a function of e.g. tempera-
ture, temperature gradient, composition, composition gradi-
ents, wall shear stress, crystal properties, etc. Thus, the in-
terface mass-fraction is not just a fixed boundary condition,
but is in fact part of the solution itself. If the kinetics of the
surface reaction are known, it is possible to estimate the in-
terface mass-fractions. Then, an iterative procedure can be
employed to find the interface mass-fraction that ensures that
the transport rate through the boundary layer and the integra-
tion rate into the crystal are identical (Johnsen et al., 2017).
Lacking accurate predictions of the surface reaction rates, the
current wall function model employed interface concentra-
tions obtained from the fine-mesh CFD model (see Figure
4). These concentrations are dependent on both wall temper-
ature and inlet velocity (wall shear stress). By curve fitting
the Logistic function,

XI,reg =
a

1+(Tw/b )c , (15)

Table 2: Curve fit polynomial coefficients for velocity dependence
of interface mass-fractions (Eqs. 16-18).

aaa bbb ccc

000 0.251654 342.436 409.600
111 1.28476 26.6133 −2179.69
222 −3.57731 −112.872 4968.05
333 3.41471

to the fine-mesh CFD data, we obtained good representations
of the interface mass-fractions for each inlet velocity case.
The inlet velocity-dependent fitting parameters, a, b, and c,
are shown in Figure 5, and could be accurately described in
terms of 3rd and 2nd order polynomials;

a = a0 +a1u f ,x,in +a2u2
f ,x,in +a3u3

f ,x,in , (16)

b = b0 +b1u f ,x,in +b2u2
f ,x,in , (17)

c = c0 + c1u f ,x,in + c2u2
f ,x,in . (18)

The coefficients are given in Table 2. Employing Eq. (15)
with coefficients given by Eqs. 16-18, we got a good, general
representation of the CFD-data (see black circles in Figure
5).
Figure 6 shows the temperature dependence of the calculated
interface mass-fraction (Eq. (15)), for selected inlet velocity
cases. It is seen that the interface mass-fraction drops from
close to the bulk value to zero, at a certain threshold tem-
perature, which appears to be dependent on the inlet veloc-
ity. In reality, this is a consequence of the complex interplay
between mass deposition rate, interface mass-fraction, wall
temperature, and wall shear stress. We will be content, how-
ever, to consider this as an inlet velocity dependent feature.
At temperatures below the threshold, the deposition regime
is interface controlled, whereas at higher temperatures it is
diffusion controlled. Pääkkönen et al. (2012) concluded that
the fouling regime was interface controlled, in these experi-
ments, since the over-all deposition rate is not increasing for
increasing flow-velocities, as would be expected for a mass
transfer controlled fouling regime. However, various seg-
ments of the heated wall may be in different fouling regimes
depending on the local flow conditions and wall temperature,
as indicated in Figure 7. In general, the higher the difference
between the bulk and interface mass-fractions, the higher
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Figure 6: Comparison of temperature dependency of CaCO3 bulk
(red line), saturation (dashed red line), and interface
(calculated for various inlet velocities, from Eq. (15):
black= 0.4m/s, light gray= 0.2m/s) mass-fractions, at the
wall.

the deposition rate (mind that at interface mass-fractions be-
low the metastable equilibrium mass-fraction, fouling might
not take place at all). Thus, the deposition rate at loca-
tions with wall temperatures above the threshold can be ex-
pected to dominate. Since the coarse-mesh CFD model is

Figure 7: Wall temperature vs. position along the heated wall, for
the u f ,x,in = 0.333m/s case, for the fine-mesh model
(red), coarse-mesh model (solid black), and adjusted
coarse-mesh wall-temperature (−6.5K) (dashed black).
The relationship between the wall temperature and the
interface mass-fraction is shown by the white curve. The
contour plot in the background corresponds to the in-
terface mass-fraction values at given wall temperatures
(dark gray corresponds to low XI , and light gray corre-
sponds to high XI) and links the modelled, local wall tem-
peratures with an expected local interface mass-fraction.

prone to overpredict the wall temperature, as was discussed
above (see Figure 3b), there is a risk that the interface mass-
fraction is severely underpredicted if the true wall tempera-
ture is lower than, but close to the threshold temperature. To
reduce the risk of overprediction of deposition rates, a fixed
6.5K was subtracted from the wall temperature when calcu-
lating the interface mass-fraction from Eq. (15). Figure 7
shows that a greater part of the overpredicted wall tempera-
ture curve (solid black) is in the low interface mass-fraction
region (dark gray area) than the fine-mesh model wall tem-
perature curve (red). Hence, a greater part of the wall will
have low interface mass-fraction in the coarse-mesh model
than in the fine-mesh model. The corrected wall temperature
curve (dashed black), however, is more similar to the fine-
mesh model temperature curve. Furthermore, interface mass-
fractions below the saturation mass-fraction indicate that the
fluid is undersaturated at the crystal surface. Physically this
means that deposition is unfavorable with respect to mini-
mizing the Gibbs free energy, thus no deposition will take
place (Johnsen et al., 2017). Therefore, the Dirichlet bound-
ary condition for the CaCO3 was set to

XI,CaCO3 = max(XI,reg,XSat) . (19)

RESULTS AND DISCUSSION

The ambition in the current work was to demonstrate the ap-
plicability of a previously developed fouling wall function
framework (Johnsen et al., 2015), in practice. To approach
this objective, its implementation, as a user-defined function
in ANSYS Fluent 16.2, was employed to demonstrate how
it performs against a more traditional two-step fouling mod-
elling approach (Pääkkönen et al., 2016), in the context of
a well-controlled laboratory experiment (Pääkkönen et al.,
2012).
The main motivation for developing the fouling wall function
was to eliminate the need to resolve the turbulent boundary
layer and enable efficient fouling modelling in industry scale
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CFD simulations. Hence, the modelling framework relies on
relatively high wall y+values in the CFD cells residing at the
wall. This proved to be challenging in the employment of
the above cited experimental and simulation data, for com-
parison. Due to the low Reynolds numbers encountered in
the data from Pääkkönen et al., it was necessary to confide in
a very coarse CFD mesh as basis for the fouling wall function
modelling (see Figure 1).
The mass deposition rates predicted by the fouling wall func-
tion are depending directly on the wall function boundary
conditions;
• wall mass-fractions for the depositing species,
• bulk and wall temperatures,
• bulk velocity parallel to the wall,

where bulk refers to the center of the CFD grid cells residing
at the wall. Thus, accurate prediction of the deposition rates
rely heavily on the accurate CFD modelling of these quanti-
ties.
By utilizing the wall function published by Ashrafian and Jo-
hansen (2007), we managed to reproduce the fine-mesh CFD
model velocity and temperature profiles fairly well, qualita-
tively. However, the quantitative discrepancy turned out to be
the major source of error in the fouling wall function mod-
elling results. In Figure 2, it can be seen how the dimension-
less velocity profiles are comparable in the absence of heat-
ing, and in Figure 3 it can be seen how dimensional veloc-
ity and temperature profiles are comparable under constant
heating of 52.5kW/m2 . The effect on the velocity profiles,
by turning on/off heating was minimal.
Since thermophoresis was neglected in the current work, the
role of the temperature was to provide the temperature depen-
dent fluid properties (mass density, viscosity, and saturation
mass-fraction), and interface mass-fraction for the deposit-
ing species. Although the inaccurate prediction of any of
these will affect the predicted mass deposition rate to some
extent, it seemed that the effect of the inaccurate prediction
of the interface mass-fraction was the most severe. As was
indicated in figures 6 and 7, even modest errors in the local
wall temperature could result in a severely miss-represented
interface mass-fraction. Since the mass deposition rate is ex-
pected to scale approximately linearly with the difference be-
tween the bulk and interface mass-fractions, the mass depo-
sition rate can be off by an order of magnitude by just a slight
overprediction of the wall temperature, as seen in Figure 6.
To avoid underpredicting the interface mass-fraction due to
overprediction of the wall temperature, the temperature was
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subtracted a fixed 6.5K when calculating the interface mass-
fractions (see Figure 7).
Figure 8 presents a comparison between the experimental
data, the fine-mesh two-step fouling model data, and the data
obtained from the coarse-mesh fouling wall function model.
In the absence of reliable measurements/calculations of the
diffusivity, it was treated as a calibration parameter, for the
fouling wall function. The fouling wall function data were
thus obtained with a tuned diffusivity of 3.64 · 10−5m2/s, re-
producing the u f ,x,in = 0.2m/s experimental data point. The
same, constant diffusivity was used in all grid cells along the
wall, for all the inlet velocity cases. Despite the issues with
predicting the required boundary conditions for the fouling
wall function model accurately, the modelling results com-
pared very well with the results from the fine-mesh two-step
fouling modelling and the experimental data, in terms of the
area averaged mass deposition rate.
In Figure 9, the local deposition rates are compared for the
fine-mesh two-step model and the coarse-mesh fouling wall
function model. It can be seen that even if the area-averaged
values compared well, the local values differs significantly.
The mismatch seems primarily to be due to
• inaccurate prediction of interface mass-fraction;
• inaccurate prediction of wall temperature in the coarse

mesh;
• inaccurate prediction of bulk velocity in the coarse

mesh.
The most crucial improvement to the fouling wall function
model would be to get accurate interface mass-fractions. An
in-depth study of these effects are left to future investiga-
tions. In the meantime, we are content to summarize that
the fouling wall function approach performed very well in
a scenario, slightly outside the design specifications of the
modelling framework, with respect to the Reynolds number.
The model fluid used in the current paper is a coarse sim-
plification of the actual fluid employed in the cited experi-
ments. The real fluid was a salt-water solution involving a
multitude of chemically reacting ions and molecules. This
is reflected by the fact that the content of dissolved CaCO3
in the model fluid, is much higher than the saturation con-
centration. Thus, the modelled CaCO3 may be seen as a
pseudo-component representing e.g. the true CaCO3 frac-
tion in addition to Ca2+, CO2−

3 and possibly other species.
In the present case, at relatively low concentrations, this sim-
plification seems to be justified in both modelling approaches
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employed. However, this may be part of the explanation of
the local difference between deposition rates resulting from
the two modelling methods.
The present demonstration case indicates that in industry-
scale applications, where very fine meshes are infeasible, the
wall function approach may provide a means to do physically
detailed simulations of complex fluids, in complex geome-
tries, at reasonable computational cost. In particular, if it can
be assumed that the deposition rates are so small that they do
not affect the flow field significantly, the savings in computa-
tional cost will be great. Then, the fouling wall function can
be run on a frozen flow-field, and sensitivity studies or opti-
mization studies on e.g. diffusivities, wall surface properties,
etc., that does not affect the macro scale flow-fields can be
performed without the need to update the frozen flow-field.
Establishing the frozen flow-field on the coarse mesh, with-
out the fouling wall function activated is very efficient due
to the low number of computational cells needed. Then, run-
ning multiple fouling scenarios can be done on that flow-field
just by changing input parameters to the fouling wall func-
tion and running one single CFD iteration, for each fouling
scenario, with the fouling wall function activated.

CONCLUSION

Two different CFD modelling approaches were compared
with experimental data on mass deposition rates in an ex-
perimental heat exchanger set-up. The two CFD strategies
resolved the fine length-scales determining the mass transfer
through the turbulent boundary layer, in two different ways:
1) the refinement was done in the 2D CFD mesh, result-
ing in a relatively high number of grid cells and a wall y+

of ca. 0.08; and 2) the refinement was taken into account
in a wall function utilizing a 1-dimensional subgrid, allow-
ing for a coarse CFD mesh with wall y+ of about 30. The
fine-mesh CFD model utilized a traditional two-step mod-
elling approach for the mass deposition modelling, comple-
mented with the fluid residence-time at the wall, whereas the
coarse-mesh CFD model wall function solved the coupled
Advection-Diffusion, momentum and energy equations on a
local subgrid to estimate the mass deposition rates.
The coarse-mesh model performed very well compared to
the fine-mesh model and experimental data, with respect to
area average deposition rates. Significant mismatch was ob-
served, however, in the local deposition rates. The lacking
accuracy in the coarse-mesh model was mainly due to the
challenges in predicting interface mass-fractions, wall tem-
peratures and bulk velocities, on the very coarse mesh.
The over-all good performance of the coarse-mesh model
gives strong support to the idea that the wall function ap-
proach may provide a means to do physically detailed simu-
lations of complex fluids, in complex, industry-scale geome-
tries, at a reasonable computational cost.
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ABSTRACT 
When installing gravity foundations for offshore structures such 
as wind power stations or oil platforms, the seabed needs to be 
excavated for providing enough stability. To minimize the 
impact on the surrounding fauna and the installation costs, steep 
but stable slopes are desired. The work presented is done in a 
research project on the numerical investigation of the stability 
of submarine slopes, particularly under the impact of influences 
like material removal or wave-induced disturbances.  
The method used in the current project is coupled CFD-DEM: 
while the dynamics of the fluid phase (water and in some cases 
water and air) are handled with computational fluid dynamics 
(CFD), the soil is modelled by spheres, whose motion is 
calculated with a discrete element method (DEM). Force 
models are used for considering the particles’ effect on the fluid 
and vice versa, a void fraction field accounts for the volume of 
the particles on the CFD side. Due to the high number of 
particles in the domain only unresolved CFD-DEM (cf., e.g. 
Zhou (2010)) is suitable: in this case the particles are smaller 
than the cells of the CFD mesh. 
In the presented work the investigations concentrated on the 
validation of the CFD-DEM models against small-scale 
experiments that were conducted by the authors. In a first step, 
the used materials were characterized and a lubrication force 
model was implemented. Furthermore, some basic 
investigations on the topic of dilatancy were carried out. Then 
an experimental setup and an according simulation were 
compared. In addition to that a three phase (air, water, particles) 
solver was used to depict the effect of surface waves onto the 
particle bed.  
For the calculations CFDEM®coupling was used. 
CFDEM®coupling is an Open Source software for coupled 
CFD-DEM simulations. It uses the CFD framework of the Open 
Source CFD code OpenFOAM® and the DEM framework of 
the Open Source code LIGGGHTS®. Both CFDEM®coupling 
and LIGGGHTS® have been presented before (cf., e.g. Goniva 
et al. (2012), Kloss et al. (2012)), the used model equations 
were validated against analytical solutions and literature.  
 
 

Keywords: Lagrangian methods, granular flows, unresolved 
CFD-DEM.  
 
 
 

NOMENCLATURE 
 
Greek Symbols 
α Volume fraction. 
ρ Mass density, [kg/m3]. 
μ Dynamic viscosity, [kg/m.s]. 
ω Angular velocity, [rad/s]. 
 
Latin Symbols 
F Force, [N]. 
g Gravitational acceleration, [m/s2]. 
h Minimal surface distance of two particles, [m]. 
m Mass, [kg]. 
p Pressure, [Pa]. 
r Particle radius, [m]. 
U Velocity, [m/s]. 
v Velocity [m/s]. 
Rsl Solid-liquid interaction force, [kg/(m.s)2]. 
T Torque, [N.m]. 
 
Sub/superscripts 
f Fluid 
i Index i 
j Index j 
p Particle 
w Wall 

INTRODUCTION 
The reasons for producing under water slopes are 
manifold: they occur when sand or gravel is harvested as 
well as when foundations for off-shore wind power plants 
or oil platforms are required. For both economic and 
ecological reasons it is desirable to build steep and yet 
stable slopes. The stability of the slopes and their 
formation can either be influenced by the production 
process itself (e.g. grab or suction dredging) or 
environmental phenomena such as surface waves. A joint 
research project between TUHH and DCS Computing 
GmbH aims on modelling different phenomena at the 
soil-water interface. The presented contents were 
developed within the course of this project. 
First, the implementation and validation of a lubrication 
force model is discussed and the capability of depicting 
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dilatancy is demonstrated. Modelling the effect of 
dilatancy is crucial for simulating saturated sand beds. 
Due to shear loading, dilatancy leads to a local hardening 
of the soil bed as the pore volume increases. This effect 
causes a negative excess pore water pressure and hence 
suction occurs until the inflowing pore water fills the 
volume between the soil grains. In a second part two 
application cases are considered:  

(i) the effect of suction dredging on an 
underwater slope is investigated 
numerically and compared to experimental 
data 

(ii) a three-phase solver is used to proof the 
feasibility of simulating wave induced 
disturbances on particle beds 

The presented work is realized with the Open Source 
software packages LIGGGHTS® (Kloss et al. (2012)) 
and CFDEM®coupling (Goniva et al. (2012)). 

MODEL DESCRIPTION 
A coupled CFD-DEM model was used to compute the 
dynamics of the fluid and particle phases and their 
interaction. On the CFD side the computational domain 
was discretised and a finite volume solver was applied. 
For the granular phase a Lagrangian method was used, 
in which each particle was considered individually.  

Governing equations 
The governing equations for the presented CFD-DEM 
method are the volume averaged Navier-Stokes 
equations: 
 
Continuity equation 

  0 U
t ff

ff
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Momentum equation 
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The term Rsl denotes the fluid-structure interaction force 
density, which is computed with the aid of particle-data. 
In the DEM method used for the calculation of the 
particle phase, the trajectory of each particle is calculated 
separately, using Newton’s second law: 
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The right-hand side of equation (3) consists of the 
particle-particle and particle-wall interaction forces, for 
their calculation a soft-sphere approach was used. The 
term mpg represents the mass-force due to gravity and Fp 
stands for the pressure forces. The term Ff represents the 
forces exerted by the fluid. In the current case the drag 
force, the pressure gradient force and the viscous force 
were identified as dominating forces. The drag force 
model by Koch and Hill (2001) was used. As the particle-
particle contacts take place under water also a lubrication 
force model was implemented and validated. 

Lubrication force model  
If two particles collide within a fluid the displacement of 
the fluid in the gap between them causes a force – the 
lubrication force. While for many processes where fluids 
with relatively low viscosities are present the effect of the 
force is negligible, it might be worth considering in the 
presented applications. The classical formulation of the 
lubrication force is given as 

nij v
h

rF 









16 2
lub  , (5) 

where rij is the effective radius defined as 

jiij rrr
111

 , (6) 

with i and j denoting arbitrary different particles. h is the 
minimal surface distance between two particles and one 
has to make sure that the lubrication force does not 
become infinitely large when the particles are in contact 
with each other. Therefore, the radius of action of the 
lubrication force was limited to a certain minimal 
distance between two particles. This approach was also 
used by Sun and Xiao (2016) in their implementation.  
Validation of the lubrication force model 

In the considered cases particle-particle interactions have 
by far more impact than particle-wall interactions. 
Therefore, also the validation test-case focused on 
particle-particle interaction: a sphere was fixed at a 
specific position while another sphere was released 
“directly” above it, with different initial velocities and for 
different fluid viscosities.  

 
Figure 1: Basic test case for the validation of the lubrication 

force model. 

During the simulation, the velocity of the moving particle 
was measured right before and after the collision. The 
velocity before the impact, v1, was used to calculate the 
Stokes number as following (cf., e.g. Tomac (2013)):  

2
1

6 r
mvSt


 . (7) 

 
The coefficient of restitution was determined as  

1

2

v
vcrest  . (8) 

In the diagram in Fig. 2 the coefficients of restitution for 
different fluid viscosities are displayed over the 
according Stokes numbers. The results of the 
implemented model are compared to values presented by 
Zhang et al. (2005) and by Tomac and Gutierrez (2013), 
a good accordance could be obtained. 
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Figure 2: Validation of the lubrication force model. 

Depiction of dilatancy  
The qualitative test for demonstrating the capability of 
depicting dilatancy was the following: three packings 
with the same volume but of different volume fractions 
were generated (0.75, 0.80, 0.85), the packings consisted 
of about 3000 particles. For keeping the particle packing 
in place, fixed side walls were chosen, while the upper 
and the lower wall were moving: for the top wall a so-
called servo wall was used that exerted a constant 
pressure force on the bed, while the lower wall was 
moved horizontally. The force of the servo wall was 
chosen such that the particle bed was at an equilibrium at 
the beginning of the test. 
 

 
Figure 3: Setup of the dilatancy test case.  

As soon as the motion of the lower wall started, the 
particles started to re-arrange and thus expand. The 
expansion showed in a lifting of the top plate, increasing 
with increasing initial volume fraction (cf. Fig. 4).  
 

 
Figure 4: Displacement of the upper wall for different 

packing densities. 

With this simple test the ability to depict dilatancy could 
be shown. 

FORMATION OF UNDER WATER SLOPES 
When extracting sand and gravel from under-water 
regions one often uses suction dredgers. In this process 
pumps deliver sand/gravel and water mixtures. Grabe 
(2005) presented a detailed small-scale experimental 
study of the effect of grab dredging onto the formation of 
an under-water slope. The material used in the 
experiments was described as sand with a critical angle 
of friction of 34°.  

Material calibration 
Accurate simulations require detailed knowledge of the 
used material. The material parameters can be divided in 
two groups: Some quantities can be measured directly, 
like for example density, grain size distribution or the 
volume fraction, while the set of model parameters needs 
to be determined otherwise. These describe the physical 
behaviour of the bulk material. Examples are the 
coefficient of friction and the coefficient of rolling 
friction. For obtaining these coefficients, a set of three 
well-established calibration experiments and simulations 
was conducted: 
1. The shear cell test 

The coefficient of friction between the particles can be 
determined with a shear cell. For the experiments Jenike 
shear testers with cylinder diameters of about 10 cm were 
used. These devices consist of an upper and a lower 
hollow cylinder which are filled with the granular 
material. One of these cylinders is fixed, the other one 
can be displaced linearly in horizontal direction. For the 
tests a weight is placed on top of the granular material 
(exerting a normal force) and the non-fixed cylinder is 
moved slowly in horizontal direction. The resulting shear 
stress is measured and compared to the shear stresses 
obtained by the ring shear cell test in the simulation.  
 

 
Figure 5: Calibrating the particle-particle coefficient of 

friction with shear cell experiments and simulations.  

2. Inclined plate 

This experiment serves the purpose of determining the 
coefficient of rolling/sliding friction between particles 
and a wall. A small sample of grains is placed on a plate 
which is then inclined gradually. From a certain 
inclination (target angle) particles start to roll or slide 
down the plate, depending on whether the sliding or 
rolling friction is stronger.  

 
Figure 6: Inclined plate test.  
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In the simulation particles are placed on a horizontal plate 
and the gravity vector is chosen such that the target angle 
is obtained. One then looks for the smallest coefficient of 
rolling friction, for which the particles are at rest (cf., Fig. 
7). 
 

 
Figure 7: Simulation of the inclined plate test. 

3. Angle of repose 

The angle of repose experiment is used to determine the 
particle-particle coefficient of rolling friction. The setup 
used for the test is the following: a hollow cylinder is 
placed on an elevated circular plate with the same 
diameter as the cylinder. The cylinder is filled with 
granular material and the lifted slowly and uniformly, 
which leads to the formation of a conical heap. In the 
simulation the coefficient of rolling friction is varied until 
the angle of the cone matches the result of the experiment 
(cf., Fig. 8). 
 

 
Figure 8: The particle-particle coefficient of rolling friction 

dominates the formation of the angle of repose. 

The grain size distribution was identified by sieving, the 
average coefficient of restitution was determined with 
drop tests. 
 

Simulation setup 
As the experiment was carried out in a small scale it was 
possible to simulate the process at original scale. A slope 
with an inclination angle of 30° (smaller than the critical 
angle) was generated (cf., Fig. 9). The simulation domain 
had a length of 40 cm and a height of 25 cm. The maximal 
height of the particle bed was 20 cm. For reducing the 
number of particles in the simulation domain periodic 
boundary conditions were used for the front and back 
wall both on the CFD and the DEM side. The complete 
set of velocity and pressure boundary conditions is 
summed up in Table 1. The bed was initialized with a 
pure DEM calculation. 
 

 velocity (U, m/s) pressure (p, Pa) 
top zeroGradient fixedValue (0) 

bottom fixedValue (0,0,0) zeroGradient 
front/back cyclic cyclic 
left wall fixedValue, (0,0,0) zeroGradient 

right wall zeroGradient fixedValue (0) 

Table 1: Velocity and pressure boundary conditions for the 
CFD calculation. 

 

 
Figure 9: Initial slope (experiment vs. simulation) 

 
In the current investigation, the focus lay on the 
formation of the slope after the extraction of the particles, 
thus the particles were removed at once in the simulation 
(cf., Fig. 10).   
 

 
Figure 10: Slope after suction dredging is completed. 

Results 
After the removal of the particles in the dredging region 
the coupled CFD-DEM calculation was launched and the 
settling process started. In Fig. 11 two images of unstable 
slopes during the settling process in experiment and 
simulation are compared. 
 

 
Figure 11: Slope during settling process (unstable). 

It can be observed that while the reformation of the slope 
is ongoing, it develops slightly different in simulation 
and experiment. Furthermore, the time scale is smaller in 
the simulation, i.e. the changes of the slope occur faster. 
This difference could stem from an under-representation 
of the pore pressure in the simulation, but will be subject 
to future investigations as well. However, as can be seen 
in Fig. 12, in both cases the resulting final slope has an 
inclination of about 34°, which is the critical angle of the 
sand used.  
 

 
Figure 12: Final slope. 

WAVE INDUCED DISTURBANCES 
The purpose of this application example was to show the 
feasibility of combining a three-phase solver (two-phase 
fluid and particles) with the wave generation toolbox 
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waves2foam (cf., Jacobsen et al. (2011)). waves2foam 
uses a zone in which the waves are generated. For making 
sure that the manipulations of the equations due to wave 
generation and those due to the presence of a granular 
phase do not interfere, a separate wave generation zone 
without particles was used (cf., Fig. 13). The granular 
material used for these calculations were 3mm glass 
beads, their properties were determined as described in 
the previous section. The total length of the CFD domain 
was 1.2 m, whereas the first 0.4 m were used as wave 
generation zone. The height of the domain was 0.2 m and 
due to the application of periodic boundary conditions a 
domain depth of 0.05 m could be used. 
 

 
Figure 13: The waves were generated in a zone without 

particles.  

As can be seen in Fig. 14 the waves propagate through 
the whole domain, their shape is influenced by the 
ascending sea bed.  
 

 
Figure 14: The waves propagate through the whole domain; 

the particle bed influences their shape. 

When considering the force which the fluid exerts on the 
particle bed (here termed as drag force), the influence of 
the waves onto the soil becomes visible (cf. Fig. 15). The 
higher/lower force values onto the particles are in direct 
relation with the fluid pressure field ρrgh (total pressure 
minus hydrostatic pressure): it is lower underneath wave 
throughs and higher in wave crest areas and acts similar 
as a lift force. 
 

 
Figure 15: underneath the wave throughs the drag force onto 
the particles is increased while it is decreased underneath the 

wave crests. 

These calculations showed that it is possible to apply 
wave boundary conditions to three phase problems 
within CFDEM®coupling. The observed behaviour 
matches the expectations and future experiments will be 
used for validation. 

CONCLUSION AND OUTLOOK 
A lubrication force model was implemented and 
validated and it was demonstrated that dilatancy can be 
depicted. The simulation of a suction dredging case was 
in good accordance with the experiments. Furthermore, 
the feasibility and plausibility of the combination of a 
three-phase solver and the toolbox waves2foam was 
shown by a small-scale test case, experiments for 
validating the new solver are planned.  
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ABSTRACT
The interaction of breaking waves with marine structures involves
complex free surface deformation and instantaneous loading on the
structural members. A typical offshore platform or a coastal struc-
ture consists of several vertical and horizontal members exposed
to breaking wave action. The breaking wave hydrodynamics and
the effect of neighbouring cylinders on multiple cylinders placed
in near vicinity is important due to force amplification or reduction
resulting from interaction between the cylinders. The kinematics
of breaking waves and the hydrodynamics of breaking wave inter-
action with a single vertical cylinder have been studied in detail in
current literature. Studies have established that the location of a
cylinder with respect to the wave breaking point has a major influ-
ence on the breaking wave forces on the cylinder. These studies
have to be extended to investigate the hydrodynamics of cylinders
placed close to each other to understand the modifications in the
force regime due to the presence of neighbouring cylinders under a
breaking wave regime.
In this paper, the open-source Computational Fluid Dynamics
(CFD) model REEF3D is used to simulate breaking wave interac-
tion with a pair of tandem cylinders. The focus of the study is on
the location of the wave breaking point with respect to the upstream
cylinder and the consequences for the downstream cylinder. The
free surface features associated with the incident breaking wave and
the evolution of the free surface after interaction with the upstream
cylinder are investigated. The overturning wave crest and the asso-
ciated free surface deformation have a major influence on the wave
that is then incident on the downstream cylinder. The development
of a downstream jet behind the upstream cylinder leads to the nega-
tion of the shadowing effect on the downstream cylinder. This can
lead to an unexpected higher force on the downstream cylinder. The
evolution of this downstream jet and the extent of this phenomenon
changes the character of the otherwise shadow region behind the
upstream cylinder. A detailed understanding of this phenomenon
can provide new insights into the wave hydrodynamics related to
multiple cylinders placed in close vicinity under a breaking wave
regime. The knowledge regarding force amplification or reduction
on downstream cylinders will aid in designing a safer and reliable
substructure for marine installations.

Keywords: CFD, hydrodynamics, breaking wave, wave force,
tandem cylinders .

NOMENCLATURE

Greek Symbols
Γ Relaxation function, []

ρ Fluid density, [kg/m3]
ν Kinematic viscosity, [m2/s]
νt Eddy viscosity, [m2/s]
ω Specific turbulent dissipation rate, [1/s]
Ω Surface of object, [m2]
φ(~x, t) Level set function, [m]
η Free surface elevation, [m]
τ viscous shear stress tensor, [N/m2]

Latin Symbols
d still water level, [m].
p Pressure, [Pa].
g Acceleration due to gravity, [m/s2].
D Cylinder diameter, [m].
F Total force, [N].
H Wave height, [m].
S centre to centre separation distance between the cylin-

ders, [m].
T Wave period, [s].
U time-averaged velocity, [m/s].

Sub/superscripts
i Index i.
j Index j.

INTRODUCTION

Simulating the propagation and interaction of breaking
waves produced by reducing water depth presents challenges
due to the complex physical processes involved, with highly
non-linear interactions and rapid variations in the free sur-
face. Several numerical investigations have attempted to
model wave breaking over plane slopes such as Lin and
Liu (1998); Zhao et al. (2004); ALAGAN CHELLA et al.
(2015a). With the help of these studies, detailed informa-
tion about breaking wave characteristics and the geometric
properties of breaking waves under different incident condi-
tions and bottom slope have been obtained. The empirical
coefficients used for the evaluation of breaking wave forces
in other structural models and design considerations are de-
termined using the breaking wave parameters quantified by
these studies. With the advances in computational modelling
and with the establishment of CFD models that can repre-
sent the breaking process in a satisfactory manner, break-
ing wave forces on structures can be calculated. In current
literature, Bredmose and Jacobsen (2010) present breaking
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wave impact forces due to focussed waves with the JoN-
SWAP wave spectrum for input and carried out computa-
tions for half the domain assuming lateral symmetry of the
problem using OpenFOAM. Mo et al. (2013) measured and
modelled solitary wave breaking and its interaction with a
slender cylinder over a plane slope for a single case using the
filtered Navier-Stokes equations with large eddy simulation
(LES) turbulence modelling. Choi et al. (2015) investigated
breaking wave impact forces on a vertical cylinder and two
cases of inclined cylinders for one incident wave using the
modified Navier-Stokes equations with the volume of fluid
(VOF) method for interface capturing to study the dynamic
amplification factor due to structural response. These inves-
tigations present results for breaking wave interaction with a
single cylinder, while breaking wave forces on tandem cylin-
ders, the effect of neighbouring cylinders on the breaking
wave forces on the cylinders along with the complex free
surface deformations associated with the interaction are not
presented in detail.
In the current study, the open source CFD model REEF3D
(Bihs et al., 2016) is used to simulate periodic breaking wave
forces on tandem cylinders in a three-dimensional wave tank
without assuming lateral symmetry. The model has been pre-
viously used to simulate the wave breaking process under dif-
ferent conditions (ALAGAN CHELLA et al., 2015b,c) and
the wave breaking kinematics were fully represented includ-
ing the motion of the jet, air pocket formation and the recon-
nection of the jet with the preceding wave trough. Follow-
ing the work presented in (Kamath et al., 2016), the effect
of breaker location and the upstream cylinder on the wave
forces on a second cylinder placed downstream in tandem is
investigated.

MODEL DESCRIPTION

Governing Equations

In the numerical wave tank REEF3D, the incompress-
ible three-dimensional Reynolds-Averaged Navier-Stokes
(RANS) equations are solved in conjunction with the con-
tinuity equation:

∂Ui

∂xi
= 0 (1)

∂Ui

∂t
+U j

∂Ui

∂x j
=−1

ρ

∂p
∂xi

+
∂

∂x j

[
(ν+νt)

(
∂Ui

∂x j
+

∂U j

∂xi

)]
+gi

(2)
where U is the velocity, ρ is the density of the fluid, p is the
pressure, ν is the kinematic viscosity, νt is the eddy viscosity
and g the acceleration due to gravity.

Discretisation Schemes

The convective terms of the RANS equations are discretised
using the fifth-order conservative finite difference Weighted
Essentially Non-Oscillatory (WENO) scheme (Jiang and
Shu, 1996) and time advancement is carried out using a Total
Variation Diminishing (TVD) third-order Runge-Kutta ex-
plicit time scheme (Shu and Osher, 1988). The CFL criterion
is used in an adaptive time stepping algorithm to determine
the optimal time step for each step in the simulation. An im-
plicit time scheme is used for diffusion to remove it from
the CFL criterion. The projection method (Chorin, 1968)
is applied for pressure treatment and the Poisson pressure
equation is solved with a PFMG preconditioned (Ashby and
Flagout, 1996) BiCGStab solver (van der Vorst, 1992) from

the high performance solver library HYPRE (hyp, 2015).
The code is parallelised using the MPI (Message Passing In-
terface) framework. A staggered Cartesian grid is employed
in the model and complex geometries are accounted for using
the ghost cell immersed boundary method

Free surface and Turbulence modelling

The two equation k-ω model is employed for turbulence
closure (Wilcox, 1994) along with eddy viscosity lim-
iters (Durbin, 2009) and a free surface turbulence damp-
ing scheme (Naot and Rodi, 1982). The hydrodynamics are
modelled in a two-phase flow approach, calculating the flow
for both water and air. The level set method (Osher and
Sethian, 1988) captures the interface between the two fluids.
(Berthelsen and Faltinsen, 2008). Further details regarding
the numerical model REEF3D can be obtained in Bihs et al.
(2016).

Numerical Wave Tank

The numerical model is used as a numerical wave tank
to model and calculate wave hydrodynamics. Waves are
generated on one end of the tank using the relaxation method
(Larsen and Dancy, 1983) with the relaxation functions
presented by Jacobsen et al. (2012). The velocity and the
free surface in the relaxation generation zone is modulated
as follows:

Urelaxed = Γ(x)uanalytical +(1−Γ(x))ucomputational

φrelaxed = Γ(x)φanalytical +(1−Γ(x))φcomputational
(3)

where Γ(x) is a relaxation function and x ∈ [0,1] is the x-
coordinate scaled to the length of the relaxation zone. The
relaxation function shown in Eq. (4) is used in the current
numerical model (Jacobsen et al., 2012):

Γ(x) = 1− e(1−x)3.5 −1
e−1

(4)

The generation zone is generally one wavelength long and is
not considered an active part of the numerical wave tank. A
similar relaxation zone can be defined to absorb all the wave
energy at the other end of the tank, the numerical beach. In
the current model, in order to reduce the size of the com-
putational domain, an active wave absorption method is em-
ployed. At the downstream boundary, waves opposite to the
reflected waves are generated, achieving a net cancellation
of the wave energy at the end of the domain. A horizon-
tal velocity following the shallow water theory is prescribed
(Schäffer and Klopman, 2000) on the downstream boundary.

U (t) =−
√

g
d

ξ(t) (5)

ξ(t) = η(t)−d (6)

Here, η(t) is the actual free surface location along the down-
stream boundary and d the water depth.

Numerical evaluation of wave forces

The total breaking wave forces on a cylinder are calculated
by integrating the pressure p and the surface normal compo-
nent of the viscous shear stress tensor τ on the surface of the
solid objects as follows:

F =
∫

Ω

(−np+n · τ)dΩ (7)
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where n is the unit normal vector pointing into the fluid and
Ω is the surface of the object.

RESULTS

Validation: Breaking wave force on a single cylin-
der

The breaking wave forces on a single vertical cylinder are
calculated and compared to experimental data from the ex-
periments were carried out at the Large Wave Flume (GWK),
Hannover, Germany (Irschik et al., 2002). The cylinder has
a diameter D = 0.7 m, placed in a water depth of d = 3.80
m. Regular waves of period T = 4.0 s and height H = 1.30
m are incident on the cylinder that is placed at the crest of a
23 m long 1 : 10 slope. The still water depth at the cylinder
is d = 1.50 m in the experimental setup.
In the numerical setup the wave tank is 56 m long, 5 m wide
and 7 m high. A grid size of dx = 0.05 m is used, resulting
in a total of 15.68 million cells. A cylinder with D = 0.7 m
is placed at the crest of a 23 m long 1 : 10 slope, with its
centre at 44.0 m with the incident waves of period T = 4.0 s
breaking exactly on the front surface of the cylinder. The
numerical setup is illustrated in Fig. (1), where except for the
total length of the tank, the other conditions are similar to the
experimental setup. Further details regarding the numerical
setup can be obtained in Kamath et al. (2016).
The numerically calculated wave force is compared to the
EMD (Empirical Mode Decomposition) treated experimental
data from Choi et al. (2015) to filter out the dynamic amplifi-
cation of the wave forces due to the vibration of the cylinder
in Fig. (2). A good agreement is seen between the numerical
and experimental breaking wave forces on a single vertical
cylinder.

Breaking wave force on tandem cylinders

The breaking wave interaction with a single vertical cylin-
der results in several distinct free surface features such as
the separation of the breaking wavefront around the cylinder,
the subsequent meeting of the separated wave front and the
formation of a water jet downstream of the cylinder. These
features have been presented and discussed by Kamath et al.
(2016). Here, the effect of the free surfaces features from
breaking wave interaction with the upstream cylinder on the
hydrodynamics of a cylinder placed downstream is studied in
different scenarios: when the wave breaking point is on the
surface of the upstream cylinder and when the wave break-
ing point is just behind the upstream cylinder. For each of
the breaking scenarios, the distance between the two cylin-
ders is varied and the effect on the breaking wave forces on
the downstream cylinder is investigated.

Breaking point on the front surface of the upstream cylinder

In this scenario, the wave breaking point is on the surface of
the upstream cylinder and the downstream cylinder is placed
at distances of S= 1D, 2D, 3D, 4D and 5D from the upstream
cylinder. The breaking wave force on a single cylinder in this
scenario is 13900 N. The variation of the total breaking wave
force on the downstream cylinder with the distance of the
downstream cylinder from the upstream cylinder is presented
in Fig. (3).
The wave force on the downstream cylinder is seen to in-
crease as the distance between the cylinders is increased from
S = 1D to 3D. At a centre-to-centre distance of S = 3D, the
force on the downstream cylinder is seen to be the maximum
under this scenario of wave impact. A further increase in

the distance between the cylinders results in a decrease in
the total breaking wave force. At a centre-to-centre distance
of S = 5D, the total breaking wave force on the downstream
cylinder is similar to that at S = 1D.
The variation of the total breaking wave forces on the down-
stream cylinder is a consequence of the free surface fea-
tures associated with the breaking wave interaction with the
upstream cylinder and the resulting wave incident on the
downstream cylinder. The downstream cylinder is within the
shadow region of the upstream cylinder at a separation dis-
tance of S = 1D. Here, the overturning wave crest incident
on the upstream cylinder with a vertical wavefront gets sep-
arated around the upstream cylinder. The downstream cylin-
der is then in the shadow zone and impacted by a smaller
mass of water compared to the upstream cylinder. This leads
to smaller breaking wave forces on the downstream cylin-
der. As the separation distance is increased, the downstream
cylinder moves out side the shadow region. The cylinder is
then impacted by a larger mass of water formed by the rejoin-
ing of the separated wavefront, downstream of the first cylin-
der. This results in increasing total breaking wave forces on
the downstream cylinder, with a maximum seen for S = 3D.

35.0 m

56.0 m

23.0 m
21.0 m

12.0 m

2.30 m

d =3.80 m

Figure 1: Numerical setup used for investigate breaking wave
forces on a cylinder
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As the separation distance is further increased beyond S =
3D, the downstream cylinder is outside the shadow region,
but now impacted by the splash up from the overturned wave
crest. With increasing distance from this point onwards, the
total breaking wave force on the downstream cylinder is re-
duced.
The free surface features associated with breaking wave in-
teraction with a pair of tandem cylinders placed with a sepa-
ration distance S = 2D is presented in Fig. (4). The incident
wave on the upstream cylinder, impacting the cylinder with
a vertical wave front crest is seen in Fig. (4a). The sepa-
ration of the wavefront around the upstream cylinder as the
incident wave crest begins to overturn is shown in Fig. (4b).
The downstream cylinder is in the shadow zone in Fig. (4c),
where the overturning wave crest impacts the cylinder with
significantly smaller mass of water due to the separation of
the wavefront around the upstream cylinder. Fig. (4d) shows
the overturned wave crest after it passes the downstream
cylinder and the runup on the downstream cylinder due to
the water jet formed behind the upstream cylinder.

REEF3D

experimental

F
 [
N

]

0

5,000

10,000

15,000

t [s]

24 26

Figure 2: Comparison on numerical and experimental breaking
wave forces on the single cylinder

Force on downstream cylinder

F
 [
N

]

2,000

4,000

6,000

8,000

10,000

12,000

14,000

S/D

0 1 2 3 4 5 6

Figure 3: Variation of the breaking wave forces on the down-
stream cylinder with increasing distance from the up-
stream cylinder when the wave breaks on the surface of
the upstream cylinder

(a) t/T = 3.40

(b) t/T = 3.70

(c) t/T = 3.85

(d) t/T = 4.25

Figure 4: Breaking wave interaction with tandem cylinders placed
with a distance of 2D between their centers, with the
wave breaking point on the surface of the upstream cylin-
der

At a separation distance of S = 4D, the downstream cylinder
is outside the shadow region of the upstream cylinder. The
vertical incident wave crest front on the upstream cylinder
in this case is presented in Fig. (5a). The separation of the
overturning wave crest around the upstream cylinder and the
development of the plunger are seen in Figs. (5b) and (5c) re-
spectively. Fig. (5d) shows the impact of the overturned wave
crest on the downstream cylinder. The downstream cylinder
is outside the shadow region behind the upstream cylinder,
but is impacted by the plunger before it reconnects with the
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(a) t/T = 3.40

(b) t/T = 3.65

(c) t/T = 3.90

(d) t/T = 4.15

Figure 5: Breaking wave interaction with tandem cylinders placed
with a distance of 4D between their centres, with the
wave breaking point on the surface of the upstream cylin-
der

preceding wave crest. While the breaking wave forces on
the downstream cylinder in this case are lower than than for
S = 3D, they are higher than for S = 1D and 2D. In the case
of S = 3D, the plunger would impact the cylinder just under
the wave crest level and thus result in the highest wave force
on the cylinder in this scenario of wave impact, following
Irschik et al. (2002), Irschik et al. (2004) and Kamath et al.
(2016).

Breaking point behind the upstream cylinder

In this scenario, the wave breaking point is just behind the
upstream cylinder and the downstream cylinder is placed at
distances of 1D, 2D, 3D, 4D and 5D from the upstream cylin-
der. The breaking wave force on a single cylinder in this
scenario is 9800 N. Fig. (6) shows the variation of the total
breaking wave forces on the downstream cylinder with the
distance between the two cylinders in this scenario. In this
scenario of wave impact, the total breaking wave forces on
the downstream cylinder are seen to increase with increas-
ing separation distance S, until S = 5D. Further increase in S
results in a reduction in the breaking wave force.
The variation of the total breaking wave force on the down-
stream cylinder seen in Fig. (6) is justified as follows. As
the wave breaking point is behind the upstream cylinder, the
downstream cylinder is effectively in direct exposure to the
breaking wave impact. With increasing S, the downstream
cylinder is placed in positions which result in higher total
breaking wave forces. According to the results presented by
Irschik et al. (2004) and Kamath et al. (2016), the total break-
ing wave forces on a single vertical cylinder are the highest
when the overturning wave crest impact the cylinder just be-
low the wave crest level followed by wave impact around
crest level and vertical impact. From the results for break-
ing wave interaction with cylinders placed in tandem, similar
conclusions can be drawn.
The breaking wave interaction with the tandem cylinders
placed with a separation distance of S = 1D is presented in
Fig. (7). The wave incident on the upstream cylinder is yet
to obtain a vertical wave crest front in Fig. (7a). The incident
wavefront is separated around the upstream cylinder and at-
tains a vertical wave crest front profile just passing the cylin-
der in Fig. (7b). The impact of the overturning wave crest on
the downstream cylinder is seen in Fig. (7c). Here, the im-
pacting overturning wave crest is still separated and thus the
wave impact on the downstream cylinder is by a lower mass
of water, resulting in the lowest breaking wave forces in this
scenario. The runup on the downstream cylinder as the over-
turning wave crest passes the downstream cylinder is seen in
Fig. (7d).
In the case of separation distance S = 5D, the total break-
ing wave forces on the downstream cylinder are the max-
imum in this scenario of breaking wave impact. Fig. (8a)
shows the wave incident on the upstream cylinder which has
not yet attained a vertical wave crest front. The incident
wave is separated and attains a vertical wave crest front in

Force on downstream cylinder
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4,000

6,000

8,000
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12,000

14,000
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0 1 2 3 4 5 6

Figure 6: Variation of the breaking wave forces on the down-
stream cylinder with increasing distance from the up-
stream cylinder when the wave breaks just behind the
upstream cylinder
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Fig. (8b) as it passes the upstream cylinder. The overturning
wave crest propagating between the two cylinders is seen in
Fig. (8c). Finally, the impact of the overturning wave crest
on the downstream cylinder, just below the wave crest level
is seen in Fig. (8d). Thus, in this impact scenario where the
wave breaking point is just behind the upstream cylinder, the
wave forces on the downstream cylinder increase with in-
crease in S, due to the cylinder moving away from the shadow
zone and being exposed to the overturning wave crest under
conditions of impact that result in higher total breaking wave
forces.

(a) t/T = 3.20

(b) t/T = 3.40

(c) t/T = 3.55

(d) t/T = 3.90

Figure 7: Breaking wave interaction with tandem cylinders placed
with a distance of 1D between their centers, with the
wave breaking point just behind the upstream cylinder

(a) t/T = 3.20

(b) t/T = 3.45

(c) t/T = 3.80

(d) t/T = 4.00

Figure 8: Breaking wave interaction with tandem cylinders placed
with a distance of 5D between their centres, with the
wave breaking point just behind the upstream cylinder

CONCLUSION

The conclusions are:

1. Breaking wave forces on the downstream cylinder in a
tandem arrangement follow a similar trend as that ob-
served for a single cylinder, with maximum breaking
wave forces calculated for the case where the overturn-
ing wave crest impacts the cylinder just below the wave
crest level.

2. The free surface features due to breaking wave interac-
tion with the upstream cylinder such as the separation of
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the wavefront, rejoining of the separated wavefront and
the formation of the water jet influence the wave forces
on the downstream cylinder.

3. The shadow zone behind the upstream cylinder is less
than 3D for vertical wave crest impact on the upstream
cylinder, while it is about 1D for wave breaking just be-
hind the upstream cylinder.

4. The breaking wave force on the downstream cylinder
can be equal to or higher than the breaking wave force
on a single cylinder under certain arrangements.
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ABSTRACT 

Swirling flow and gas entrainment induced by vortex 
formation at pump intakes are possible causes for pump 
failures and damages. Thus, the avoidance of hollow 
surface vortices is a safety-related issue for all plants 
which require a reliable pump operation. 
The most efficient measure to avoid these problems is a 
sufficient submergence of the intake. An acceptable 
submergence can be determined by means of costly 
experiments, complex CFD calculations or special cor-
relations. When using correlations their applicability for 
the specific case has to be taken into account carefully, 
because a universally applicable correlation is not avail-
able yet. Hence, there is a present need for improved 
correlations or numerical methods which are capable to 
compute the necessary submergence. 
Within the research alliance SAVE experiments and 
numerical simulations were performed to investigate the 
occurrence of surface vortices at industrial scales. 
Amongst others, the lengths of the gas cores of the sur-
face vortices were measured with varying boundary 
conditions and the velocity fields were determined by 
means of PIV (Particle Image Velocimetry) measure-
ments. These experiments were accompanied by CFD 
simulations, the results were compared with the experi-
mental data. A methodology was developed based on 
single phase CFD simulations with ANSYS CFX in 
combination with the Burgers-Rott vortex model which 
can be used to compute the gas core length with very 
good accuracy. Additionally, two phase CFD simula-
tions were performed which use a free surface model 
based on recent developments. 
In order to develop an improved correlation for the 
computation of the necessary submergence, which con-
siders in particular the circulation in the approaching 
flow, several parameter studies were performed. As a 
result of these studies two new theoretical approaches 
for the limiting cases of very small and very large circu-
lation were developed which yield new correlations for 
the computation of the necessary submergence of pump 
intakes. 

Keywords: pump intake design, submergence, free surface 
flow, surface vortices.  
 

NOMENCLATURE 

Greek Symbols 
α   Volume fraction, [m³/m³]. 
   Interfacial area density, [1/m]. 
   Circulation, [m²/s]. 
   Mass density, [kg/m3]. 

effμ  Effective dynamic viscosity, [Pa s]. 
   Kinematic viscosity, [m²/s]. 
Θ   Interfacial mass transfer, [kg/(m³ s)]. 
Ψ   Interfacial momentum transfer, [N/m³]. 
 
Latin Symbols 
a   Suction parameter, [1/s]. 

DC   Drag coefficient, [-]. 
d   Suction pipe diameter, [m]. 

Vd   Vessel diameter, [Pa]. 

DF   Drag force, [N/m³]. 
g,g  Gravity acceleration, [m/s²]. 

I   Identity matrix, [-]. 
h   Submergence, [m]. 
l   Gas core length, [m]. 
M   Mass flow rate, [kg/s]. 
n   Surface normal vector, [-]. 
p   Pressure, [Pa]. 

Q   Volume flow rate, [m³/s]. 
r   Radial coordinate, [m]. 

maxr   Characteristic radius, [m]. 
S   Mean strain-rate tensor, [1/s]. 
t   Time, [s]. 
u   Velocity, [m/s]. 
u   Velocity in the suction pipe, [m/s]. 
W   Kinetic energy per unit time, [J/s]. 
z   Axial coordinate, [m]. 
 
Dimensionless numbers 
A   Dimensionless suction parameter, [-]. 
Fr   Froude number, [-]. 
H   Dimensionless submergence, [-]. 
L   Dimensionless gas core length, [-]. 
N   Circulation number, [-]. 
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Re   Reynolds number, [-]. 
 
Sub/superscripts 

l,g   Gaseous and liquid phase, respectively. 
r   Radial component. 
   Azimuthal component. 
crit  Critical. 
ref  Reference. 

INTRODUCTION 

In many industrial applications a reliable operation of 
pumps is required. The applications range from the 
simple emptying of fluid tanks or tank ships over dewa-
tering or wastewater applications to cooling in the nu-
clear industry. Depending on their intended use distur-
bances of the pumps may lead to consequences like 
production downtimes or even safety-relevant problems, 
if for instance cooling, fire-extinguishing or dewatering 
systems are affected. 
Since gas entrainment and swirl caused by surface vor-
tices at free surfaces are two main sources of possible 
pump problems, the occurrence of surface vortices 
should be prevented. The consequences of swirl and gas 
entrainment include for instance a decreased flow rate 
up to a complete blockage of the pump, vibrations, 
noise and mechanical damage. The most effective 
measure to avoid surface vortices is a sufficient sub-
mergence of the pump intake. 
But the necessary submergence depends on several site 
specific parameters like the intake geometry, the flow 
rate or the circulation of the inflow. Therefore, a lot of 
work has been done and is still going on to provide 
methods to determine the necessary submergence of 
pump intakes. This includes the design of model ex-
periments and the development of numerical methods as 
well as easy-to-use correlations. 
Although several correlations are available, they are all 
linked with certain ranges of applicability or boundary 
conditions, respectively. For instance the American 
National Standard for pump intake design represented 
by the Hydraulic Institute recommends the so-called 
ANSI correlation (Hydraulic Institute, 2012). According 
to this standard this correlation is only applicable for 
cases with moderate circulation. A universally applica-
ble and reliable correlation does not exist. 
Therefore, the research alliance SAVE investigated the 
conditions for the occurrence and the shape of surface 
vortices. Amongst others, the aim was to improve exist-
ing design recommendations with particular considera-
tion of the influence of circulation on the surface vor-
tices. 
For this purpose an industrial scale experimental facility 
was built at the Hamburg University of Technology 
(TUHH) (Szeliga, 2016). The experiments at this facility 
were used to develop and to validate numerical methods 
which are able to compute the onset and the shape of 
surface vortices. Furthermore, the results of the experi-
ments and simulations were used to develop new corre-
lations which can be applied for the determination of the 
necessary pump submergence. 
In the following the experimental setup at the TUHH is 
presented first. The corresponding single and multi-
phase CFD models are explained next. In the subse-

quent section a short overview of selected analytical 
vortex models is given. These vortex models are used in 
the following sections which start with the validation of 
the CFD models. In the next section a theoretical model 
is proposed which yields new correlations for the de-
termination of the necessary submergence in the pres-
ence of strong circulation. Moreover, the new model is 
validated with available experimental data. Finally also 
a second model is proposed for the opposite case of very 
small circulation. This model is confirmed by different 
parameter studies. The paper closes with a summary and 
some conclusions. 

EXPERIMENTAL SETUP 

Many experiments dealing with surface vortices were 
performed at small scale test facilities. In order to ex-
clude scaling effects from the outset, a test facility was 
built at the TUHH that on one hand has typical indus-
trial dimensions and on the other hand is flexible 
enough to allow the examination of all relevant parame-
ters which affect the surface vortices. The test facility 
consists mainly of a large cylindrical vessel with 4 m 
diameter and 4 m height (see figure 1). 

 
Figure 1: Test facility at the TUHH (left: exterior view; right: 

sketch of the interior) (Szeliga, 2016) 

The water enters the test vessel via four adjustable 
DN200 inlet pipes. The water jets from these pipes 
generate an angular momentum, which causes a circula-
tion that depends on the pipes’ inclination. The pump 
suction intake is located at the centre of an intermediate 
floor. Its shape can be altered in order to examine the 
influence of the intake geometry. The basic configura-
tion is a flush mounted suction pipe with 0.2 m inner 
diameter. Optical measurements are possible through 
small windows in the vessel. Due to the symmetrical 
setup different types of stable, hollow vortices can be 
generated in the centre of the vessel. The types range 
from swirl without any surface deformation to fully 
developed gas cores which reach into the suction line. 
Gas cores whose lengths equal exactly the submergence 
are of particular importance. They characterise the so-
called critical submergence. Submergences lower than 
the critical one usually lead to continuous gas entrain-
ment into the pump. 
Among others, the gas core lengths as well as the tan-
gential fluid velocities were measured during the ex-
periments under varying boundary conditions. 

CFD MODELS 

To numerically analyse the experiments different CFD 
models were set up with ANSYS CFX. First a single-
phase model was built that simulates only the liquid 
phase. Compared to two-phase simulations this ap-
proach is much less computationally expensive. But a 
direct computation of a surface deformation is not pos-

h 
l 

flow 
inlet 
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sible by applying this kind of simulations. Therefore, 
additionally a two-phase model was developed that 
considers also the gaseous phase and is capable to track 
the water surface. 

Single-phase model 

The single-phase model consists only of the liquid phase 
(water at 20° C). The geometry and the boundary condi-
tions are shown in figure 2. Because of symmetry only a 
model of a quarter of the test vessel geometry is re-
quired. At the vertical cut planes a rotational periodicity 
is used. A mass flow rate and a pressure boundary con-
dition define the inlet and the outlet, respectively. The 
water surface at 1.467 m is replaced by a non-
deformable free slip wall at which the water can move 
freely in azimuthal and radial direction. 

 
Figure 2: Single-phase CFD model 

The underlying equations are the incompressible Rey-
nolds averaged Navier-Stokes equations (RANS) (Wil-
cox, 1993). Thus, the influence of turbulence is mod-
elled by the Reynolds stress tensor in the momentum 
equations. To close the system of equations the Shear 
Stress Transport model (SST) is used with automatic 
wall functions. The SST model is a two equation turbu-
lence model based on the turbulent kinetic energy and 
the turbulent dissipation frequency (Menter, 1994). It is 
crucial to turn on the built-in curvature correction 
(Spalart and Shur, 1997), because otherwise the SST 
model is not an appropriate choice for strongly swirling 
flow. The curvature correction considers the swirling 
flow and enhances or damps the turbulence production 
appropriately.  
ANSYS CFX applies a co-located, vertex-centered 
Finite Volume Method (ANSYS, 2016). In the present 
case a high resolution scheme is used to discretise the 
advection terms of the conservation equations and the 
transient parts are discretised by an implicit second 
order Euler method.  
In figure 3 the grid is shown that is mainly structured 
and consists of hexahedral cells. Only the vicinity of the 
inclined inlet pipe is meshed with tetrahedral cells in 
order to achieve a better grid quality. The grid is locally 
refined at walls and the vessel centre. The maximum 
edge length is 40 mm. In the centre the grid resolution is 
much finer. The horizontal edge length in this region is 
between 3 and 4 mm. Altogether the grid contains ca. 
0.5 million cells.  

 
Figure 3: Computational grid (top and side view) 

Two-phase model 

In the two-phase case both the liquid phase and the 
gaseous phase above the free surface are modelled (wa-
ter and air). Therefore, it is necessary to extend the 
model by an air domain above the water surface (see 
figure 4). The air is treated as an ideal gas. In contrast to 
the single-phase model the top is now modelled by a no-
slip wall. The other boundary conditions remain un-
changed. The air domain is obtained by extruding the 
grid shown in figure 3. Thus, the principle grid structure 
and the grid quality do not change. 
 

 
Figure 4: Two-phase CFD model 

In the two-phase model each phase has its own continu-
ity and momentum equation which now contain the 
volume fractions αg and αl of the gaseous and liquid 
phase, respectively. Furthermore, the terms Θk and Ψk 
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for interfacial mass and momentum transfer are in-
cluded.  
 
Continuity equation: 
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Momentum equation:  
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is the main strain-rate tensor. Since no mass transfer 
occurs between the two phases, the transfer term Θk 
vanishes.  
Although there were several successful attempts in the 
past to use the Volume-of-Fluid Method in order to 
simulate hollow surface vortices (Ito, 2010a, or Merzari, 
2008), the above Two-Fluid Model was chosen in this 
case. The main reason is that recent developments show 
that this model can be applied successfully in order to 
cover different flow regimes simultaneously (Haensch, 
2012). Thus, it is a promising candidate for future simu-
lations that aim to quantify the gas entrainment, since 
this involves free surface and dispersed flow regimes. 
The use of the Volume-of-Fluid Method for this purpose 
is probably too costly, since also small  bubbles have to 
be resolved. 
For the computation of the remaining momentum trans-
fer term the concept of the Algebraic Interfacial Area 
Density Model (AIAD) (Hoehne, 2011) was adopted. In 
the case of free surface flows ANSYS CFX computes 
the interfacial area density from the volume fraction 
gradient 

  (3) 
and the momentum transfer is  

   .C lglgllggDf uuuu   (4) 
Equation (4) describes an interfacial drag force that is 
dependent on the drag coefficient CD. This drag coeffi-
cient is computed in the AIAD model, as if the water 
surface acted like a wall. Then the phase specific drag 
force FD,k can be computed via 

  kkkkkk,D nSnnIF   (5) 
with the surface normal vector 

.k
k




n  (6) 

So finally the drag coefficient can be calculated from 
  .C l,Dlg,DglgllggD FFuu 

2  (7) 
The other settings are very similar to the single-phase 
case. For instance the SST turbulence model with curva-
ture correction is used again. However, the time step has 
to be chosen much smaller than in the single-phase 
simulations in order to keep the Courant number smaller 
than one. This makes the two-phase simulations very 
time consuming. However, some time can be saved, 
when a single-phase simulation is used as initial condi-
tions.  

ANALYTICAL VORTEX MODELS 

As already mentioned it is not possible to determine any 
surface deformation with the single-phase model. But 
by means of an analytical vortex model this situation 
can be remedied. 
The probably simplest vortex model is the Rankine 
model (Wu et. al, 2006) that divides the vortex into two 
regions, an outer free vortex region and a core region. 
The core region behaves like a rotating solid. Therefore, 
the tangential velocity of the vortex can be expressed by 
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The model depends on the parameter rmax that character-
ises the location, where the velocity attains its maxi-
mum. Furthermore, the model depends on the circula-
tion Γ. 
A more evolved model is the model of Burgers and Rott 
(Rott, 1958). It describes a rotationally symmetrical 
stagnation-point flow. Inserting this assumption into the 
Navier-Stokes equations leads to the following tangen-
tial velocity. 
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Again, two parameters have to be provided by the user 
of equation (9). Beside the circulation   the so-called 
suction parameter (or downward velocity gradient) a 
has to be specified. The suction parameter is related to 
rmax via the equation 

.
a.

rmax 
 2

12091
 (10) 

Note that the shape of the water surface is characterised 
by a constant pressure condition. By applying this con-
dition one obtains the ordinary differential equation 

rg
u

dr
dz 2

  (11) 

that describes the deflection of the water surface. Sub-
stituting equation (9) in equation (11) and integration 
yields the formula 

2

4
2

















g
)ln(al  (12) 

for the gas core length of surface vortices (Ito, 2010). 
The difficulty with the application of the analytical 
vortex model of Burgers and Rott is the determination 
of the parameters circulation   and suction parameter a 
for arbitrary or even for simple intake geometries. For 
this task CFD is an excellent tool. By determining the 
circulation and the suction parameter from the CFD 
results and by applying equation (9) or (12), respec-
tively, it is possible to compute the shape and the length 
of gas cores of hollow vortices. This is even possible, if 
only single-phase CFD simulations are performed, 
which require much less effort compared to two-phase 
models. 
There exist several other analytical vortex models of 
comparable complexity. But there are also attempts to 
obtain a more general description of vortex flow. One is 
given by Granger who developed a sequence of systems 
of partial differential equations resulting from a power 
series expansion based on the radial Reynolds number 
(Granger, 1966). The 0th order model of Granger, i.e. the 
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first term of the power series, consists of two partial 
differential equations for the dimensionless stream func-
tion and the dimensionless circulation. The solution of 
these partial differential equations requires the know-
ledge of the centre line distribution of vorticity and axial 
velocity or alternatively the application of numerical 
methods. In the present case the 0th order Granger model 
was used in parameter studies and the equations were 
solved with a second order finite difference method. 

VALIDATION OF THE CFD MODELS 

The single-phase CFD model in combination with the 
Burgers-Rott vortex model as well as the two-phase 
CFD model were validated by the comparison of gas 
core lengths and tangential velocities with correspond-
ing experimental measurements.  
Figure 5 shows the tangential velocities determined with 
the single-phase CFD model for Froude number  

..
dg

uFr 21  (13) 

This Froude number corresponds to a total mass flow of 
53 kg/s. At this mass flow the submergence became 
critical in the experiments. The computed tangential 
velocities are evaluated along three lines at different 
elevations. There are only slight differences in the core 
region of the vortex between these three positions. Ad-
ditionally, the tangential velocities according to the 
Burgers-Rott model with adjusted parameters are in-
cluded in the figure. The Burgers-Rott model agrees 
well with the CFD results.  

 
Figure 5: Tangential velocities according to CFX and the 

Burgers-Rott vortex model; Fr = 1.2 

Once the parameters of the Burgers-Rott model are 
determined equations (11) and (12) can be used to com-
pute the gas core shape. Figure 6 shows the gas core 
shapes, which are determined by the vortex model of 
Burgers and Rott, for two different mass flows and the 
maximal deflection of the water surface observed in the 
corresponding experiments. In both cases the length of 
the gas cores matches the experimental data with very 
good accuracy. Even the critical conditions at Fr = 1.2, 
for which the gas cores lengths equal exactly the sub-
mergence, are well predicted.  

 
Figure 6: Gas core shapes for different mass flows 

For the case with lower Froude number (Fr = 0.5) 
measurements of the tangential velocities are available 
(Szeliga, 2016). They were obtained by Particle Image 
Velocimetry (PIV). A comparison of the measurements 
and the CFD simulation results is presented in figure 7. 
Obviously also the measured and computed tangential 
velocities coincide well. 
So far it was demonstrated that the combination of sin-
gle-phase CFD simulations with the Burgers-Rott model 
is an accurate approach for the determination of the gas 
core length. Therefore, the attention is now turned on 
the two-phase model that allows the computation of the 
water surface directly without applying an analytical 
vortex model. 
 

 
Figure 7: Comparison between measured and computed 

tangential velocities, Fr = 0.5 

For the two-phase simulations a Froude number Fr = 1 
was used, corresponding to 45 kg/s mass flow. Thus, 
critical conditions are not reached yet, but the experi-
mentally observed gas core length of the surface vortex 
is about 70 % of the submergence. To simplify the 
simulations they were started with the single-phase 
results as initial conditions. After a simulation time of 
approximately 1 s an elongated gas core was formed 
during the simulations which corresponds very well 
with the experimental observations and the Burgers-Rott 
model (see figure 8). By continuing the simulation it 
turned out that the gas core became thinner and tore off 
at some point. As a consequence the surface vortex 
vanishes and has to develop again. However, the two-
phase model has proved its suitability and ability to 
reproduce the shape of the surface vortex.  
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Figure 8: Comparison between CFD simulation (left) and 

Burgers-Rott model (right) 

COMPUTATION OF THE GAS CORE LENGTH 
AND THE NECESSARY SUBMERGENCE IN THE 
PRESENCE OF LARGE CIRCULATION 

According to equation (12) the computation of the gas 
core length of a surface vortex requires the knowledge 
of the circulation Γ and the suction parameter a. The 
circulation is a parameter that depends strongly on the 
specific geometry. For the TUHH experiment the CFD 
simulations reveal an affine linear relationship between 
the angular momentum induced by the inlet pipes and 
the circulation in the vessel. This relation can be ex-
pressed for a given submergence and inclination of the 
inlet pipes by a simple equation. For instance the for-
mula 

 254202580 Fr..
s/²m


  (14) 

can be derived for a submergence of 1.467 m and inlet 
pipes that are inclined at an angle of 45°. 
While the circulation is highly system-dependent the 
suction parameter can be obtained by a theoretical ap-
proach that is described in the following. 
A rotating fluid without any suction behaves like a ro-
tating solid, because in this case the kinetic energy at-
tains a minimum for a given circulation. This can be 
easily demonstrated with the Rankine model in equation 
(8). Enlarging rmax reduces the tangential velocities. 
Therefore, the kinetic energy in the cylindrical vessel 
reaches a minimum, if rmax attains a maximum, e.g. rmax 
= dV / 2. In this case the entire fluid can be interpreted 
as solid body. But pumping changes the character of the 
flow. The typical tangential velocity profile (cmp. figure 
5) consisting of a free vortex and a solid body rotation 
appears. This happens because a certain portion of ki-
netic energy is detracted from the vessel through the 
suction line. However, to sustain the rotation with the 
same circulation it is necessary that the rotating fluid 
also contains this additional portion of kinetic energy. 
This can be controlled by the parameter rmax. 
The kinetic energy per unit time which is detracted 
through the suction line can be expressed by 
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Because in strongly rotating flow the tangential velocity 
dominates the axial and radial velocities, the radial and 
axial components can be neglected in the cylindrical 
vessel. Therefore, the kinetic energy that passes a cer-
tain radius per unit time becomes 

.uQW 2
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As explained this expression becomes minimal, if the 
characteristic radius is chosen as half of the cylinder 
diameter which yields the reference kinetic energy per 
unit time 
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By subtracting equation (17) from equation (16) and 
evaluation at r = rmax one obtains 
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for the additional energy flux resulting from a certain 
choice of the parameter rmax. This additional flux must 
equal the expression in equation (15) to compensate the 
loss of energy through the suction line. This condition 
finally leads to the equation 
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which is a quadratic equation in ξ2 with the solution 

.N
d
d.:,
V

22

250with
24

1


















  (20) 

In the above equation (20) the circulation Γ has been 
replaced by the dimensionless circulation number 

.
Q
dN 

  (21) 

The Rankine model is a model with simplifications and 
it doesn’t yield the correct kinetic energy distribution. 
For this reason a correction factor κ = 0.41 is intro-
duced, when the parameter rmax is determined from the 
definition of ξ, i.e. 

.
d

r V
max 

2
 (22) 

The correction factor is derived from the experimental 
data. Now the suction parameter a can be computed 
with equation (10). 
Usually it is preferable to use dimensionless quantities. 
The dimensionless suction parameter A can be defined 
by 

.
Q
daA

3

  (23) 

Substituting equation (10) and rewriting equation (22) 
by using equation (23) leads to the dimensionless equa-
tion 
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where Re denotes the Reynolds number 

.
du

Re


  (25) 

Note that equation (20) is already written in dimen-
sionless form. 
The dimensionless version of equation (12) is given by 

.NFrReA)ln(L 22
54
2

  (26) 

Equation (26) contains two more dimensionless quanti-
ties, i.e. the dimensionless gas core length 

d
lL   (27) 

and the Froude number. 
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The equations (26), (24) and (20) form a new mathe-
matical model for the computation of the gas core 
length which uses the Reynolds, Froude and circulation 
number as input parameters. This new model is applica-
ble for surface vortices with strong circulation. Note 
that the circulation number depends on the circulation 
which therefore has to be given for instance by a rela-
tion like equation (14).  
In the following the model is validated with the experi-
mental data gained from the TUHH experiments and 
with data from the independent experiment of Moriya 
(Ito, 2010). 
Figure 9 shows a comparison of the theoretical gas core 
lengths obtained from equation (26) with experimentally 
observed gas core lengths from the TUHH. The accu-
racy of the theory is very good in particular for larger 
gas cores. 
 

 
Figure 9: Theoretical vs. experimental gas core lengths; 
TUHH experiments for Froude numbers Fr = 0.5, 1, 1.2 

In order to compare the theory also with independent 
measurements the experiment of Moriya was addition-
ally considered. The setup of this experiment is similar 
to the TUHH experiments. The test facility consists  
also of a cylindrical vessel with a vertical pump suction 
intake (see figure 10). The main differences are the 
dimensions and the flow inlet. In Moriya’s experiment 
the water enters the test vessel tangentially through an 
inlet slit that causes the circulation in the vessel. The 
circulation is known (equation (41) in the paper of Ito, 
2010) and it depends solely on the volume flow rate for 
fixed submergence. 
 

 
Figure 10: Moriya’s experiment (Ito, 2010) 

So, the circulation number N is already given via equa-
tion (21). The second parameter, the suction parameter 
A, can be computed with the above theory (equation 
(24)). Afterwards the gas core length follows from equa-
tion (26). The results are plotted in figure 11. 

 
Figure 11: Validation against Moriya’s experiment 

Again the theory matches the experimental data with 
very good accuracy. Only at a high flow rate of 
100 l/min the theory deviates slightly from the corre-
sponding measurement.  
Since the developed theory allows the determination of 
the gas core length, only a small modification of equa-
tion (26) yields a new correlation for the computation of 
the critical submergence. By definition the critical sub-
mergence is reached, if the gas core length equals the 
submergence, i.e. l = h. Therefore, the dimensionless 
critical submergence Hcrit = hcrit/d results from equation 
(26) by simply setting 

.NFrReA)ln(H crit
22

54
2

  (28) 

The suction parameter A and the circulation number N 
are in general functions of the submergence, i.e. 

).H(NN),H(AA critcrit   (29) 
This is a nonlinear implicit equation that has to be 
solved for Hcrit. 

EXTENSION OF THE THEORY TO SMALL AND 
MODERATE CIRCULATION 

The theoretical approach that leads to the suction pa-
rameter in equation (24) is valid for strongly circulating 
flow. Therefore, it is applicable to the TUHH experi-
ments and Moriya’s experiment. To examine if it is also 
suitable for moderate circulation further parameter stud-
ies were performed. 
So firstly, cases without any circulation were investi-
gated. For this purpose the 0th order Granger model was 
solved with a second order finite difference method. 
This procedure was chosen, because it allows the varia-
tion of the suction line diameter and the submergence 
without the necessity of complex remeshing steps.  
The variations of the submergence and the suction line 
diameter in the Granger model reveal a relationship 
between the dimensionless suction parameter A and the 
dimensionless submergence H  that fits very well to the 
equation 

.H.A .88211   (30) 
Both the results from the Granger model and the graph 
of the derived correlation are shown in figure 12. 

0

1

2

3

4

5

6

7

8

0 1 2 3 4 5 6 7 8

l/d
 (t

he
or

y)

l/d (experiment)

Experiment

0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0 10 20 30 40 50 60 70 80 90 100

ga
s 

co
re

 le
ng

th
 l 

/ m

volume flow rate Q / l/min

Theory
Moriya's experiment

+15 % 

-15 % 

vessel diameter 400 mm 

inlet slit 40 mm 

flow inlet 
water depth 

500 mm 

outlet nozzle 50 mm 

749



F. Bloemeling, R. Lawall 

 

 
Figure 12: Suction parameter in dependency of the submer-

gence (cases without circulation) 

Since the applied finite difference solver of the Granger 
model considers no circulation, more parameter studies 
were performed with another generic ANSYS CFX 
model. This generic model consists of a simple cylindri-
cal domain, but it is possible to generate a specified 
moderate circulation by imposing an inflow angle at the 
circumference. All parameter studies as a whole yield a 
correlation for cases with small circulation which is 
given by the following equation 
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NHarctan
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111 882  (31) 

Equation (24) and equation (31) represent two different 
correlations developed for the limiting cases of large 
and small circulation. The corresponding graphs for a 
pump intake diameter of 0.2 m, 45 kg/s mass flow and a 
submergence of 1.467 m as well as varying circulation 
numbers are plotted in figure 13.  
Obviously the theory for small circulation fits well to 
the simulations with the Granger model and the generic 
CFX model, while the theory for large circulation fits 
well to the simulation of the TUHH experiment with an 
inlet pipe inclination of 45°. Hence, both theories are  
confirmed by CFD simulations and in particular the 
theory for large circulation is also validated with ex-
perimental results. Moreover, the experimental data of 
Jain (1978) indicates that the desired suction parameter 
for moderate circulation lies indeed between both theo-
ries. Therefore, an appropriate interpolation between 
both theories is required to capture the correct suction 
parameter in cases with moderate circulation. This will 
be the topic of future investigations. 

 
Figure 13: Dimensionless suction parameter over circulation 

number according to the theories of large and small circulation 

SUMMARY AND CONCLUSIONS 

The avoidance of gas entrainment and a homogenous 
flow without swirl are basic requirements for an undis-
turbed pump operation. As a consequence surface vor-
tices, which might occur at free surfaces, have to be 
prevented. The most effective measure in this regard is a 
sufficient submergence of the intake. But the determina-
tion of the critical submergence requires either elaborate 
model experiments or estimations by means of some 
correlation. Due to the lack of an universally applicable 
and reliable correlation, there is an ongoing need for 
improved correlations. 
Therefore, an industrial scale test facility has been built 
at the TUHH in order to examine the conditions for the 
occurrence and the shape of surface vortices. In particu-
lar the length of gas cores of those hollow vortices was 
analysed with varying boundary conditions. The so 
gained experimental data was used to develop appropri-
ate strategies for the computation of the gas core 
lengths, the vortex shapes and therefore also the critical 
submergence. Numerical methods were applied based 
on single- and multi-phase CFD models. The multiphase 
CFD approach has shown its ability to calculate the 
shape of the gas cores directly, but the computational 
effort of the multiphase simulations is very high. In fact, 
it turned out that it is possible to accurately compute the 
shape of the surface vortices with single-phase CFD 
simulations in combination with the Burgers-Rott vortex 
model that is a much more efficient approach. Both 
methods were applied to simulate the TUHH experi-
ments and they were validated with the corresponding 
measurements. 
Furthermore, two new theories have been developed 
which yield new correlations for the computation of the 
gas core length of surface vortices and the critical sub-
mergence, respectively. The first theory results from an 
energy balance and is applicable for flows with strong 
circulation. In addition it was validated with the TUHH 
experiments and the independent experiment of Moriya. 
The second approach is based on parameter studies with 
CFD and yields a correlation for flows with very low 
circulation. These theories represent the two limiting 
cases for swirling flows. Cases with moderate circula-
tion like Jain’s experiment lie in between and require an 
adequate interpolation between both theories.  
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ABSTRACT
A code based on finite element method was built and applied on the
variable density incompressible Navier-Stokes equations for accu-
rately simulating immiscible two phase flows. The algorithm simu-
lates the interface between the two liquid phases with high accuracy;
it utilizes both the level-set method with a third order strong stabil-
ity property Runge-Kutta (SSPRK) time integrator and a second-
order projection method for the momentum equation. The solver
developed is based on deal.II, an open source framework code. Nu-
merical assessments on the transport and momentum equations are
presented to verify the code accuracy. Nonconforming manufac-
tured solutions are shown to produce the expected convergence rate
of the used numerical schemes. Simulation of classical Rayleigh-
Taylor instability was carried out and shown to match those in the
published work.

Keywords: CFD, projection methods, level set, LES .

NOMENCLATURE

Greek Symbols
ρ Density
µ Dynamic viscosity
ν Kinematic viscosity
φ Level set

Latin Symbols
uuu Velocity
p Pressure
t Time
V An appropriate space with proper boundary conditions

All symbols are non-dimensional.

METHOD

The variable density incompressible Navier-Stokes equations
are defined as follows:

∂tρ+div(ρuuu) = 0, in Ω× (0,T ], (1)
ρ[∂tuuu+(uuu ·∇)uuu]−2µdiv(∇suuu)

+∇p = ρ fff , in Ω× (0,T ], (2)
div(uuu) = 0, in Ω× (0,T ], (3)

where Ω⊂R2,3 and ∂Ω is the boundary, ρ(xxx, t) is the density
at (xxx, t) ∈ Ω× [0,T ], uuu(xxx, t) is the velocity vector field, µ

is the dynamic viscosity, and p(xxx, t) is the pressure. Bold
variables are vector valued. Equation (1) is referred to as the
transport equation, (2) is the momentum equation and (3) is
the incompressibility constraint.

Transport equation weak formulation

The weak formulation for the transport equation is: Find
ρ(xxx, t) ∈V (Ω) such that:∫

Ω

v
(

∂

∂t
ρ+uuu ·∇ρ

)
dx = 0, ∀v ∈V (Ω), (4)

ρ(xxx, t) = ρ∂Ω, in ∂Ω−, (5)
ρ(xxx,0) = ρ0, ρ0 > 0, (6)

where V is an appropriate space for the transport equation
with appropriate boundary conditions.
To accurately capture the density field ρ, we choose the 3rd

order time integration method "Strong Stability Preserving
Runge-Kutta" with three steps (abbreviated as SSPRK(3,3))
as described by (Gottlieb, 2005). The SSPRK(3,3) steps are:

y(1) = yk +∆t f (tk,yk), (7)

y(2) =
1
4

(
3yk + y(1)+∆t f (tk+1,y(1))

)
, (8)

yk+1 =
1
3

(
yk +2y(2)+2∆t f (tk+ 1

2 ,y(2))
)
. (9)

The strong stability preserving property is ‖yk+1‖ ≤ ‖yk‖.
This makes it attractive in the transport equation case. The
SSP property comes from the maximum principle preserving
property of the Forward Euler method.

The Level Set Model

The fluid mixture we are interested in modeling with the
transport equations has two phases: oil, and water. Each has
a different density value ρ. Since they do not mix, it is im-
portant that each phase must be distinct when modeled and
the volume of each phase in Ω be conserved. Otherwise, the
incompressibility condition div(uuu) = 0 will be violated. As
a consequence, when solving the approximation of the trans-
port equation, one needs to make sure the interface between
two phases is tracked with enough accuracy. There are many
methods to achieve such accuracy, which can be divided into
two classes. In the first one, the interface is implicitly tracked
by a function defined on the whole domain. Such methods in-
clude the level set method, and volume of fluid method. In
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the second class, the interface is explicitly tracked with front-
tracking methods. We will use the level set method between
two phases.
The level set method was first introduced by (Osher and
Sethian, 1988) to evolve the interface with speeds depend-
ing on the curvature of a given velocity field. The interface
is tracked with a function Φ(xxx) to represent the n−1 dimen-
sional interface Γ ⊂ Ω separating Ω into two phases Ω1 and
Ω2. There are many ways to define Γ but we are going to use
the tanh function with the interface at Φ(xxx) = 0.5. The tanh
function is defined as:

Φ(xxx) :=
1
2

(
1+ tanh

(
d(xxx)

γ

))
, (10)

where d is a distance from the interface function and γ con-
trols how steep the interface is. To describe the evolution of
an interface that is transported along with a fluid, we can use
Φ is used instead of ρ in (4):

∫
Ω

v
(

∂

∂t
Φ+uuu ·∇Φ

)
dx = 0, ∀v ∈V (Ω), (11)

Φ(xxx, t) = Φ∂Ω, in ∂Ω−, (12)
Φ(xxx,0) = Φ0, Φ0 > 0. (13)

This essentially transports the Φ function instead of the den-
sity ρ. To reconstruct ρ from Φ, we use the function H(Φ):

H(Φ(xxx)) =
{

ρ1, Φ(xxx)< 0.5,
ρ2, Φ(xxx)≥ 0.5,

(14)

where ρ1, ρ2 are the densities of the fluids in Ω1 and Ω2
respectively (ρ1 < ρ2). H(Φ) will produce density fields
that have discontinuous transitions between phases, which
are undesirable when dealing with PDEs that expect smooth
enough functions. There are many functions that create
smoother transitions such as:

H(Φ(xxx)) =
ρ2−ρ1

2
+

ρ2 +ρ1

2
tanh

(
Φ(xxx)

γ

)
, (15)

where α controls how steep the transition between the two
densities is. The advantage of this reconstruction is that it
produces the closest density field close to (14) with some
retained smoothness. Another candidate H function is:

H(Φ(xxx)) = (ρ2−ρ1)Φ(xxx)+ρ1, (16)

which is a linear scaling of the level set to the densities in
Ω. It is robust but translates the undesirable oscillations that
extends beyond Φ(xxx) > 1 or Φ(xxx) < 0. This issue may be
solved by clipping the reconstruction at a certain radius α

around 0.5 (0≤ α≤ 0.5) :

H(Φ(xxx)) =


ρ1,Φ(xxx)≤ 0.5−α,

ρ2,Φ(xxx)≥ 0.5+α,(
Φ(xxx)− (0.5−α)

)ρ2−ρ1

2α
+ρ1,otherwise.

(17)

This reconstruction introduces relatively sharp changes in the
density gradient and affects the stability of simulation runs.
Finally, the last reconstruction we are going to introduce has
the property of having slope zero at the 0.5±α points and

being a transition polynomial of third degree (0≤ α≤ 0.5):

H(Φ(xxx)) =



ρ1, if Φ(xxx)≤ 0.5−α,

ρ2, if Φ(xxx)≥ 0.5+α,

(4α−2Φ(xxx)+1)(2α+2Φ(xxx)−1)2

32α3

(ρ2−ρ1)+ρ1, otherwise.

(18)

Compared to the clipped reconstruction (17), the above has
smooth gradient transitions and was found to have a stabiliz-
ing effect when used in the simulations below. This transition
is comparable to the Heaviside function (14) in (Sussman and
Fatemi, 1999) but has the advantage of being polynomial in
nature.

Entropy-Viscosity

The Entropy-Viscosity is (at least) a second-order stabiliza-
tion term introduced by (Guermond et al., 2011a) and (Guer-
mond and Pasquetti, 2011). It has the advantage of having
a less diffusive effect on the solution and thus allowing the
construction of stabilized second order numerical schemes.
Using the transport equation weak form:∫

Ω

vh

(
∂ρh

∂t
+uuuh ·∇ρh−div (ν∇ρ)

)
dx = 0, ∀vh ∈Vh(Ω),

(19)

and ν is calculated for each cell separately as follows. De-
fine E(φ) as convex functions that satisfies the differential
inequality:

∂tE(φ)+uuu ·∇E(φ)< 0, (20)

where φ is the level set function mentioned in section and
E(φ) is the entropy function. For examples, one can use:

E(φ) =

{
1
p (φ−

1
2 )

p where p = 1,2, . . . ,
− log(|φ(1−φ)|+10−14).

(21)

In the fully discretized setting, use φn,φn−1 and compute the
following values for each quadrature points qk,q f in cell k
and face f :

Rn+1/2(qk) =
ΠThE (φn)−ΠTh E

(
φn−1

)
∆t

+ (22)

1
2
(
uuun ·∇ΠThE (φn)+uuun−1 ·∇ΠThE

(
φ

n−1))
Jn(q f ) =un ·nnn[[∂nΠThE(φn)]]| f . (23)

Then get the maximum Rn+1/2
k = maxqk∈k

∣∣Rn+1/2(qk)
∣∣ and

Jn
k = max f∈k maxq f∈ f

∣∣Jn(q f )
∣∣. Note that we are using the

Crank-Nicolson scheme to calculate R giving us a second or-
der accurate value for R. The viscosity νk will then be:

νk = min

(
Cmh|u|L∞ ,Ceh2 Rn+1/2 + Jn

k

‖E(φn)−E(φn)‖L∞(Ω)

)
, (24)

where E(φ)= 1
|Ω|

∫
Ω

E(φ) and ‖E(φn)−E(φn)‖L∞(Ω) is a nor-
malization factor. The amount of artificial viscosity is pro-
portional to the entropy production but bounded from above
by the linear artificial viscosity. If the solution is smooth and
entropy production is very small, little or no artificial viscos-
ity is added. Some disadvantages remain such as coefficients
Ce,Cm to tune and the ambiguity of h.
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Compression for the Level Set

For the level set method to work, the curved shape of the level
set function over the boundary must be maintained to pre-
vent adding non-physical effects to the model. The stabiliza-
tion viscosity diffuses the level set interface as the simulation
marches in time. Consequently, with the presence of the dif-
fusion term, we add the compression (or anti-diffusion) term
div
(

CK
ν

h (1−φh)φh
∇φh
|∇φh|

)
to the transport equation (4):

∫
Ω×[0,T ]

∂

∂t
φh +uuu ·∇φh

−div
(

ν∇φh−CK
ν

h
φh(1−φh)

∇φh

|∇φh|

)
dxdt = 0, (25)

where the level set φ ∈ [0,1] and defined at φ = 0.5. This
compression term eliminates the need for a separate reini-
tialization step. In practice, it has been observed that the
compression term in (25) induces “fingering” effect in sim-
ulations. It is the result of perturbations in the initial level
set that the compression term gradually propagates result-
ing in the level set extending like fingers. To mitigate that,
a smoothed out φ∗h is used in the normal of the compres-
sion front ∇φh

|∇φh|
where φ∗h is the solution to φ∗h − h2∆φ∗h =

φ,∇φ∗h · n = 0 on ∂Ω. We will denote S as the operator that
maps φ to the corresponding φ∗ (i.e. Sφh = φ∗h).
Let us detail the algorithm for solving (25):

1. Initialize the level set by normalizing the initial density
scalar field.

φ
0
h =

ρ0
h−ρmin

ρmax−ρmin
,

2. For each of the SSPRK(3,3) steps below, we need to
solve the following:

Ln(uuuh,φh,φ
∗
h) =−uuuh ·∇φh

−div
(

ν∇φh−Ck
ν

h
φh(1−φh)

∇φ∗h
|∇φ∗h|

)
, (26)

when solved for each of the three steps below, the values
are

φ
(1)
h = φ

n
h +∆tLn(uuun

h,φ
n
h,Sφ

n
h), (27)

φ
(2)
h =

1
4

(
3φ

n
h +φ

(1)
h

+∆tLn+1(2uuun
h−uuun−1

h ,φ
(1)
h ,Sφ

(1)
h )

)
, (28)

φ
n+1
h =

1
3

(
φ

n
h +2φ

(2)
h

+2∆tLn+ 1
2

(
1
2

[
3uuun

h−uuun−1
h

]
,φ

(2)
h ,Sφ

(2)
h

))
. (29)

3. Lastly, we “denormalize” the level set with a reconstruc-
tion function such as:

ρ
n+1
h = H(φh)(ρmax−ρmin)+ρmin. (30)

It is worth mentioning that when the entropy-viscosity van-
ishes in well resolved regions of the solution, the compres-
sion stops working and the sharpness of the level set inter-
face is lost. This may be remedied by using some “antivan-
ish” viscosity νantivanish = ν+νε where νε is a small positive
amount of viscosity that maintains the balance between dif-
fusion and compression and, thus, maintains the slope of the
level set.

Projection method for the momentum equation

Initialize the algorithm with ρ0 = ρ0,uuu0 = uuu0, p0 = p0,ϕ
0 =

q0 = 0 then proceed as follows:

1. Setup intermediate variables:

ρ
∗ = ρ

n+1 +
1
6

BDF2(ρ
n+1),

where BDF2(φ
n+1) = 3φ

n+1−4φ
n +φ

n−1,

p∗ = pn +
1
3

(
4δψ

n−δψ
n−1
)
,

uuu∗ = 2uuun−uuun−1.

2. Prediction:

3ρ∗uuun+1−4ρn+1uuun +ρn+1uuun−1

2∆t
−ρ

n+1uuu∗ ·∇uuun+1

+
1
2

div
(
ρ

k+1uuu∗
)
uuun+1−µ∆uuun+1 +∇p? = ρ

n+1 fff n+1,

uuun+1∣∣
∂Ω

= 0,

3. Projection:

∆δψ
n+1 =

3ρmin

2∆t
div(uuuk+1), ∂nδψ

n+1 = 0,

δqn+1 = −div(uuun+1),

4. Pressure correction: pn+1 = ψn+1−µqn+1.

where BDF stands for Backwards Difference Formula.
This variable density projection method is shown to have a
error of O(∆t2) in the L2 norm. The stability proof can be
found in (Guermond and Salgado, 2011, §5.4)

Large Eddy Simulation

The Large Eddy Simulation (LES) is based on the – at
least – 2nd order entropy-viscosity method (Guermond et al.,
2011b). The concept behind LES is separating the flow into
large – or resolved – and small – or subgrid – scales. For a
good overview of LES, see (John, 2004).
When dealing with the Navier-Stokes equations, LES
is added as a cell-wise viscosity νK ≥ 0 to the term
−2νdiv(∇suuu). The result is a viscosity ν+νK . The classical
Smagorinsky model ((Smagorinsky, 1963)) uses:

νK :=Csδ
2
K‖∇suuu‖,

where Cs is the Smagorinsky constant and δk is the width of
the filter (which is proportional to hK). (Guermond et al.,
2011c) proposed the following Entropy-Viscosity approach:

νK := min

(
CmhK |uuu|,Ceh2

K
|Dh(xxx, t)|
‖uuu2

h‖L∞(Ω)

)
,

where

Dh(xxx, t) :=

∂t

(
1
2

uuu2
h

)
+div

((
1
2

uuu2
h + ph

)
uuuh

)
−Re−1

∆

(
1
2

uuu2
h

)
+Re−1 (∇uuuh)

2− f ·uuuh (31)

where hK is the mesh size locally, ‖uuu2
h‖L∞(Ω) is a normalizing

term, and Cm,Ce are appropriate constants. The first term
CmhK |uuu| is the first order artificial viscosity. When the mesh
is fine enough to simulate all the scales, h2

K |Dh(xxx, t)| is much
smaller than the first-order artificial viscosity. This makes νK
a consistent viscosity that vanishes when scales of all levels
are resolved.
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NUMERICAL RESULTS

We test the schemes discussed in the previous sections nu-
merically and present them here.

Validation

Here, we will present the validation of the projection method
with density ρ(xxx, t) = 1. This is a constant density test per-
formed on a variable density equation for validation pur-
poses. Using Ω = (0,1)d domain with a uniform mesh and
cell-wise [Q2]

d continuous finite elements, we introduce the
following simple linear polynomial manufactured solution
for the momentum equation:

uuu(xxx, t) = (1+ t)
(

x+ y
x− y

)
, p(xxx, t) = (1+ t)xy, (32)

uuu(xxx, t) = (1+ t)

 1+ z
1+ x
1+ y

 , p(xxx, t) = (1+ t)xyz. (33)

for d = 2,3 respectively. We solve the equation (2) with µ= 1
running until final time T = 1. The projection step is dis-
abled, which means that the exact pressure is interpolated
every time step. The boundary condition uuu|∂Ω = uuu(xxx, t)|∂Ω

is enforced. The time step is changed to roughly achieve a
Courant-Friedrichs-Lewy condition (CFL) of 0.25. As ex-
pected, table 1 shows that the error is machine epsilon which
means that the algorithm reproduces the conforming manu-
factured solutions exactly.

cells uuudofs ∆t ‖euuu‖L2 ‖euuu‖H1 CFLmax

2D
16 162 8E-03 3E-13 1E-12 0.2621
64 578 4E-03 1E-15 2E-14 0.2606

256 2178 2E-03 1E-14 8E-14 0.2607

3D
8 375 3E-02 9E-16 1E-14 0.2601

64 2187 1E-02 5E-15 3E-14 0.2614
512 14739 7E-03 7E-15 7E-14 0.2613

Table 1: Error values for running conforming manufactured solu-
tions in a unit cube. We get the expected value of machine
epsilon.

Projection Scheme

Using Ω= (0,1)d domain with a uniform mesh and cell-wise
[Q2]

d/Q1 Taylor-Hood continuous finite elements, we intro-
duce the following simple linear polynomial manufactured
solution for the momentum equation:

uuu(xxx, t) = (1+ t)
(

x+ y
x− y

)
, p(xxx, t) = (1+ t)xy, (34)

uuu(xxx, t) = (1+ t)

 1+ z
1+ x
1+ y

 , p(xxx, t) = (1+ t)xyz. (35)

with d = 2,3 respectively. We solve the equation (2) with
µ = 1 running until final time T = 1. The projection step
is disabled, which means that the exact pressure is inter-
polated from the exact solution to the discrete space every
time step. We enforce the following boundary condition
uuu|∂Ω = uuu(xxx, t)|∂Ω. The source term is modified to reflect the
exact solutions. As expected, table 2 shows that the error is
machine epsilon (∼ 0), which means that the algorithm re-
produces the conforming manufactured solutions exactly.

cells uuudofs ∆t ‖euuu‖L2 ‖euuu‖H1

2D
16 162 1E-02 8E-16 1E-14
64 578 5E-03 6E-15 4E-14

256 2178 3E-03 2E-14 1E-13

3D
8 375 2E-02 1E-15 1E-14

64 2187 1E-02 3E-15 3E-14
512 14739 5E-03 9E-15 8E-14

Table 2: Error values for running conforming manufactured solu-
tions in a unit cube. We get a machine epsilon as expected.

Now, we validate the scheme by running a convergence rate
test. We use the same 2D setup as before with the following
nonconforming manufactured solutions:

uuu(xxx, t) =
(

cos(x)+ cos(y+ t)
sin(x)+ sin(y+ t)

)
,

p(xxx, t) = cos(x+ y+ t). (36)

We see in table 3 that we get the O(∆t2) in the L2 norm as
expected. The H1 norms are a bit higher than the expected
O(∆t

3
2 ).

uuudofs ∆t ‖euuu‖L2 rate ‖euuu‖H1 rate

4802 2E-02 1.54E-04 - 1.04E-03 -
18818 1E-02 4.28E-05 1.85 3.11E-04 1.75
74498 5E-03 1.14E-05 1.9 9.01E-05 1.79

296450 2.5E-03 2.98E-06 1.94 2.57E-05 1.81

uuudofs ∆t ‖ep‖L2 rate ‖ep‖H1 rate

4802 2E-02 1.37E-03 - 2.22E-02 -
18818 1E-02 4.10E-04 1.74 8.63E-03 1.36
74498 5E-03 1.18E-04 1.8 3.27E-03 1.4

296450 2.5E-03 3.31E-05 1.83 1.22E-03 1.42

Table 3: Convergence rate for the constant density projection
method. The CFLmax is at 0.64.

Realistic Models

In this section, we will study the applications of variable
density projection scheme on a more realistic model; the
Rayleigh-Taylor instability test. We compare our results with
the work of (Guermond et al., 2011a). Specifically in the
early times before turbulent behavior.

Rayleigh-Taylor Instability

We now apply the method to a more realistic problem. We
use the Rayleigh-Taylor instability test that (Tryggvason,
1988) used. Two fluids are initially at rest in the 2D domain
(−d/2,d/2)× (−2d,2d) and the heavier fluid is on top. The
transition of the phase-field variable ρ is as follows:

ρ(x,y, t = 0) =
ρmax +ρmin

2

+
ρmax−ρmin

2
tanh

(
y+µ(x)

αd

)
, (37)

where α≈ 0.04 and the initial interface is slightly perturbed
as follows:

µ(x) = 0.1cos(2πx/d). (38)
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t=1.0 t=1.5 t=2.0 t=2.5

Figure 1: The Rayleigh-Taylor instability with density ratio of 3.

The time is also scaled using the Atwood number in Tryg-
gvason as tTryg = t

√
At

At =
ρmax

0 −ρmin
0

ρmax
0 +ρmin

0
, (39)

where ρmax
0 := maxxxx∈Ωρ0(xxx) and ρmin

0 := minxxx∈Ωρ0(xxx). As
the system progresses at t > 0, the heavy fluid will fall into
the lighter fluid as a result of having the momentum equation
gravity source term is ρggg
We non-dimensionalize the equations as follows. We divide
by: ρmin

0 for the density ρ, d for length, and d1/2/|ggg|1/2

for time. Consequently, d1/2|ggg|1/2 is the velocity reference
and the Reynolds number is Re = ρmin

0 d1/2|ggg|1/2d/µ. We
will restrict ourselves to the domain (0,d/2)×(−2d,2d) be-
cause we assume that the symmetry of the initial setup con-
tinues as time progresses. The top and bottom parts have
no-slip boundary conditions and the left and right sides have
uuu ·nnn = 0, (I−nnn⊗nnn)ν∇uuu = 0 boundary conditions (known as
symmetry or free boundary conditions).

Remark. Note that we must integrate the pressure term by
parts in the weak form for p to be in L2. In this experiment,
we tested both integrating by parts and leaving the pressure
term as is. This leads to different boundary conditions for
each case: (I−nnn⊗nnn)(ν∇uuu−I p)= 0, and (I−nnn⊗nnn)ν∇uuu= 0
respectively. In this experiment, both were numerically sta-
ble and gave almost exactly the same results when com-
pared to previous papers. By not integrating by parts, p will
be in H1 and we have to answer the question: Is the dis-
crete Ladyzhenskaya-Babuska-Brezzi (LBB) condition sat-

t=1.0 t=1.5 t=2.0 t=2.5

Figure 2: The Rayleigh-Taylor instability with density ratio of 100.

isfied for the space pair H1,H1? In this experiment specifi-
cally, the numerical scheme seems to be stable but we cannot
generalize to all possible cases without a rigorous proof.

As hyperbolic equations need stabilization, we do so with the
nonlinear entropy viscosity (Guermond et al., 2011a) using
the entropy function E(x) =− log |ρ(1−ρ)+10−14|. In fig-
ure 1, the evolution of the density field of ratio 3 at times 1,
1.5, 2, and 2.5 in Tryggvason time scale tTryg = t

√
At with

Re = 1000. The same times are shown in figure 2 with den-
sity ratio of 100. The are 8484 Q2 degrees of freedom for ρ

with uniform mesh size of 2048 cells. The time stepping is
variable and maintains a maximum CFL of 0.4.
Now, we want to conduct a more challenging test. Specifi-
cally, we will test with density ratio 100 to check the robust-
ness of the scheme – see, for example, (Sussman et al., 1994).
As figure 2 shows, the simulation holds nicely. Also, when
figure 1 is visually compared with the results in (Guermond
et al., 2015), they are visually almost identical.

CONCLUSION

The Navier-Stokes equations were solved using a code de-
veloped based on finite element method to accurately sim-
ulate immiscible two phase flows. A proprietary massively
parallel Navier-Stokes solver code based on the open source
software deal.II was successfully implemented to simulate
the interface between the two liquid phases with good ac-
curacy. The utilization of both the level set method with a
third order strong stability property Runge-Kutta (SSPRK)
time integrator and a second-order projection method for the
momentum equation was deemed successful. Numerical val-
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idations of the transport and momentum equations were pre-
sented; they confirmed the code accuracy. The convergence
rate of the numerical schemes selected for modeling the non-
conforming manufactured solutions were shown to be within
expected convergence rate values. Classical Rayleigh-Taylor
instability results were shown to be in good agreement with
previously published work.
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ABSTRACT
Aggregate shape and structure significantly impact rheological
properties of fluids in many fields such as extractive metallurgy,
oil field drilling and mineral processing. The morphology of the
aggregates determines the porosity of solid structures and their di-
mensions, which in turn affects the solid-liquid and solid-solid in-
teractions in the mixture, and hence the rheology of the system.
Aggregates can undergo morphological changes induced by shear
flow. The response of aggregate mixtures in terms of rheology as a
function of their shear history has thus been studied in many fields
(Coufort et al., 2005) with experimental approaches. Numerical in-
vestigations of aggregation dynamics and aggregate restructuration
have also been conducted in low Reynolds conditions (Frungieri
and Vanni, 2016), or using free draining approximation, in which
the fluid particle interactions are exclusively through Stokesian drag
(Eggersdorfer et al., 2010). In this study, a fully coupled Eulerian-
Lagrangian approach is developed to evaluate the restructuring of
aggregates in shear flows for low Reynolds numbers. In particu-
lar, a Discrete Element Method (DEM) is used for particle track-
ing, coupled with Lattice Boltzmann Method (LBM) for solving
the liquid flow. An Immersed Boundary Method (IBM) is incorpo-
rated so that primary particle shapes and hydrodynamic interactions
between particles are fully resolved (Niu et al., 2006). Selected
particle-particle interaction models have been implemented in the
DEM to represent the mechanical behaviour of aggregates. General
attractive and repulsive force models, and the bending moment as
described by Pantina and Furst (2005) have been included.

Artificial aggregates were created and characterized using fractal di-
mension and radius of gyration. The evolution of these shape indi-
cators over time has been studied while aggregates are subjected to
a shear flow. Preliminary results obtained with fully coupled liquid-
solid simulations were also compared with results based on the free
draining approximation. In fully coupled simulations, significant
perturbations in the flow field were observed due to the presence
of particles, which leads to a significant difference in aggregate’s
restructuring. Different solid interaction contributions and their un-
derlying impact on aggregate restructuring have been compared, at
a given shear rate. While increasing shear or maximum cohesion
forces lead to denser aggregates, effect of tangential forces on the
aggregate’s morphology appears to be more complex. Also, tangen-
tial forces were found to have a tendency to favor aggregate break-
age.

Keywords: Aggregates, shear flow, restructuring, CFD-DEM, free
draining, lattice-Boltzmann method, immersed boundary method. .

NOMENCLATURE

Greek Symbols
α Acceleration force coefficient, [kg].
β Velocity force coefficient, [kg · s].
γ Force contribution, [N].
γ̇ Shear rate, [s−1].
ρ Mass density, [kg ·m−3].
µ Dynamic viscosity, [Pa · s].
ξ Spring elongation, [m].
ω angular velocity, [rad · s−1].
Ω LBM collision operator, [ ].
δ Regularized Dirac function, [ ].
∆ Step, [ ].

Latin Symbols
AH Hamaker constant, [J].
A Surface area, [m2].
D f Fractal dimension, [ ].
f LBM quantities, [ ].
f Volume force, [N ·m−3].
F Force, [N].
J Tensor of inertia, [kg ·m].
m Mass, [kg].
N Number of particles, [ ].
NBorn Born constant, [ ].
P Projection matrix, [ ].
q LBM solution vector, [ ].
Rg Radius of gyration, [m].
Rp Particle radius, [m].
S Structure factor, [ ].
T Torque, [N ·m].
t Time, [s].
v Velocity, [m · s−1].
V Force potential, [J].

Sub/superscripts
f Fluid.
i Index i.
j Index j.
M Marker point.
n Normal component.
t Tangential component.
p Particle.
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INTRODUCTION

The efficiency of most industrial processes involving fluid-
solid systems strongly depends on aggregate behaviours,
either directly or through their impact on rheological pa-
rameters of the fluid-solid mixture. In mineral processing
(Laskowski and Ralston, 2015) or liquid metal treatments
(Zhang and Thomas, 2003), shear induced aggregation is of-
ten used to form bigger aggregates which are easier to re-
cover. In extractive metallurgy as well as in the oil sand in-
dustry, aggregation of colloidal clay particles in the tailings is
necessary to separate them out (Plumpton, 2013). Whatever
the material they are made of, floc and aggregate properties
are conditioned by the flow conditions (Vaezi G. et al., 2011;
Khashayar Rastegari et al., 2004; Coufort et al., 2005; Daoud
et al., 2011).
Aggregates are formed by primary particles that come suf-
ficiently close to each other, so that they undergo cohesive
forces. When they are transported in a fluid phase, they ex-
perience hydrodynamic forces that compete with the cohe-
sive forces holding them together. Consequently, in such
conditions, their morphology evolves, which impacts both
the distributions of the hydrodynamic stresses and the con-
tact/cohesive forces within the aggregate.
Early attempts to predict the aggregation kinetics are a cen-
tury old, when Smoluchowski (1917) first gave the equation
to predict the net rate of aggregation of particles based on
collision frequency. However, his work did not explain the
underlying mechanics. Earlier, due to the complexity of the
physics, the aggregates were assumed to be of simple shapes
such as spheres, and stresses across the sphere were calcu-
lated in shear flow to predict its rupture (Bagster and Tomi,
1974). Later, porosity of aggregates was taken into account
by Adler and Mills (1979). However, it was concluded by
Sonntag and Russel (1987) that this approach was not sup-
ported by experimental data as it did not take into account
the complex shapes of aggregates.
With the advancements in computational resources, attempts
were made to model evolution of aggregates composed of
discrete particles. Using the Discrete Element Method
(DEM) (Cundall and Strack, 1979), it became possible to
model the forces between every primary particle. For hy-
drodynamic forces, free-draining approximation has been ex-
tensively used (Chen and Doi, 1989; Potanin, 1993; Becker
et al., 2009; Eggersdorfer et al., 2010). It assumes that each
particle experiences Stokesian drag as if no other particle
were present in its vicinity. Brady and Bossis (1988) devel-
oped Stokesian Dynamics (SD) which accurately accounts
for the impacts of hydrodynamic interactions on aggregates
(Harshe et al., 2011; Vanni and Gastaldi, 2011; Seto et al.,
2012; Harshe and Lattuada, 2012; Conchuir et al., 2014; Ren
et al., 2015). However, SD is only valid for spheres and is
accurate only for low Reynolds conditions. Schlauch et al.
(2013) have developed a Finite Element Method (FEM) in
which Stokes equation is discretized and solved over the sur-
face. Again, this approach is limited to low Reynolds con-
ditions, but allows complex shape primary particles. Im-
mersed Boundary Method (IBM) (Peskin, 1972) is now be-
ing widely used for full coupling between complex shape ob-
jects and full Navier-Stokes flow solver. Different variants of
IBM have proven able to handle even high Reynolds condi-
tions (Yang and Stern, 2013; Taira and Colonius, 2007; Lācis
et al., 2016). Schlauch et al. (2013) have done a compara-
tive study of these coupling methods (namely, FEM, SD and
LBM), however, their particles were fixed in a fluid flow. Till

now, fully coupled liquid-solid simulations are still very rare
due to their high computation cost, thus there remains a lack
of understanding about the impact of hydrodynamic interac-
tions on the aggregate structures.
Lattice Boltzmann methods (LBM) have proved efficient to
solve the flow field around complex shapes. Binder et al.
(2006) used LBM to compare results with accelerated SD
and Schlauch et al. (2013) used LBM to resolve the flow
around their fixed aggregates.
In various studies, different force models have been used de-
pending on the physical system. Commonly used models in-
clude spring-dashpot model (Kadau et al., 2002; Iwashita and
Oda, 1998; Seto et al., 2012). Other studies have used DLVO
model to describe the normal forces in colloidal systems
(Becker and Briesen, 2008; Becker et al., 2009; Ren et al.,
2015; Conchuir et al., 2014; Harshe et al., 2011). Even mag-
netic models have been used is specific studies (Dominik and
Nübold, 2002). Normal forces have thus been extensively
studied, however, in many systems such as colloidal suspen-
sions, tangential forces have also been observed (Pantina and
Furst, 2005) and modelled (Becker and Briesen, 2008). Still,
no study has been done so far to quantify the relative effect
of the involved forces in restructuring of an aggregate.
From all these works that have been conducted so far, it ap-
pears that in many systems, cohesive forces between primary
particles have both tangential and normal components. The
way the hydrodynamic forces are balanced by the contact
forces is what drives the restructuring of aggregates. It is thus
expected that the relative weight of the two contributions of
the cohesive force may significantly impact the morpholog-
ical changes of the aggregates. Using fractal dimension to
characterize aggregate morphology, we have compared the
relative effect of selected forces in a shear flow. The forces
that we have considered are maximum attractive force, drag
force and maximum bending moment.
Due to the major role of the drag force in the problem, pre-
liminary studies using IBM in Lattice-Boltzmann simula-
tions have also been conducted and compared to the free-
draining approximation.

SIMULATION SETUP AND NUMERICAL METHODS

Generation and characterization of initial aggre-
gates

Aggregate size and density are the most natural quantities
to characterize aggregates (Gregory, 1997). Several stud-
ies have worked on relating these two properties through
the concept of fractal dimension (Gregory, 1997; Woodfield
and Bickert, 2001; LI and Ganczarczyk, 1989; Bushell et al.,
2002). It is defined on the basis that the mass of an aggre-
gate scales as a power of its size, this power being the frac-
tal dimension. This allows to characterize morphology us-
ing a unique quantity. To ensure that fractal dimension is
a valid way to characterize aggregate morphological evolu-
tions, simulations have been run for 10 different aggregates
with the same fractal dimension (D f ) and the same number
of particles (N), namely D f = 2.30±0.01, radius of gyration
(Rg) = 22.76 ±.01µm and N = 50, as represented in figure 1.
To estimate the fractal dimension, is has been derived from
the number of particles and the radius of gyration, which are
straightforward to calculate.

N = S
(

Rg

Rp

)D f

(1)

In equation (1), S is the static structure factor, for which there
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Figure 1: The 10 artificially created initial aggregates that have
been used in the simulations (N = 50, D f = 2.30±0.01),
Rg = 22.76± .01µm

exists an empirical expression as a function of the fractal di-
mension (Gmachowski, 2002).

S=

√1.56−
(

1.728−
D f

2

)2

−0.228

D f(
2+D f

Dp

)D f
2

(2)
Some studies (Harshe et al., 2011) also include radius of
gyration (Rg) to characterize an aggregate. However, since
equation (1) includes Rg, there is no need to track it along
with D f .
The initial structures of the simulated aggregates (see fig-
ure 1) were produced algorithmically. An initial sphere is
placed, then all the other spheres are added one after the other
to the aggregate. Each new sphere is placed at random posi-
tion relative to another existing sphere. Sixteen (16) random
positions are tested for every new sphere, and the chosen po-
sition is the one that yields the fractal dimension that is clos-
est to the target fractal dimension. This process is repeated
until the aggregate contains the desired number of primary
spheres.

Discrete Element Method

To study the restructuring of an aggregate, each particle has
to be tracked independently. In the Discrete Element Method
(DEM) (Cundall and Strack, 1979), all forces acting on ev-
ery individual particle are calculated, and the equations of
motion for all particles are solved.
Forces are evaluated at each time step by iterating over every
individual particle and all particle pairs that are closer than
a given maximum interaction distance. Then particle veloci-
ties and positions are updated. After that, the next time step
starts again by calculating the forces applied to each parti-
cle, as well as computing interphase coupling forces when
the liquid flow is resolved, and so on. The forces applied to
each individual particles (driving forces) and to particle pairs
(interaction forces) are described in the next section. Parti-
cle velocities are calculated by solving Newton’s equations
of motion for every particle.

m
d~vi

dt
= ∑~Fi (3)

J
d~ωi

dt
= ∑~Ti (4)

To solve these equations, we use a semi-explicit approach
where all forces that depend on particle acceleration and ve-
locity are accounted for as linear functions, represented by
coefficients α and β in equation (5).

mp
d~v
dt

= α
d~v
dt

+β~v+~γ (5)

The term~γ contains the forces that do not depend on particle
motion. The velocity calculation at each time step comes di-
rectly from equation (5) following a semi-implicit approach,
which yields a simple linear equation.

mp
~v(t +∆t)−~v(t)

∆t
=

α
~v(t +∆t)−~v(t)

∆t
+β~v(t +∆t)+~γ (6)

Equation (6) is solved for~v(t +∆t).

~v(t +∆t) =

(
mp−α

∆t

)
~v(t) +~γ

mp−α

∆t
−β

(7)

The equation for the angular moment is expressed in the
same way, and it is solved similarly.
In this specific study, α = 0 and particle inertia is negligible,
so equation (7) practically boils down to~v=−~γ/β. However,
inertia has been kept in the solver since it helps stabilize the
particle motion when interaction forces see very steep vari-
ations, and it is physically there anyway. Finally, particle
position is updated with the new velocity.

~x(t +∆t) =~x(t)+∆t~v(t +∆t)+
∆t
2
(~v(t +∆t)−~v(t)) (8)

This integration scheme, while not being of high order accu-
racy, helps stabilizing the interactions between primary parti-
cles since it dissipates energy from the otherwise purely elas-
tic interactions, but it preserves the maximum values of the
different forces. Due to the low inertia of the particles, the
acceleration term is negligible, except for the few time steps
when new bonds are created between primary particles.
The DEM is only a tracking method for the primary particles
that the aggregate is made of. All the interesting physics
must be captured by the force models that are included. The
forces here are of two nature, driving forces and pair particle
interactions.

Forces involved

In a solid-liquid system, the dynamics of every primary parti-
cle is governed by primarily two types of interactions: inter-
particle forces and hydrodynamic forces.
DLVO theory has been used to represent particle interactions,
which includes Van der Waals forces as cohesive forces. Nor-
mal forces then derive from a potential (V ). Since the con-
sidered primary particles are spherical, a simplified form for
the potential has been used (Hamaker, 1937).

VVDW(s) =− −AH

12(s−2)
(9)

Here, AH is the Hamaker constant, and s is the non-
dimensional distance between two particles. Attractive Van
der Waals forces must be balanced by a steeper very short
range force that prevents particle from overlapping. Born re-
pulsion (Feke et al., 1984) plays this role.

VBorn(s) =
AHNBorn

s

[
s2−14s+54

(s−2)7

+
60−2s2

s7 +
s2 +14s+54

(s+2)7

]
(10)
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Here, Nborn is the Born constant. When combined, these two
attractive and repulsive contributions form an energy barrier
that must be overcome for particles to separate. This energy
barrier corresponds to a maximum attractive force.
Moreover, a tangential force has been included. This tangen-
tial force is responsible for providing a bending moment to
the aggregates similar to that seen in an elastic rod (Becker
and Briesen, 2008). In this model, when two particles come
close and stick to each other due to cohesive forces, they in-
teract in an elastic manner modelled by springs (kt ) whose
elongation (ξ) corresponds to the relative tangential displace-
ment of the interacting particles.

d~ξi j

dt
= (1−~ni j⊗~ni j)(~v j−~vi)−2Rp (~ω j×~ni j) (11)

where i and j are particle indices, ~v is their velocity, ~ω is
their angular velocity and ni j is the unit vector pointing from
the center of particle i to the center of particle j. Force and
moment depend on spring elongation (ξ).

~Fj = kt (~ξi j−~ξ ji) (12)

~Tj = 2Rp kt~n ji×~ξ ji (13)

The maximum bending moment that particles can exert on
each other is fixed through a critical elongation (dmax) after
which springs can no longer elongate. Thus, the maximum
tangential force between a pair of particles is kt ·dmax.
All the values for the constants (AH , NBorn, kt and dmax) were
chosen so that the forces cover a range that is expected for
2 µm clay particles in water. The overall set of conditions
that have been tested is summarized in tables 1 and 2. (dmax)
has been chosen as 2% of particle’s diameter.
The driving forces for aggregate restructuring are hydrody-
namic forces. In this study, two approaches haves been
considered: Free Draining Approximation and Immersed
Boundary Method.

Free Draining Approximation

In the free draining approximation, it is assumed that the hy-
drodynamic forces acting on a particle are not affected by
the presence of other particles. They do not account for the
perturbation of particles on the fluid flow. Thus, it is only
a one-way coupling. It tends to overestimate the forces as
it does not compensate the surface area of primary particles
shielded by other particles. It is calculated using Stokes’ law,
since the particle Reynolds number remains small in the con-
sidered cases. A pure shear flow is imposed for the liquid
phase.

~Ff/p = 6πµRp(~vp− γ̇z~ex) (14)

~Tf/p = 8πµR3
p(~ωp−

1
2

γ̇~ey) (15)

where µ is the dynamic viscosity of the fluid, index p is for
particle properties and γ̇ is the shear rate in liquid flow.
To resolve the hydrodynamic interactions between particle,
such as shielding, two-way coupling is required and a flow
solver is needed. A lattice Boltzmann method has been used
for that.

Lattice Boltzmann Method

Aggregate restructuring is driven by particle contacts. Inter-
action forces have very steep variations according to inter-
particle distance and collision are instantaneous events, thus

the time and the length scales induced by the particle interac-
tions are much shorter than the ones of the liquid flow. Thus,
an explicit method is well suited to solve for the fluid flow,
since flow evolutions will be slow compared to other physical
mechanisms that put stronger constrains on the time steps.

Lattice Boltzmann methods have become the most common
explicit flow solvers. Moreover, the inherent difficulty to use
complex meshes in such methods has also led to the devel-
opment of several ways to represent solid boundaries inside
the fluid phase, which is also a significant asset for the study
of aggregate restructuring, since changes in the contacts be-
tween particle make it particularly difficult to represent par-
ticles using mesh boundaries.

For these reasons, a lattice Boltzmann method has been used
for simulations in which the liquid flow was resolved. Lattice
Boltzmann methods are based on the resolution of the Boltz-
mann equation (16) in which the flow field variables are only
solved as moments of the probabilities (f ) associated to a
given mass at a given position in space, moving at a given
velocity.

∂f
∂t

+~c ·~∇x f = Ω(f )−~f ·~∇c f (16)

ρ =
∫
R3

f (~c)d~c ρ~u =
∫
R3
~c f (~c)d~c

Once discretized over a lattice, that is a finite set of positions
in space and a finite set of velocities (~ci) at which mass prob-
abilities can travel from one node to its neighbours during
a time step, the Boltzmann equation can be solved explic-
itly using a time-splitting approach, where the dynamics are
solved in two steps: collision and streaming. Hereafter, ex-
ternal volume forces (~f) are accounted for during the colli-
sion step, that is, included into the so-called collision opera-
tor (Ω).

streaming︷ ︸︸ ︷
fi(~x+~ci ∆t, t +∆t)=

collision︷ ︸︸ ︷
fi(~x, t)+Ωi

(
f (~x, t),~f(~x, t)

)
∆t (17)

Bhatnagar et al. (1954) have expressed the collision opera-
tor as a relaxation towards an equilibrium state (which for
kinetic theory of gases corresponds to the lattice-discretized
Maxwell distribution) and through which the flow dynam-
ics can satisfy the Navier-Stokes equations, under the condi-
tion that some unphysical high order terms that appear due
to the discretization remain low. More recently developed
lattice-Boltzmann methods operate the relaxation in a pro-
jection of the probabilities (f ) on another basis than lattice
velocities (~ci), which allows to relax different combinations
of their moments with different relaxation coefficients. Such
Multiple-Relaxation-Time (MRT) approaches (D’Humières
et al., 2002) offer a way to segregate between physical and
unphysical terms in the equation and to damp the unphysical
high order terms, widening the set of conditions under which
Navier-Stokes equations are satisfied with a good accuracy.

There is then a matrix
[
P
]

to operate the projection between
the probabilities and the set of moments that are relaxed. In
this study, the collision operator described by Eggels and
Somers (1995) is used. The relaxed moments are chosen so
that flow field quantities directly appear in a so-called solu-
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tion vector (q).

f (~x+~c, t +1) =
[
P
]−1 ([1]+ [Ω])

q−︷ ︸︸ ︷[
P
]

f (~x, t)︸ ︷︷ ︸
q+

(18)

q± =

∣∣∣∣∣∣∣∣∣∣∣∣∣

ρ

ρ~u± 1
2
~f

ρ(
[
~u⊗~u

]
)+ρ

±1−6ν

6ν
(
[
∇~u
]
+
[
∇~u
]>

)

One of the nice properties of such a collision operator is that
the external forces are applied during the collision step, and
the projection matrix (

[
P
]
) gives a direct relation between the

probabilities (f ) and the corresponding momentum change at
each time step (that is the relaxation of the first order mo-
ments of the probabilities). It has been leveraged for the
solid-liquid coupling method, as well as for boundary con-
ditions, where shear stress was imposed as an external force
to get a shear flow.

Immersed boundary method

Due to the ease to exchange momentum with the liquid
phase through the chosen collision operator, the coupling
with the solids is achieved using the momentum exchange
based boundary developed by Niu et al. (2006). The surface
of the particles is described by marker points, distributed as
regularly as can be on the particle surface, each weighted to
the area of the surface element it corresponds to, as shown
on figure 2.
The coupling between the marker points (M) of the solids and
the lattice nodes for the liquid is achieved by interpolating the
quantities using regularized Dirac functions (δ) as described
by Roma et al. (1999). The values of the probabilities are
thus interpolated at the marker point position (~xM), and the
force contribution of each marker point to the coupling be-
tween the two phases is calculated using bounce-back (stop-
ping the flow) and adding the momentum that corresponds to
the solid phase at this position, weighted by surface element
area. The resulting force (~fp/ f ) is then distributed on the fluid

Figure 2: Representation of a sphere using a surface distribution of
marker points (+) and their corresponding surface ele-
ments (each represented with a different color)

Figure 3: Aggregate 1 (see figure 1) placed in a pure shear flow so
that its center of mass lies in the zero velocity plane

nodes using the same regularized Dirac function.

fM = ∑
~x

f (~x)δ(~xM−~x) (19)

~fM =

marker weight︷︸︸︷
AM ∑

i

( full way bounce back︷ ︸︸ ︷
fM(−~ci)− fM(~ci)+

solid velocity︷ ︸︸ ︷[
P
]−1
(~ci)

ρ~uM

)
~ci (20)

~fp/ f (~x) = ∑
M

~fM δ(~xM−~x) (21)

Due to the way of computing the coupling force (~fp/ f ), it
ensures that the fluid velocity, after the collision operator is
applied, is the velocity of the solid. On the other hand, the
force and the torque acting on the solids are the sum of the
reciprocal actions.

~Ff/p =−∑
M

~fM (22)

~T O
f/p =−∑

M
(~xM−~xO)×~fM (23)

Since this coupling method forces the fluid surface corre-
sponding to the solid boundary to behave like a solid, the
action of the fluid inside the solid must be cancelled. To do
that, in the equation of motion that is solved in the DEM, an-
other external force is applied to every resolved particle that
opposes inner fluid inertia. To make sure that this force can
be easily estimated, another surface boundary is forced in-
side the particle, so that viscous effects between the forced
layers make the motion of the inner fluid follow a solid body
motion.
Then, the inertia of the inner fluid should be removed by in-
troducing a virtual force in the DEM as a coefficient for the
acceleration term, see α in equation (5), but here, since the
particle density and the fluid density are the same it would
have made the equation degenerate. Inner fluid inertia has
been kept for numerical reasons, but it has no impact on the
physical results since particle Stokes number is very low any-
way.

Simulation cases

Initial aggregates as presented in figure 1 were introduced in
laminar pure shear flows, as shown is figure 3. Aggregates
restructure due to the forces it experiences from the flow and
the fractal dimensions (D f ) are recorded over time.
To study the relative effect of the different forces on the evo-
lution of fractal dimension, several variations of the forces
were considered. Equations 9 and 10 show that for a given
particle diameter, the maximum cohesive force depends on
the Hamaker constant AH . For clay colloidal systems, AH is
generally of the order 10−20 J and Born (NBorn) constant can
have values between 10−18 to 10−23, which gives maximum
cohesive force in the order 10−9 N. Pantina and Furst (2005)
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AH (J) (Fn)max (N) kt (N/m) (Ft)max (N) γ̇ (s−1) (Ff/p)max (N)
5.92×10−21 10−9 2.5×10−2 10−9 2652.59 10−9

5.92×10−22 10−10 2.5×10−3 10−10 265.259 10−10

5.92×10−23 10−11 2.5×10−4 10−11 26.5259 10−11

Table 1: Simulation parameters: values of the physical constants and corresponding maximum forces

suggest that the maximum tangential force is of the order
10−11 N. Also, it is common to see shear rates of 100 s−1 in
experiments involving colloidal aggregates. The maximum
shear-induced force between two particles can be estimated
based on the drag force and the variation of velocity across a
particle diameter.

Ff/p ∼ 12πµ γ̇R2
p (24)

The cohesive interactions within the whole aggregate will
need to balance the driving force. However, these cohesive
interactions are summed over chains of particles that all see
different flow velocities. In the 50 particle aggregates, parti-
cle chains are about a dozen of primary particles long. This
is why the estimation of (Ff/p)max was increased by an order
of magnitude than the calculated value from equation (24).
For a clay colloidal system with primary particles that would
be 2 µm in diameter, this gives a value of the order of 10−10

N.
The reference case was then chosen with a maximum at-
traction force ((Fn)max = max(‖~FVDW + ~FBorn‖)) of 10−9 N,
a maximum tangential force ((Ftang.)max) of 10−11 N and a
shear induced force ((Ff/p)max) of 10−10 N. To reflect the
relative variations of these parameters, forces have been ex-
pressed as their ratio to the shear induced force, which were
then varied from 0.01 to 100. Table 1 lists all the physical
values AH , kt and γ̇ that have been varied for the simulations,
and their corresponding force magnitudes. Table 2 lists all
the simulation cases and the corresponding force ratios. In
such conditions, the Reynolds number, calculated based on
the shear rate, varies from 10−4 to 10−2.
The LBM and DEM schemes used for this research fol-
low the same approach as described in Kroll-Rabotin et al.
(2012). In this study, the simulations were performed in a
domain of 2003 nodes, with each node of size 0.2µm. Time
step for each iteration was of the order 10−9 s.

RESULTS AND DISCUSSION

Fractal Dimension as a morphology indicator

To address the question of the relevance of fractal dimensions
(D f ) as the single morphology indicator, all tested conditions
have been repeated for 10 aggregates with the same fractal
dimension. The number of particles and the primary particle
diameter were always kept constant.
Figure 4 shows the evolution over time of the fractal dimen-
sion of the 10 aggregates (see figure 1) for various force ra-
tios. Although it is hard to make any quantiative observation
from such different curves, all these plots show that in all
cases, all 10 aggregates follow the same trend and undergo
the overall same transformation after some time, be it break-
age or reaching about the same fractal dimension. The be-
haviour of aggregates number 8 (in the second line) and num-
ber 7 (right hand side of the third line) give confidence in the
fact that observations extracted from the whole set of aggre-
gates can be interpreted as general rules. Indeed, its appar-
ent initial imbalance makes it behave quite differently from
all other aggregates during most simulation’s early stages.

However, after some morphological evolution, it ends up fol-
lowing the same trends and reach the same fractal dimension
as all the others. The final states that are observed thus seem
not to be too dependent on the initial structure of the aggre-
gates.
Due to the negligible inertia in different cases, the evolution
trends of the aggregate morphologies did not depend on the
force magnitudes, only the time scale of the problem would
change. As a consequence, cases with the same force ra-
tios were not repeated to see effectiveness of D f as the sin-
gle morphological parameter. Table 2 lists all the cases that
have been considered along with the resulting morphological
evolution of the aggregates. When aggregates did not break,
their morphology has been characterized by their time aver-
aged fractal dimension over a rotation. Indeed, the antisym-
metric part of the deformation rate in the flow corresponds to
a rotation with a revolution period of 4π/γ̇. Since aggregates
never stop rotating in such a flow, and their fractal dimension
may keep changing with their orientation relative to the shear
direction, only time averaged fractal dimensions (〈D f 〉) dis-
played in table 2.

〈D f 〉= lim
τ→∞

1
4π/γ̇

∫
τ

τ−4π/γ̇

D f dt (25)

Several force ratios yield aggregate breakage, in which case it
is meaningless to compare the fractal dimension of the parts
to the one of the initial aggregate, since the limited number
of particles in aggregates has a strong influence on the fractal
dimension. In such cases, the time before breakage of the ag-
gregate in such conditions is reported in table 2, since this is
the most significant parameter to capture the breakage rate in
population balance studies that could make use of the results
presented here.

Relative effect of the different force components

In table 2, highlighted cells in light red are those which broke
during the simulation run, while those in grey broke in the
very beginning of the simulation.
When shear prevails compared to attractive forces ((F∗n ) <
1), aggregates break immediately. This can obviously be ex-
plained since normal forces are the ones that oppose the tear-
ing apart of primary particles, and prevent the aggregate from
breaking. Aggregate cohesion in the end boils down to co-
hesive interactions between primary particles. However, as
soon as there is enough cohesion between primary particles,
the way forces are distributed within the aggregate will vary
depending on the relative contributions of the tangential and
normal interactions.
When (F∗n ) is kept constant, tangential forces appear to have
a significant impact on aggregate breakage or structure. In-
creasing (F∗t ) tends to favor aggregate breakage. Indeed, as
general rule of thumb tangential forces within the aggregate
reduce the normal forces between particles. If forces act-
ing on an aggregate are transmitted between primary particle
through tangential interactions, there is less attractive con-
tribution opposing the total tearing force, which means that
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Figure 4: Evolution of fractal dimension (D f ) over time for several force ratios. Lines stopping before the end of the time axis mean that the
corresponding aggregate broke in such conditions.
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Aggregate label (see figure 1)
(Ff/p)max (F∗n ) (F∗t ) 1 2 3 4 5 6 7 8 9 10

10−11 1 1 44.0 2.2579 2.3057 2.3183 2.2806 2.3188 2.0364 2.2106 2.2954 2.3524
10−11 1 10 44.0 248.0 2.3218 752.0 644.0 2.2626 67.0 2.2085 2.2878 2.2971
10−11 1 100 42.0 14.0 587.56 620.0 570.6 464.0 16.0 2.2043 298.0 2.2628
10−11 10 1 2.2483 2.2793 2.3218 2.3171 2.3120 2.3093 2.3398 2.2592 2.2982 2.3608
10−11 10 10 2.2979 2.2961 2.3574 2.3271 2.3113 2.3098 2.3136 2.2759 2.3043 2.3485
10−11 10 100 2.2995 2.2818 2.2944 2.3074 2.2991 2.3168 68.04 2.2769 2.3055 2.3481
10−11 100 1 2.2611 2.2924 2.3219 2.3155 2.3275 2.3173 2.3331 2.2607 2.3021 2.3575
10−11 100 10 2.3155 2.295 2.3131 2.3269 2.3351 2.3135 2.3219 2.2754 2.3073 2.3437
10−11 100 100 2.2928 2.3181 2.3531 2.3195 2.3114 2.3137 2.3342 2.2736 2.3295 2.3454
10−10 0.1 0.1 0.2 0.12 0.2 1.12 0.16 0.24 0.2 0.2 0.2 0.16
10−10 0.1 1 0.12 0.08 0.08 0.08 0.08 0.08 0.08 0.04 0.08 0.04
10−10 0.1 10 0.08 0.12 0.04 0.2 0.04 0.16 0.04 0.04 0.08 0.04
10−10 1 0.1 2.6101 2.5396 2.6218 2.6094 2.6200 2.5492 2.4305 2.6330 2.6223 2.5729
10−10 1 1 5.2 2.4513 2.4131 2.327 2.4308 2.3605 2.2812 2.3508 2.371 2.4401
10−10 1 10 4.32 38.16 149.2 28.8 62.52 753.2 6.68 184.2 2.1066 2.0403
10−10 10 0.1 2.5875 2.5370 2.5839 2.5666 2.6371 2.4621 2.4574 2.5947 2.5449 2.5992
10−10 10 1 2.3161 2.2998 2.3875 2.4255 2.4025 2.4078 2.4232 2.3905 2.3423 2.3926
10−10 10 10 2.3342 72 2.3646 2.3379 2.3346 2.3220 2.3103 2.3325 2.3304 2.3676
10−09 0.01 0.01 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
10−09 0.01 0.1 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
10−09 0.01 1 0.04 0.08 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
10−09 0.1 0.01 0.24 0.28 0.56 0.2 0.24 0.16 0.04 0.48 0.04 0.16
10−09 0.1 0.1 0.16 0.16 0.04 0.12 0.04 0.32 0.04 0.04 0.04 0.04
10−09 0.1 1 0.24 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
10−09 1 0.01 1.12 2.4923 13.48 23.08 53.8 2.5436 2.5342 2.5799 2.5237 2.5734
10−09 1 0.1 2.5546 2.5559 2.5205 2.6169 2.6278 2.4944 2.4929 2.6138 2.5969 2.6111
10−09 1 1 0.56 2.6076 2.5966 2.5247 2.6154 2.5426 2.5405 2.5636 2.5354 2.5772

Table 2: Overview of the simulation results in terms of fractal dimension (〈D f 〉) or time undergoing shear (in milliseconds) until breakage (in
highlighted cells) for all 10 aggregates. Cells in grey indicate that the aggregates broke at the very beginning of the simulation. In
cases highlighted in red, aggregates broke after significant morphological evolution.

Aggregate label (see figure 1)
(Ff/p)max (F∗n ) (F∗t ) 1 2 3 4 5 6 7 8 9 10

10−11 1 1 2.1897
10−11 1 10 2.1839 2.1254 2.2886 2.0721 2.3174
10−11 1 100 2.1949 2.3079 2.0888 2.3153 2.077 2.2667 2.3019 2.28
10−11 10 100 2.3183
10−10 0.1 0.1 2.2966 2.3016 2.298 2.2979 2.302 2.3049 2.3 2.3053 2.2967 2.2999
10−10 0.1 1 2.2979 2.3012 2.2989 2.303 2.3014 2.3047 2.2998 2.3049 2.2963 2.2995
10−10 0.1 10 2.2986 2.2998 2.2992 2.2991 2.3019 2.3042 2.2993 2.3043 2.2958 2.2991
10−10 1 1 2.1487
10−10 1 10 2.188 2.138 2.2568 2.2377 2.0754 2.1651 2.3176 1.9251
10−10 10 10 2.3007
10−09 0.01 0.01 2.2887 2.2961 2.2921 2.2974 2.3002 2.3052 2.3027 2.3001 2.2988 2.3061
10−09 0.01 0.1 2.2872 2.2937 2.2895 2.2953 2.2953 2.3022 2.2998 2.2952 2.2949 2.3017
10−09 0.01 1 2.2851 2.2744 2.2873 2.2938 2.2904 2.2979 2.2969 2.2924 2.289 2.2982
10−09 0.1 0.01 2.1961 2.2205 2.0394 2.2584 2.2624 2.2927 2.3048 2.3031 2.3017 2.3091
10−09 0.1 0.1 2.238 2.2515 2.2938 2.2781 2.2975 2.2133 2.302 2.2979 2.298 2.3054
10−09 0.1 1 2.1839 2.2911 2.2898 2.2958 2.2925 2.3014 2.2989 2.2924 2.2924 2.3007
10−09 1 0.01 1.8635 2.0177 2.0238 1.8928
10−09 1 1 2.1292

Table 3: Instantaneous fractal dimension (D f ) just before breakage (see table 2)
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Figure 5: Mean fractal dimension as a function of the two interaction force contributions
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Figure 6: Evolution of the mean fractal dimension as a function of
tangential interactions

the tearing force must oppose a weaker net attractive force in
order to break the aggregate.
Comparing the final fractal dimension (〈D f 〉) of aggregates
in conditions where they do not break, shows the impact of
the different force contributions on the final shape of the ag-
gregate. As expected, when (F∗n ) varies while (F∗t ) remains
constant, aggregates tend to be denser: they show a higher
fractal dimension. Conversely, the higher (Ff/p)max (in the
non-breaking range), the higher 〈D f 〉.
However, the dependence of fractal dimension on the tan-
gential force ratio (F∗t ), when other forces are kept constant,
shows that the rule of thumb derived from breakage observa-
tion only captures very approximately the role of such forces.
Indeed, figure 5 shows that their actual impact differs de-
pending on other parameters, such as the value of (F∗n ), but
there is no clear trend. Some cases show a steep decrease
of the fractal dimension when F∗t increases, but others, cor-
responding to relatively high values of F∗n , show an inverse
relation, though in a much less sensitive manner.
Another way to look at the relative effects of the different
forces is presented in figure 6. In this figure, a single value
for the fractal dimension is reported for every simulated con-
dition, it is calculated by averaging all the fractal dimensions
of the 10 aggregates, with the aim to observe general trends.
In order to try to capture as much morphological evolutions
as possible in this single characteristic value, in cases where
aggregates broke, their instantaneous fractal dimension at the
instant they broke was used for the averaging step. These in-
stantaneous fractal dimensions D f are shown in table 3.
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Figure 7: Evolution of the mean fractal dimension as a function of
the ratio of the two components of particle interactions

All curves in figures 6 and 7 relate evolutions of the fractal
dimension to the tangential force ratio, for various combi-
nations of the other forces. Tangential force ratios have been
scaled relatively to the drag (figure 6) and to the normal force
component figure 7) but none of these comparisons show any
definite trend. There is an expected overall tendency of the
fractal dimension to increase when tangential interactions are
low, however, the most striking feature of figures 6 and 7 is
the particularly high number of data points that fall outside
of the main trend.

Results from IBM

Since free draining approximation does not account for the
flow perturbation induced by particles on the force acting on
every particles, results from such an assumption are expected
to be inaccurate in cases where fractal dimension (D f ) in-
creases to high values over time. A few simulations were run
with fully resolved flows using an LBM+IBM approach, to
account for the impact of multiphase coupling on the aggre-
gate behaviour.
Figure 8 shows how aggregate number 1 evolved under high
shear and with interaction forces of the same order of mag-
nitude as the shear induced force. First, in such conditions,
this aggregate broke quickly when using the free draining
approximation, while the LBM+IBM simulation did not give
such result. This difference, in itself, shows an obvious im-
pact of the coupling on the aggregate behaviour. Now, when
looking at the flow perturbation induced by the presence of
the aggregate in the pure shear, this tells a little more about
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Top view

Side view Side view (cut)

Figure 8: Aggregate 1 (see figure 1) after 1.2 ms under similar
conditions as the last line of table 2 but resolved with
LBM+IBM. The red surface is an iso-surface of the ve-
locity perturbation for the characteristic velocity differ-
ence due to the shear at the scale of primary particles,
see (26)

the difference in behaviour.
The flow perturbation is represented with an iso-surface of
the velocity difference between the pure shear and the re-
solved flow with the aggregate. The value corresponding of
the iso-surface is the velocity scale given by the shear rate
and the diameter of primary particles.

‖~v− γ̇z~ex‖= 2 γ̇Rp (26)

The arrows on figure 8 show the liquid velocity direction, and
consequently the shear experienced by the aggregate. From
this, it clearly appears that particle chains aligned with the
flow are shielded by the aggregate region that faces the flow.
Many particles, inside the red bubbles, are much more pro-
tected from the shear forces than what is considered in the
free draining approximation.
Simulations with resolved flows take much longer to run,
but also, the complex nature of the hydrodynamic interac-
tions between particles make them hard to study in a similar
way as what has been done with fractal dimension. To cap-
ture their impact and shed light on some trends, many more
simulations must be run, but more importantly pre- and post
processing tools and methods must be developed so that the
simulation results can be properly interpreted.

CONCLUSION

In this work, a preliminary attempt at understanding the rel-
ative roles of the multiple forces acting within an aggregate
undergoing shear has been presented. While the effect of co-
hesive forces and shear forces was well established, the rel-
ative study of tangential forces showed that their combined
effect with other forces is complex. Although no quantitative
observations nor clear tendencies depending with respect to
other forces could be derived from the results, it was con-
firmed that tangential forces tend to decrease the cohesive
forces within the aggregate. Although the force ratios that
characterize the flow conditions and aggregate properties in
this study seem similar to Shields numbers, as commonly de-
fined to characterize granular flows (Ouriemi et al., 2009) the
systems that it was applied to are too different from ours to
directly correlate our study with them. The elastic nature of
the interactions within colloidal systems, and the importance
of discrete interactions in relatively small aggregates yield

very different behaviours so that no critical Shields number
seem to characterize aggregate restructuring.
This work is a pioneer in using IBM to couple solids with
fluid in aggregate restructuring studies. The behaviour of an
aggregate as simulated using LBM+IBM was compared to its
free draining approximation counterpart. It showed that there
is a significant difference in aggregate behavior when hydro-
dynamic interactions are taken into account. Thus, numerical
simulations with LBM+IBM will give more accurate results
than free draining approximation, as the flow perturbations
due to every particles will be fully resolved.
Finally, all these preliminary numerical investigations al-
ready confirmed a few expected restructuring behaviours,
and illustrated the complexity of studying aggregate restruc-
turing even under very controlled conditions, with simplified
interactions. But more importantly, they have demonstrated
the feasibility and the suitability of the LBM+DEM+IBM ap-
proach for such a problem, and confirmed the need for such
numerical investigations. Now that the method has been de-
veloped and applied to this problem, more extensive studies
covering various interactions and flow conditions involving
higher Reynolds and Stokes numbers promise to yield valu-
able knowledge on aggregate restructuring.
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ABSTRACT
The large time and length scales and, not least, the vast number of
particles involved in industrial-scale simulations inflate the compu-
tational costs of the Discrete Element Method (DEM) excessively.
Coarse grain models can help to lower the computational demands
significantly. However, for effects that intrinsically depend on par-
ticle size, coarse grain models fail to correctly predict the behaviour
of the granular system.
To solve this problem we have developed a new technique based on
the efficient combination of fine-scale and coarse grain DEM mod-
els. The method is designed to capture the details of the granular
system in spatially confined sub-regions while keeping the compu-
tational benefits of the coarse grain model where a lower resolution
is sufficient. To this end, our method establishes two-way coupling
between resolved and coarse grain parts of the system by volumet-
ric passing of boundary conditions. Even more, multiple levels of
coarse-graining may be combined to achieve an optimal balance
between accuracy and speedup. This approach enables us to reach
large time and length scales while retaining specifics of crucial re-
gions. Furthermore, the presented model can be extended to cou-
pled CFD-DEM simulations, where the resolution of the CFD mesh
may be changed adaptively as well.

Keywords: DEM, Multilevel/Multiscale .

NOMENCLATURE

Greek Symbols
α Coarse grain ratio.
γ Damping coefficient, [kg/s].
δ Overlap, [m].
κ Constant in the Beverloo Eq.
µ Friction coefficient.
ρ Mass density, [kg/m3]
σ Granular stress, [N/m2]
ω̇ Angular acceleration, [rad/s2].

Latin Symbols
C Constant in the Beverloo Eq.
d Particle diameter, [m].
D Diameter, [m].
e Coefficient of restitution.
E Young’s modulus, [N/m2].
f Force, [N].
g Gravitational acceleration, [m/s2].
G Shear modulus, [N/m2].
I Moment of inertia, [N].
k Stiffness coefficient, [N/m].

m Mass, [kg].
ṁ Discharge rate, [kg/s].
P Granular pressure, [N/m2].
r Contact vector, [m].
R Particle radius, [m].
t Torque, [Nm].
v Particle velocity, [m/s].
v′ Particle velocity relative to mean streaming velocity,

[m/s].
V Box volume, [m3].
ẍ Acceleration, [m/s2].

Sub/superscripts
eff Effective.
i Index i.
j Index j.
n Normal direction.
o Orifice.
t Tangential direction.
z Z-direction.

INTRODUCTION

Since its introduction (Cundall and Strack, 1979), the Dis-
crete Element Method (DEM) has proven to be a viable tool
for the analysis of granular flows. Supported by the ever
growing computational power, the DEM has found its way
into numerous branches of industry such as the minerals and
mining industries (Cleary, 2001), the transport of consumer
goods (Raji and Favier, 2004), the pharmaceutical indus-
try (Ketterhagen et al., 2009), as well as the iron and steel
making industry (Mio et al., 2012).
The major shortcoming of the DEM, however, is its com-
putational cost that increases with the amount of particles
involved in the simulation. This hinders the application of
the DEM to large-scale systems of industrial size. A coarse
grain (CG) model of the DEM has been described (Bierwisch
et al., 2009; Sakai and Koshizuka, 2009; Radl et al., 2011) to
improve this situation. Using straightforward scaling rules,
a group of particles gets replaced by a representative coarse
particle. This effectively reduces the number of particles that
need to be processed. The weak point of this approach is that
the scaling rules break down when effects depending on the
particle size determine the behaviour of the system. Unfor-
tunately, more often than not, industrial facilities operate at
multiple scales. Hence, for such large-scale simulations, a
method is needed, that combines the speedup of the coarse
grain model and the resolution of a fine-scale simulation in
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critical regions. To this end, we propose a concurrent cou-
pling for DEM simulations of different resolution, where one
or more fine-scale domains can be embedded in the coarse
grain simulation of the overall system.
Indeed, coupling simulations of different resolution or apply-
ing models to correct a coarse simulation is not an unusual
approach to bridge the scale-gap (Praprotnik et al., 2005; Ro-
jek and Oñate, 2007; Wellmann and Wriggers, 2012; Schnei-
derbauer et al., 2012, 2013, 2015).

MODEL DESCRIPTION

Discrete Element Method

In the DEM each particle i = 1, . . . ,N is advanced in time
according to Newton’s equations of motion

miẍi = fi (1)
Iiω̇i = ti (2)

The total force fi acting on a particle includes external forces
such as gravity, as well as the normal and tangential contact
forces due to binary collisions:

fn,i j = knδn,i j− γnδ̇n,i j (3)

ft,i j = ktδt,i j− γt δ̇t,i j (4)

The tangential overlap is truncated such that

ft,i j ≤ µ fn,i j (5)

where µ is a Coulomb-like friction coefficient. The ex-
pressions for kn,t and γn,t depend on the applied contact
model. In this study we used a non-linear damped Hertzian
spring-dashpot model (Tsuji et al., 1992; Antypov and El-
liott, 2011). Thereby, the stiffness and damping coefficients
read

kn =
4
3

Eeff

√
Reff δn,i j

γn = −β
√

5meff kn

kt = 8Geff

√
Reff δn,i j (6)

γt = −β

√
10
3

meff kt

β =
ln(e)√

ln2(e)+π2

Coarse Grain Model

The coarse grain model of the DEM replaces several parti-
cles of original size by a single coarse particle and estab-
lishes scaling rules based on the assumption of consistent en-
ergy densities (Bierwisch et al., 2009; Radl et al., 2011). The
scaling rules follow from a dimensional analysis of Eqs. (3)
and (4) and are applicable to the contact model used in this
work (Nasato et al., 2015). In detail, the particle density, the
coefficient of restitution, the Young’s modulus and the coeffi-
cient of friction need to be kept constant. The particle radius
is scaled with the constant coarse grain ratio α. The stiffness
coefficients kn,t scale with α and the damping coefficients γn,t
scale with α2.

Multi-Level Coarse Grain Model

To combine the advantages of the fine-scale and coarse grain
DEM models, we embed one or multiple fine-scale subdo-
mains in the coarse grain simulation using equivalent exter-
nal forces and the same geometries in any part of the system.

This can be done recursively to nest multiple coarse grain
levels.
At the boundary surface of the fine-scale region we measure
the mass flow rate, the particle velocity and size distribution
of the coarse grain particles. To this end, we divide the sur-
face into tetragonal cells that are about three to ten coarse
grain diameters in size.
We consider ensembles of particles instead of tracking each
individual grain to retain the local size distribution while
avoiding the introduction of artificial clusters of equal par-
ticles due to a one-to-one replacement of particles.
Over the course of a coupling interval the particle velocity
per cell is Favre averaged. We use the data thus obtained
to insert the corresponding fine-scale particles cell by cell by
means of a simple sequential inhibition (SSI) algorithm (Dig-
gle et al., 1976).
Furthermore, we introduce a boundary layer inside the fine-
scale subdomain to establish proper boundary conditions and
ensure a smooth transition between the differently resolved
representations. Analogous to the boundary surface, this re-
gion is subdivided into a single layer of hexahedral cells,
which are used to obtain Eulerian properties of the material
such as the macroscopic stress (Chialvo et al., 2012),

σ =
1
V ∑

i

[
∑
j 6=i

1
2

ri jfi j +mi(v′i)(v
′
i)

]
(7)

the volume fraction and the average as well as the maximum
particle velocities per cell.
To transfer the granular stress from the coarse grain simu-
lation to the fine-scale simulation, a discrete proportional-
integral (PI) controller is used with the fine-scale normal
stress components as process variable and the corresponding
coarse grain properties as setpoint. This results in a correct-
ing force that is applied to the fine-scale particles in the tran-
sition layer. We limit the force such that the resulting particle
velocity will not exceed the maximum velocity in the master
coarse grain simulation. Furthermore, we let the force in-
duced by the mismatch of the normal stress components fade
out after 3/2 of a fine-scale particle diameter, which is suffi-
cient to account for the missing particles at the boundaries.
We could now handle the transition from the fine-scale sub-
domain to the master coarse-grain simulation in a simi-
lar way, thus establishing a symmetric coupling scheme.
However, this introduces additional particle insertion events,
which are typically a costly operation in DEM simulations as
they invalidate the current neighbour list. Furthermore, the
determination of appropriate insertion locations for coarse
grain particles may become a non-trivial task. To ensure the
strict conservation of mass, this may involve a complicated
gathering step to accumulate fine-scale particles crossing the
boundary surface. In addition, another transition layer and
controller forces may decrease the stability of the system.
To avoid these potential problems, we instead preserve the
coarse grain particles and apply correcting forces, if neces-
sary, to ensure an accurate overall behaviour of the coarse
grain system.
These corrections are realized analogous to the establishing
of boundary conditions in the transition layer. We introduce
a hexahedral grid inside the fine-scale region and thus ob-
tain volume-averaged particle properties. These are fed into a
controller to be transferred to the coarse grain particles. Typi-
cally, the property that needs to be corrected is either velocity
or mass flow rate, where it may be necessary to sacrifice one
over the other to achieve a correct overall behaviour of the
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coarse grain system outside the fine-scale domain. In case of
correcting the mass flow rate, we typically need to increase
the velocity of the coarse grain particles due to a reduced
volume fraction. Hence, we simply multiply the fine-scale
velocity by the volume-fraction mismatch. A simple pro-
portional controller is sufficient for velocity and mass flow
adjustments. The advantage over directly setting the velocity
is a smoother transition across cells.
Despite the corrections applied to the coarse grain system, at
any given location the evaluation of data should be performed
using the highest resolution available.

Figure 1: Particles filled into the silo (only coarse grain particles
shown). The grid indicated at the bottom is used to es-
tablish the coupling between the different coarse grain
levels.

RESULTS

To test the behavior and performance of our multi-level
coarse grain implementation, the filling and discharge of a
silo was studied. This test case has previously been used to
illustrate the performance of an MPI/OpenMP hybrid paral-
lelization of the LIGGGHTS open source DEM code (Berger
et al., 2015). Considering the Beverloo equation (Beverloo
et al., 1961)

ṁ =Cρ
√

g(Do−κd)5/2 (8)

which predicts the discharge rate of monodisperse granular
material through a circular orifice, a dependence on the par-
ticle size is clearly evident. Thus, we can expect a different
behaviour of the coarse grain and the fine-scale simulation.
To testify this prediction, we compare a reference simulation
with particles of original size to a conventional coarse grain
simulation and a simulation using our model with two levels
of resolution. The reference simulation consists of 187 504
particles with a diameter of 2.8 mm. The coarse grain simu-
lation uses a coarse grain ratio of α = 2, i.e., 23 438 particles
with a diameter of 5.6 mm. Finally, the multi-level coarse
grain simulation is constituted of 23 438 particles scaled with
α = 2, and about 44 000 particles of original size in the lower
quarter of the silo. The simulation parameters are given in
Table 1.
The particles are poured into a silo of 40 cm height. The top
half of the silo is a cylinder with a diameter of 27 cm, while
the lower conical half narrows to a 4 cm diameter. After an

incipient filling and settling phase of 0.7 s, the orifice at the
bottom is opened, letting the particles flow out for 1.0 s. Fig-
ure 1 shows a cross-section of the silo after the initial phase.
The grid illustrated at the bottom of the silo in Fig. 1 indi-
cates the fine-scale subdomain of the multi-level setup and is
used to obtain volume-averaged quantities for the coupling
procedure. The grid is made up of 172 cubic cells with an
edge length of 2 cm. The top layer consisting of 60 cells is
used for the transition from the coarse-scale to the fine-scale
representation of the particles. The cells below are used for
mass flow corrections of the coarse-scale simulation. The
discharge rate is measured 1 cm below the orifice with a sam-
pling rate of 100 Hz.
All simulations were performed on an Intel Core i5-4570
CPU using a 2×2×1 partitioning of the simulation domain.

Table 1: Simulation parameters of silo example.

Young’s modulus 2.5×107 N/m2

Poisson’s ratio 0.25
Coefficient of restitution 0.5
Coefficient of friction (particle-particle) 0.2
Coefficient of friction (particle-wall) 0.175
Particle density 1000 kg/m3

Particle diameter 2.8 mm
Time step 10−6 s
Duration 1.7×106 steps

Silo Filling

Concentrating on the filling part of the simulation allows us
to focus on the transition from the coarse-scale representation
to the fine-scale description of the system. In the multi-level
coarse grain variant of this test case, the original size parti-
cles at the top of their subdomain are lacking the pressure
exerted from the particles further above. The stress-based PI
controller of our model is to correct this deficiency.
Figure 2 shows the average granular pressure in the four cen-
tral cells of the transition region as a function of time for
the reference simulation and the fine-scale region of the two-
level coarse grain simulation with and without corrections.
To fill up the silo, particles are inserted from t = 0 s to
t = 0.47 s at the top of the silo with an initial velocity of
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Figure 2: Average granular pressure in N m−2 in the four central
cells of the transition layer as a function of time. — refer-
ence simulation, – – fine-scale subdomain with pressure
correction and −·− without pressure correction.

775



D. Queteschiner, T. Lichtenegger, S. Schneiderbauer, S. Pirker

vz =−3 m/s. From the diagram in Fig. 2 we find a change in
pressure around t = 0.15 s. At this point, the heap of particles
reaches the lower boundary of the transition region. Between
t = 0.15 s and t = 0.2 s the transition region is filled up. For
the uncorrected fine-scale subdomain, the pressure drops at
this point and levels off at about 77 N/m2. The reference sim-
ulation, however, shows a further increase of the pressure due
to additional particles falling on top of the fill. The pressure
drop at t = 0.55 s marks the start of the settling phase where
all particles come to rest. This is accompanied by a pressure
relaxation.
By applying the granular stress from the master coarse-scale
simulation via the PI controller with an update every 15 time
steps, this behaviour can be reproduced in good agreement in
the embedded fine-scale simulation.

Silo Discharge

The discharge phase of the simulation lends itself to study
the correction of the coarse grain simulation using properties
of the particles in the fine-scale subregion. Based on Eq. (8),
we can assume that the conventional coarse grain model will
fail to correctly predict the discharge rate from the silo.
Indeed, the computed mass flow rates of the reference and
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Figure 3: The rate of discharge in kg s−1 of 2.8 mm particles as a
function of time. — reference simulation and – – coarse
grain simulation (α = 2)
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Figure 4: The rate of discharge in kg s−1 of 2.8 mm particles as a
function of time. Two size levels: — original size parti-
cles and – – coarse grain particles (α = 2)

coarse grain simulations depicted in Fig. 3 confirm that the
setup containing the coarse particles exhibits a substantially
lower discharge rate. While the reference simulation yields
an average of 0.4 kg/s, the coarse grain equivalent underpre-
dicts the mass flow rate with 0.315 kg/s by more than 20%
(cf. Table 2). In addition, we observe larger fluctuations
in the discharge rate of the coarse grain simulation. These
are mainly due to the discrete nature of mass in the granu-
lar material. The detection of a single particle in the coarse
grain simulation corresponds to α3 particles in the fine-scale
description. On the other hand, the time span between de-
tection events of coarse grains is larger due to their increased
size and thus an increased distance between individual parti-
cles in flow direction.
Also, due to kinematic constraints, the volume fraction in
the coarse grain simulation is lower near the outlet. Thus, for
the coupling method in our model it is insufficient to solely
correct the particle velocity. It is essential to take the volume
fraction mismatch into account as an additional parameter.
In fact, reaching the same velocity and mass flow rate in the
coarse grain simulation and the fine-scale simulation at the
same time is mutually exclusive in this region. In this regard,
it should be noted that once the coarse-scale particles have
passed the orifice, a pure velocity coupling is to be applied
to ensure a correct flow velocity in any adjacent coarse-scale
regions.
Applying this procedure, an average discharge rate of
0.39 kg/s was computed in our two-level simulation (cf. Ta-
ble 2). This means no more than 2.5% deviation from the
reference value. Figure 4 depicts the discharge rate as a func-
tion of time and shows that the coarse grain part of the cou-
pled simulation follows the fine-scale part closely. Also, the
fluctuations of the discharge rate in the coupled simulation
are comparable to those in the corresponding reference and
coarse grain simulations. Hence, we can conclude that our
controlling scheme does not add any significant noise to the
flow characteristics.

Table 2: Computed averaged discharge rates 〈ṁ〉 with correspond-

ing standard deviation σ(ṁ) =

√
〈(ṁ−〈ṁ〉)2〉 in kg s−1.

The speedup of the simulation runtime is given relative to
the reference simulation.

〈ṁ〉 σ(ṁ) speedup

Reference Simulation 0.400 0.007 1.0×
CG Model (α = 2) 0.315 0.028 10.1×
MLCG Model (α = 1) 0.390 0.009 2.4×MLCG Model (α = 2) 0.391 0.026

Simulation Runtimes

A list of the relative runtimes of the reference, conventional
coarse grain and multi-level coarse grain simulations is given
in Table 2. We note that the 10.1× speedup of the conven-
tional coarse grain simulation is slightly higher than one may
expect from the ratio of the number of coarse grain particles
to the number of fine-scale particles. Although it is diffi-
cult to determine the exact source for this additional speedup,
a somewhat reduced number of average neighbour particles
and fewer neighbour list rebuilds in the coarse grain simula-
tion are assumed to contribute to the effect.
In the multi-level coarse grain simulation, the total number
of particles after filling is 2.78× lower than in the refer-
ence simulation. However, this ratio gets worse during dis-
charge, as the net amount of particles in the lower quarter of
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the silo does not change significantly. Furthermore, the in-
sertion of particles into the fine-scale subdomain, which oc-
curs at regular intervals, triggers additional neighbour list re-
builds adding to the runtime. Also, the calculation of the cell-
averaged particle properties adds a minor overhead. Hence,
the measured speedup of 2.4× comes up to expectations, es-
pecially when we consider the low coarse grain ratio α and
the - for demonstration purpose - exaggerated fine-scale re-
gion in the presented test case.
A more realistic scenario may be imagined by reducing the
particle size by a factor of 32 and conversely increasing the
amount of particles by 323, resulting in about 6.14 billion
particles in the full system. Assume we establish a recursive
coupling of five coarse grain levels l = 1, . . . ,5 with αl =
2l−1. Furthermore, let the subdomains be defined such that
the volume filled with particles is quartered compared to the
next coarser level. This means that in each level l we end up
with about 6.14× 109×α

−3
l × 4l−5 particles. This amounts

to approximately 46.5 million particles in total and we may
estimate a speedup of more than 100×.
The runtime of the simulation can be further improved when
taking into account the dependency of the time step on the
particle size. In the DEM, the time step needs to be cho-
sen such that the overlap of particles during contact can be
resolved. This implies that, in accordance with the particle
size, the time step may be scaled with α. Ultimately, the
speedup depends on the size of the region required to resolve
the critical area in the system, as well as the desired level of
accuracy.

CONCLUSION

We described a new technique to concurrently simulate gran-
ular flows at different coarse grain levels, where spatially
confined subdomains of finer scale are embedded into coarser
representations of the system. We presented data to confirm
the proper establishing of boundary conditions for the fine-
scale region. This was achieved by applying stress-based
controller forces within a predefined transition region. Fur-
thermore, we demonstrated that the more precise data of the
fine-scale subdomain can be used to amend the overall be-
haviour of the coarse-scale simulation. We have validated
the method by comparing the computed Eulerian properties
of the multi-level coarse grain model with the corresponding
properties of the fully resolved reference system.
The computational speedup in the presented test case was
nearly proportional to the number of particles saved. This
means that our method introduces only a minor overhead
compared to the overall computational costs per particle. As
the amount of particles is generally the major limiting factor,
our method performs best for systems that require full res-
olution only in small regions of the simulation domain and
allow for large coarse grain ratios in the rest of the system.
The presented method can be easily extended to improve the
performance of coupled CFD-DEM simulations, where the
DEM component typically takes up the major part of the
computational resources. The different coarse grain repre-
sentations of the granular material can be treated separately
on the CFD side using appropriately scaled drag laws. The
DEM part can then merge the different levels as demon-
strated in this study. Furthermore, the resolution of the CFD
mesh can be chosen according to the DEM coarse grain level
in the corresponding region.
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ABSTRACT
A hybrid collision integration scheme is introduced, benefiting from
the efficient handling of binary collisions in the hard sphere scheme
and the robust time scaling of the soft sphere scheme. In typical dy-
namic dense granular flow, simulated with the soft sphere scheme,
the amount of collisions involving more than two particles are lim-
ited, and necessarily so because of loss of energy decay otherwise.
Because most collisions are binary, these collisions can be handled
within one time step without the necessary numerical integration as
needed in a soft sphere method. The remainder of the collisions
can still be handled with the classical soft sphere scheme. In this
work the hybrid collisions integration scheme is shortly described
and tested with a bounding box problem. The hybrid scheme is ca-
pable of solving the same problem as a classic soft sphere scheme
but is roughly one order of magnitude faster.

Keywords: Discrete Element Method, Collision integration
scheme, optimization .

NOMENCLATURE

Greek Symbols
δ overlap, [m]
ω frequency, [1/s]
ζ damping ratio, [−]
η damping coefficient, [Ns/m]
µ friction coefficient, [−]
β tangential restitution coefficient, [kg/m3]
ρ density, [kg/m3]
φ solids volume fraction, [−]

Latin Symbols
F̄ force, [kgm/s2].
J̄ impuls, [kgm/s].
B collision constant, [kg−1].
R norm of distance, [m].
N number of particles, [−].
v̄ velocity, [m/s].
t time, [s].
m mass, [kg].
k spring stiffness, [N/m].
n̄ normal unit vector, [−].
e restitution coefficient, [−].
f frequency, [1/s].
x̄ position vector, [m].
r̄ distance vector, [m].

p position, [m].
d diameter, [m].
c integration constant, [−].

Sub/superscripts
0 old time step
n normal
d dampened
t tangential
coll collision
a,b paritcles a,b
last duration of lasting collision
i index i
max maximum
s solids
e f f effective

INTRODUCTION

Since the introduction of the Distinct Element Model (DEM)
by Cundall and Strack (1979) for perfect spheres the field
of granular flow modelling has expanded dramatically. The
model by Cundall and Strack (1979) has since then been ex-
tended for various external forces (Xu and Yu, 1997; Pournin
et al., 2005; Lu et al., 2015; Marshall, 2009; Mikami et al.,
1998; Korevaar et al., 2014; Zastawny et al., 2012). For
an overview of the relevant inter-particle and particle-fluid
forces see Zhu et al. (2007). DEM has been used to model
various granular flows as found in industrial applications,
ranging from; fluidized beds (Van Buijtenen et al., 2011),
rotating drums (Gonzalez Briones et al., 2015; Yang et al.,
2008) and tumbling mills, chute flow (Shirsath et al., 2014)
to sedimentation and hoppers (Cleary and Sawley, 2002). A
more comprehensive overview of these applications can be
found in the work of Zhu et al. (2008).
The foundation of these models is however the contact
model, of which the hard sphere model as discussed by
Hoomans et al. (1996) and a soft sphere model by Tsuji et al.
(1993) are the most well known. The hard-sphere approach
works on the assumption that all collisions are binary and in-
stantaneous. As such the model only handles particle-pair
interactions that follow each other in chronological order.
Therefore the hard-sphere model is an event-driven scheme
and the simulation time scales with the collision frequency,
which scales with the solids fraction and the granular temper-
ature of the system. The hard-sphere scheme is most suited
for rather dilute systems, as with increasing solids fraction
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and granular temperature the number of collisions increases
drastically.
For more dense and highly dynamic systems a soft-sphere
method is more often used. The soft-sphere method allows
for particle-particle overlap and represents the forces associ-
ated with the indentation of the solids with a spring-dashpot
system. The spring handles the repulsion and the dashpot
handles energy dissipation. The duration of the collision is
no longer instantaneous and scales with the ratio of the spring
stiffness and the mass of the particle. Because of the finite
duration of the collision multiple particles can be in contact
at the same time, in this work denoted as Multi-Body Colli-
sions (MBC). Numerical integration of the forces over time
allows for proper treatment of the collisions. The soft-sphere
method is thus a time-driven scheme.
Both methodologies have their strengths and limitations. The
hard-sphere model benefits from the immediate handling of
a collision, while the soft-sphere method benefits from the
relaxation of the spring-stiffness and thus larger time step.
The most time-consuming step in the simulations however
is the collision detection, which for the hard-sphere has to
be updated with a frequency related to the number of events
and for the soft-sphere has to be performed every particle
time step; roughly ten times per duration of the collision.
Reducing the number of collision detection evaluations thus
massively increases the simulation efficiency.
In the soft-sphere method, for dynamical systems, most of
the collisions will still be binary. And they have to be mostly
binary, because else the energy dissipation rate is no longer
maintained, as we will show later. In one of our simulations
from earlier work (Buist et al. (2015)) we indeed found that
most collisions involved only two particles, as can be seen in
figure 1.
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Figure 1: Collision order probability from a simulation of a pseudo
2D fluidized bed, with ε = 0−0.6, um f = 3.5 m/s, e = 1,
β = 0.33, µ = 0.1.

All of these binary collisions can of course be handled in-
stantaneously, following the analytical solution of the damp-
ened harmonic oscillator. The binary collision maintains a
finite duration and the task that remains is to be able to dis-
tinguish between binary collisions and Multi-Body contacts.
These MBC’s have to be solved with a classical soft-sphere
method. The collisions have to be determined only once,
and only for the particles colliding in two subsequent time
steps additional checks have to be made. The time-step of
the simulation is now exactly the duration of a collision, and
collision-detection has to be performed only once for most

of the particles. This work is a short version of a publica-
tion in Chemical Engineering Science, containing the main
idea of the hybrid collision integration scheme and the main
results. For more details the interested reader is referred to
Buist et al. (2016).

MODEL DESCRIPTION

The hybrid model is in spirit somewhere in between a hard
sphere and a soft sphere methodology. In this work however
we will not go into the details of these two methods, for an
extensive explanation of both schemes the interested reader
is referred to Deen et al. (2007).

Hybrid DEM

The new integration scheme can either be viewed as a time-
driven hard sphere model with a finite collision duration
or as a semi one-step soft sphere model. A time-driven
hard sphere approach was first developed by Helland et al.
(2002). In their work however, each collision is still quasi-
instantaneous. The first to couple a hard sphere and a soft
sphere approach was Gui et al. (2016). In their work how-
ever the time step used is still considerably smaller than the
duration of a collision. The use of a hard sphere methodol-
ogy however allows for an accurate description of collisions,
while maintaining a ∼10 times larger time step with respect
to a classical visco-elastic methodology for non-spherical
particles.
In the hybrid collision integration scheme that is presented
here, the chosen time step is exactly the same as the du-
ration of a collision, following the linear spring dashpot
model. Because most collisions are assumed to be binary
these collisions can be handled at once, following a modi-
fied hard sphere approach. And because the time step is the
same as the collision duration, only one collision per parti-
cle per time step can happen. The only exceptions are the
multi-body collisions, that are handled with the classical soft
sphere methodology. For the particles involved in a multi-
body collision, the time step is divided in ten sub steps. A
short schematic overview is given in table 1.
The gain in speed-up is in the use of the collision detection
algorithm, which generally has to take place only once ev-
ery time step, instead of ten times in the classical soft-sphere
scheme. Of course the actual choice of the type of colli-
sion detection algorithm will have a major impact on the fi-
nal performance of the codes. In this work the same colli-
sion detection algorithm is used for both the classical soft-
sphere method and the hybrid method; a kd-tree algorithm
from Matlab.
In the next few sections we will discuss in a bit more de-
tail binary collisions and multi-body collisions. Finally an
overview of the model is given that shows the main extra
steps that need to be taken into account.

Binary collisions

We assume particles are of equal size and mass possessing
no tangential component (µ = 0 and vt,0 = 0). For a binary
collision it follows that:

v̄n = v̄n,0−
1+ e

2
v̄ab,n (1)

with v̄ab defined as the relative velocity at the point of con-
tact:

v̄ab = v̄a− v̄b +(ω̄aRa + ω̄bRb)× n̄ab (2)

which consists of a normal and a tangential component:

v̄ab,n = (v̄ab · n̄ab) n̄ab (3)
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Table 1: Short overview of the hybrid collisions schemes.

Hybrid model

 

nJ

 

tJ

 

J

k
n

k
t

η
n

η
t

μ

a b c

k
n

η
n

η
t

μ

k
t 

abn
 

bcn

 

bct
 

abt

Binary Multibody

v̄n,a = v̄n,a,0− 1+e
2 v̄ab,n F̄n =−knδnn̄ab−ηnv̄ab,n

x̄a = x̄a,0 +
v̄a+v̄b

2 ∆t +(v̄a− v̄n,a,0) tlast F̄t =−ktδt t̄ab−ηt v̄ab,t

or in case of sliding(F̄t > µ|F̄n|):

tlast =

(
r̄ab·v̄ab+

√
(r̄ab·v̄ab)

2−(|r̄ab|−(Ra+Rb))
2|v̄ab|

)
|v̄ab|

F̄t =−µ|F̄n|t̄ab

Time scale collision Time scale collision
tcoll =

π

ωd
tcoll ≤ π

ωd

Time step Time step dilation in case of multibody
∆t = tcoll ∆t = tcoll

10

v̄ab,t = v̄ab− v̄ab,n (4)

n̄ab =
x̄b− x̄a

|x̄b− x̄a|
(5)

t̄ab =
v̄ab,t

|v̄ab,t |
(6)

Finally the position is defined as:

x̄ = x̄0− v̄0tlast +
v̄a + v̄b

2
∆t + v̄tlast (7)

That is, the new position is the sum of respectively the old
position, the displacement until collision based on the old ve-
locity, a shared mean displacement of the two particles dur-
ing collision and a displacement after the collision till the end
of the time step.
Here, x̄0 and v̄0 are the position and velocity at the time step
before collision, and x̄ and v̄ the position and velocity at the
time step after the collision. tlast is the time between the mo-
ment of first contact until the end of the time step. These are
given by:

r̄ab = x̄a,0− x̄b,0

v̄ab = v̄a,0− v̄b,0

tlast =

(
r̄ab · v̄ab +

√
(r̄ab · v̄ab)

2− (|r̄ab|− (Ra +Rb))
2 |v̄ab|

)
|v̄ab|

(8)

Multi-body collisions

The analytical solution to multi-body contacts follows a very
similar equation as those for binary collisions:

xi(t) =
n

∑
i=1

e−ζωnt (d1,i cos(ωd,it)+d2,i sin(ωd,it)) (9)

where n is the number of contacts. Even though it is pos-
sible to determine trajectory and the change of velocity of
the MBC, it is not possible to determine the duration of the
collision analytically, as the sum of sinusoids with differing
frequencies and amplitudes cannot be easily simplified. As
such it is not possible to determine the outcome of a MBC in
this particular way. On top of this because of the added am-
plitudes and frequencies the collision can take both longer
and shorter than the original binary collision duration.
Keeping the above in mind it is simpler to use the classical
soft sphere treatment, and divide the contact time into a num-
ber of steps only for the particles in an MBC, see also table
1.

Overview of DEM code

Here we will give a brief description of the code. The code is
build using MATLAB for simple training purposes. To allow
each binary collision to be uniquely described the time step
is taken as exactly the duration of a collision following the
soft-sphere approach, given by:

∆t = tcoll =
π

ωd
=

π√
kn

me f f

(√
1−ζ2

) (10)
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Figure 2: Normalized energy levels per time step for a bounding box problem with e=1. In black the classical soft-sphere method is given, in
green the new hybrid model (left). Speed up as a function of the number of particles N (right).

where ωd is the dampened frequency defined as:

ωd =

√
kn

me f f

(√
1−ζ2

)
where ζ is the damping ratio defined as:

−ln(e)√
π2 + ln(e)2

A collision detection algorithm; a kd-tree searcher, from
MATLAB is used to detect all particles that have overlap.
For these particles the duration of the contact is determined
using equation 8 and subsequently the collision is processed
with the method described earlier. For multi-body collisions
the duration of a collision can be slightly longer or shorter
as described before. In case the collision takes longer the
information has to be appropriately transferred across time
steps.
Additionally, checks have to be made for particles that are
colliding in two subsequent time steps, because the two col-
lisions might be overlapping, in essence being a multi-body
collision. this has extensively been discussed in Buist et al.
(2016).

RESULTS

Table 2: Parameter values used for the simulations.

parameter value
φs 0.4-0.5
Np 103−106

dp 0.003 m
ρ 2500 kg/m3

kn 20000 N/m
e 0.7-1.0
β 1
µ 0
< vn > 0 m/s
vt 0 m/s
vmax ±0.15 m/s

In this section the first results of the new integration scheme
will be shown. First tests are done for a bounding box prob-
lem. This problem consists of a cubic box randomly filled

with particles, with sizes ranging from 8 to 100 times the
particle diameter. The particles have zero mean velocity and
are given a velocity drawn from a Gaussian distribution. The
maximum velocity, solids fraction and the box size can be
varied to scale the problem. The simulation data is given
in table 2 and are inspired by simulations of a fluidized bed
(see figure 1), to match the solids holdup and granular tem-
perature. For the particle-wall contacts we assume the same
restitution coefficient as for particle-particle contacts.

Speed up & Scalability

The first test involves a bounding box containing 4000 parti-
cles with a solids volume fraction of 40%. The particles are
allowed to freely bounce in the box for 0.1 s of real time.
Simulations were conducted using both the new collision in-
tegration scheme as well as the classical soft sphere scheme.
This resulted in on average 50 collisions per particle and 0.4
multibody collisions per particle. In this test the particles
have ideal collision properties. This implies that the total en-
ergy in the system should remain constant. The normalized
total kinetic energy of the particles is shown in figure 2. The
total energy is normalized to the energy given at t=0.
The classical soft sphere method shows regular dips in the
energy-level, associated with energy being stored in the
springs as a consequence of the collisions. The hybrid model
has a largely static energy profile as most collisions are bi-
nary. Both models are capable of maintaining proper energy
conservation, as expected. The difference is however that the
hybrid model is about eight times faster.
To test for the scalability of the hybrid model and the robust-
ness of the gained speed up, the size of the bounding box
is gradually increased to include 106 particles. The relative
speed up for these systems is shown in figure 2. It can be seen
that an average speed up of a factor 7 to 8 is possible with the
new hybrid collision integration scheme. This speed up can
be attributed to the lower number of collision detection eval-
uations that are necessary. The maximum possible speed-up
factor 10 is not reached because of the overhead associated
with the check for overlapping collisions, as discussed in the
previous section.

Number of contact partners

For the new hybrid model to be competitive with the classical
soft sphere model, it has to be capable of dealing with sys-
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Figure 3: Normalized energy loss over time for the two schemes (left), collision order probability (right), for a bounding box problem with
ε = 0.5, e = 0.9, µ = 0.

tems with similar solids fractions and granular temperatures.
It is the combination of these two parameters that determines
the amount of multibody collisions. For this reason a simu-
lation was run with a solids fraction of 50% and a maximum
velocity of 0.15 m/s. The results are shown in figure 3. The
left figure shows the normalized energy of the system for the
two schemes, the figure on the right shows the probability
of the number of contact partners, with 2 being binary and
every higher number signifying extra particles participating
in the collision. It can be seen that the two models show the
same trend, now with more energy stored in the springs for
the classic model. The amount of multibody collisions add
up to about 5% of all collisions which matches the result of
figure 3. The hybrid model is thus able to match the density
and energy of systems in which typically a soft sphere model
is used.

Relaxing the classical scheme

In the classical scheme it is also possible to scale the duration
of a collision by scaling the spring stiffness. By reducing the
spring stiffness by a factor 100, the duration of a collision
is multiplied by a factor ten, i.e. the same as for our hybrid
model. This will reduce computation time but will also in-
crease the overlap between colliding particles.
To see if this affects the energy balance of the system, the
results of such scaling of the spring stiffness is quantified
for the same simulation as before, figure 3 in comparison to
the classical and the hybrid schemes. The number of contact
partners is also shown for the scaled model. The first thing
that can be seen is that the scaled scheme has a very sudden
and large drop in energy, associated with a lot of particles
entering collision mode at the same time, often with multiple
collision partners. Binary collisions only make up for 65 %
of all collisions. The rate of energy loss is also much smaller
than for the classical and the hybrid schemes.
This underestimation of the dissipation rate is entirely at-
tributable to the number of multibody contacts and was also
found for pure multibody contacts in Pournin et al. (2001).
The relative speed up of the scaled model is only in the order
of 2.5. The poor performance of this scaled classic model,
in terms of both the energy conservation and the speed up of
the model, shows the power and need of a hybrid model all
the more. Second, the lower rate of energy dissipation means
that the choice of a proper spring stiffness is critical in ob-
taining meaningful results, especially for dense dynamical

systems.

CONCLUSIONS

Most collisions in a soft-sphere granular flow problem are
necessarily binary that can be accurately described within
one time step. Because of the possible distinction between
binary and multi-body contacts a hybrid collision integration
scheme was proposed. The binary collisions are solved with
a modified hard-sphere approach with a collision duration
equal to the classic linear spring dashpot and all multi-body
contacts are handled with the classic soft-sphere approach.
The larger time-step of this hybrid integration scheme and the
lower amount of collision detection evaluations allows for
a factor 7 to 8 computational speed-up. Meanwhile retain-
ing energy and momentum conservation. Because a lower
amount of energy is stored in the springs of the spring-
dashpot model the energy state of the hybrid scheme more
accurately describes the granular behaviour of the system.
The results of this scheme were shown to be scalable with
the number of particles up to at least O(106) and is capa-
ble of handling systems with a solids hold-up and granular
temperature resembling the collision dynamics in an actual
granular flow system.
Further relaxation of the spring-stiffness in the classical
scheme to allow for a similar increase in time-step has proven
to be inadequate to quantitatively capture the energy decay of
a dense dynamic granular system and was proven to be less
computationally efficient as the presented hybrid scheme.
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ABSTRACT 
The dense discrete phase model (DDPM) is a promising 
method for detailed simulation of fluidized bed reactors. 
It can resolve particle clusters on much coarser grids 
than the conventional two fluid model (TFM) and allows 
for a more natural inclusion of particle size distributions. 
However, the discrete nature of the DDPM presents 
challenges when implementing the kinetic theory of 
granular flows (KTGF), which is required for adequate 
predictions of fluidized bed behaviour. This paper 
outlines several methods for accomplishing this task. A 
good match with experimental and TFM data was 
achieved with different methods for implementing the 
KTGF, thus building confidence in the DDPM as a 
method for fluidized bed reactor modelling. It was also 
shown that the model completely fails in dilute riser 
flows when the KTGF is only partially implemented or 
neglected completely.   
Keywords: Kinetic theory of granular flows, dense 
discrete phase model, granular temperature, fluidized bed.  

NOMENCLATURE 
Greek Symbols 
α  Volume fraction 

t∆  Time step size [s] 

gsφ  Interphase energy exchange rate [W/m3] 

γ Θ  Energy dissipation rate [W/m3] 
Θ  Granular temperature [m2/s2] 
ρ  Density [kg/m3] 
τ  Stress tensor [kg/m.s2] 

cτ  Collisional relaxation time [s] 
υ
  Velocity vector [m/s] 

'υ
  Uncorrelated velocity vector [m/s] 
ωΘ Granular temperature generation [m2/s3] 

 

Latin Symbols 
d  Diameter [m] 

sse  Particle-particle restitution coefficient  

F


 Specific force vector [N/kg] 

DF  Drag force coefficient [1/s] 
g


 Gravitational acceleration [m/s2] 

0g  Radial distribution function 

k
Θ

 Granular temperature diffusion coefficient [kg/m.s] 

sgK Interphase momentum exchange coefficient [kg/m3s] 

pn  Number of particle parcels in a cell 

p  Pressure [Pa] 
t  Time [s] 

 

Sub/superscripts 
g  Gas 
p  Particle 
pc  Particle parcel 
s  Solids 

 

Acronyms 
CFD Computational fluid dynamics 
DDPM Dense discrete phase model 
fTFM Filtered two fluid model 
GT  Granular temperature 
KTGF Kinetic theory of granular flows 
ODE Ordinary differential equation 
PDE Partial differential equation 
RHS Right hand side 
TFM Two fluid model 
ToGT Transport of granular temperature 

INTRODUCTION 
Fluidized bed reactors are used across a wide range of 
process industries. The complex flow patterns, tightly 
coupled with mass and heat transfer phenomena, present 
challenges related to the design and operation of these 
reactors. These challenges have motivated several 
decades of research into accurate modelling of fluidized 
beds, both in terms of 1D phenomenological models and 
more fundamental CFD approaches. 
The most established CFD approach is the two fluid 
model (TFM) closed by the kinetic theory of granular 
flows (KTGF) (Jenkins and Savage 1983, Gidaspow, 
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Bezburuah et al. 1992). In this method, particles in the 
fluidized bed are modelled as a fluid and closure laws 
are derived to model the dispersive effects of particle 
collisions and random translations as stresses 
experienced by this granular fluid. Closure laws derived 
from the KTGF are based on the likeness of granular 
motions to the motions of gas molecules, leading to a 
modelled pressure and viscosity.  
The TFM-KTGF approach has been developed to a 
good level of maturity over the past three decades. It 
gives good representations of small scale fluidized beds 
(Cloete, Zaabout et al. 2013, Cloete, Johansen et al. 
2015), but cannot be used for 3D simulations of 
fluidized beds larger than laboratory scale (Cloete, 
Johansen et al. 2015). The reason for this restriction is 
the tendency of particles to cluster together during 
fluidization. This clustering behaviour strongly impacts 
all transfer phenomena inside the reactor and must be 
resolved to achieve accurate results. Due to the dynamic 
nature of these clusters, TFM-KTGF simulations 
generally require very fine spatial and temporal 
resolution, leading to great computational expense.  
To overcome this challenge, a promising approach 
called the filtered TFM (fTFM) (Igci, Andrews et al. 
2008) is currently under development. This approach 
utilizes multiscale modelling principles to derive models 
capable of modelling the presence of particle clusters on 
grid sizes larger than the cell size used in the CFD 
simulation, thereby reducing computational costs by 
several orders of magnitude. However, this approach is 
still under development.  
The dense discrete phase model (DDPM) approach 
(Popoff and Braun 2007), which is the subject of this 
paper, is another promising method for reducing 
computational costs relative to the TFM. This approach 
tracks parcels of particles through the domain in the 
Lagrangian sense, but also interpolates information such 
as volume fraction and velocity onto an Eulerian 
computation grid. In this way, the DDPM eliminates 
numerical diffusion, thereby allowing clusters to be 
resolved on much fewer cells than the TFM, thus 
resulting in 1-2 orders of magnitude speed-up. Since 
particle clusters still need to be resolved, the DDPM 
approach remains limited for large reactors fluidizing 
fine powders (Cloete, Cloete et al. 2016), but it can 
simulate much larger reactors than the TFM. In addition, 
the method allows a more natural inclusion of the wide 
particle size distribution typical of many fluidized bed 
applications.  
An important challenge related to the DDPM approach 
is the implementation of the KTGF for correctly 
modelling the effects of unresolved particle collisions on 
the motion of particle parcels. Due to the discrete nature 
of the DDPM, the flow fields interpolated onto the 
Eulerian grid from the Lagrangian particle data are not 
continuous, thus creating problems when implementing 
the KTGF where many gradient operations are required. 
It is also challenging to convect the granular temperature 
(kinetic energy in the random particle motions) – a key 
variable in the KTGF. This paper will investigate ways 
to incorporate the KTGF into the DDPM framework and 
evaluate the performance of the resulting DDPM-KTGF 
model in 2D riser flows.  

SIMULATIONS 

Model description 

The DDPM is a hybrid Lagrangian-Eulerian approach, 
tracking the particle phase using Newton’s second law 
(Eq. (1)), while gas-phase motion is solved by the 
Navier-Stokes equations (momentum conservation as in 
Eq. (2)). Solids phase volume fraction and velocity are 
interpolated from the particle data in each computational 
cell. A more complete presentation of the equation 
system is given in (Cloete, Johansen et al. 2012). 
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Five different possibilities for modelling particle 
collisions and random translations are investigated in 
this work: 

1. No KTGF: No additional modelling 
2. No ToGT: Algebraic granular temperature 

conservation and modelling of the solids 
pressure 

3. Full KTGF: Transport of granular temperature 
on the particle parcels and modelling of the full 
solids phase stress tensor 

4. Parcel relax: The full KTGF implementation 
including a relaxation of parcel velocity to the 
mean in each cell 

5. Parcel GT: Modelling granular temperature 
generation through the particle parcel velocity 
distribution in each cell and modelling the 
solids pressure 

 
In the “No KTGF” approach, the final term in Eq. (1) is 
simply ignored to illustrate the effect of completely 
excluding the KTGF.  
The “No ToGT” approach calculates the local 
generation and dissipation of granular temperature in 
each cell, but ignores convection and diffusion of 
granular temperature. This simplifying assumption 
reduces the granular temperature equation from a PDE 
to an ODE, simplifying implementation. However, this 
assumption is generally not valid in dilute systems as 
was selected for this study. The resulting granular 
temperature is then used to calculate the solids pressure, 
which is used to model the effect of particle collisions 
and random translations on the motion of particle 
parcels via the final term in Eq. (1): 
 

1 1
KTGF s

p p p p

sF pτ
α ρ α ρ

− −
= ∇ ≈ ∇


 (3) 

 
As indicated in Eq. (3), this is also a simplifying 
assumption, ignoring the shear stress components of the 
solids stress tensor.  
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The “Full KTGF” approach completes the modelling 
described above by including the transport of granular 
temperature and the full stress tensor. Granular 
temperature is naturally convected on the particle 
parcels as described in (Cloete, Johansen et al. 2012) 
through the ODE shown in Eq. (4).  
 

( )3
:

2 s s s s gsk
d

dt
τα ρ υ γ φ

Θ Θ
∇ ⋅ ∇Θ

Θ
= ∇ + − +


 (4) 

 
The second order derivatives present in the full stress 
tensor (Eq. (3)) require some smoothing of the solids 
velocity field interpolated from the particle data as 
described in (Cloete, Johansen et al. 2012).  
An additional modification is made in the “Particle 
relax” approach by removing the parcel-scale granular 
temperature (caused by the difference between the 
velocities of the tracked particle parcels) in each cell. 
This is done through the relaxation term in Eq (5): 
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0
24 s

c pc
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ατ

π
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 (5) 

 
Each particle parcel is then accelerated according to a 
modified Eq. (3) where an additional particle 
acceleration is implemented which is proportional to the 
deviation of the particle velocity from the mean velocity 
in the cell: 
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 (6) 

 
The reasoning behind this action is to remove the 
additional dispersion of momentum and granular 
temperature by uncorrelated motions of the particle 
parcels in each cell. If the full kinetic theory is 
implemented as in the “Full KTGF” approach, the 
modelled granular temperature should account for all the 
effects of uncorrelated particle motions, implying that 
additional dispersive effects are superfluous. 
Finally, the “Parcel GT” approach models the 
generation of granular temperature from the 
uncorrelated motions of particle parcels in each cell. 
This is done by implementing Eqs. (5) and (6) to relax 
particle parcels towards the mean velocity in each cell, 
but conserving energy by adding a generation of 
granular temperature. In fact, Eqs. (5) and (6) conserve 
momentum, but assume completely inelastic collisions, 
thereby dissipating all the kinetic energy associated with 
the uncorrelated particle motions. Granular temperature 
generation in each cell was therefore approximated from 
the projected difference in kinetic energy in the particle 
parcels before and after the relaxation in each timestep: 
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The product of Eq. (7) and the particle mass then 
replaced the first term on the RHS of Eq. (4) to increase 
the granular temperature stored on each particle parcel. 
In addition, the second term on the RHS of Eq. (4) was 
neglected on the assumption that the uncorrelated 
motions of the particle parcels, each carrying a certain 
amount of granular temperature, adequately describe the 
diffusion of granular temperature.  
To keep consistency with this parcel-scale approach to 
the KTGF implementation, the effect of granular 
temperature was implemented by simply displacing each 
parcel by the distance that would be covered by the 
uncorrelated motion in each timestep in a random 
direction: 
 

x t=∆ Θ∆  (8) 

 
This simplified approach captures the essence of the 
KTGF by dispersing particles away from regions of high 
uncorrelated motions where many particle collisions and 
random translations would take place. This dispersion of 
particles carrying momentum and granular temperature 
then naturally leads to a dispersion of momentum and 
granular temperature without requiring additional 
modelling. Dispersion of a particle parcel into a cell 
with a very different mean velocity then leads to the 
generation of additional granular temperature since 
particle velocities in this parcel would be very different 
from that of the other particles in the cell. 
Geometry, boundary conditions and material properties 

A simple 2D planar geometry with periodic boundaries 
in the axial direction is utilized in this work (see Figure 
1 and Figure 2 for visualization). This geometry has 
been used in detailed validation studies of the TFM 
approach in riser flows (Cloete, Amini et al. 2011). It 
will therefore be informative to observe whether the 
DDPM can achieve a similarly good match to 
experimental data as the TFM.  
Similar to (Cloete, Amini et al. 2011), the geometry is 
0.8 m in height and 0.076 m in width. The geometry was 
meshed with 8288 square cells – about 8 times fewer 
than was needed for the TFM study in (Cloete, Amini et 
al. 2011). The coarser mesh is due to the superior cluster 
resolution capability of the DDPM.  
The side boundaries of the geometry were designated as 
walls with a no-slip boundary condition for the gas. For 
the solids, normal and tangential restitution coefficients 
of 0.9 and 0.2 were specified (FLUENT defaults). A 
more advanced formulation accounting for the granular 
temperature on each particle may be implemented in 
future works, but this simple implementation was 
deemed sufficient for this comparative study.  
The top and bottom boundaries of the geometry were 
specified as periodic. A variable pressure gradient was 
specified across the geometry via a negative feedback 
mechanism to keep the average gas superficial velocity 
through the geometry close to 4.48 m/s (Cloete, Amini 
et al. 2011). 
A total of 80000 particle parcels were included in the 
simulation so that the average solids volume fraction in 
the domain amounts to 0.0372. The particle size, density 
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and restitution coefficient were specified as 67 µm, 
1500 kg/m3 and 0.9 respectively. The gas was standard 
air at room temperature.  
Solver settings 

The commercial flow solver ANSYS Fluent 16 was used 
to complete the calculations. The phase coupled 
SIMPLE algorithm was used for pressure-velocity 
coupling, while all other variables were discretized 
using the QUICK scheme. First order temporal 
discretization was used since this was found to be 
adequate in (Cloete, Johansen et al. 2012).  
 

 
Figure 1: Instantaneous particle parcel positions for 
the five modelling approaches investigated in this 
study. Parcels are coloured according to local solids 
volume fraction where blue is zero and red is 0.6. 
From left to right: no KTGF implementation (No 
KTGF), no transport of granular temperature (No 
ToGT), complete KTGF implementation (Full 
KTGF), complete KTGF implementation with 
particle relaxation towards the mean velocity in each 
cell (Particle relax), and granular temperature 
generation from the uncorrelated motions between 
particle parcels (Parcel GT).  

RESULTS 

Qualitative analysis 

Figure 1 shows instantaneous distributions of particle 
parcels in the geometry for the five different modelling 
approaches investigated in this study. It is clear that the 
first two approaches did not capture the expected 
clustering at the walls of the geometry, while the latter 
three approaches captured this phenomenon due to the 
more complete implementation of the kinetic theory of 
granular flows.  
 

 
Figure 2: Instantaneous contours of granular 
temperature at the same instance as Figure 1. Blue 
represents zero and red 0.3 m2/s2. 

Adequate representation of cluster formation at the walls 
of the geometry is primarily due to the formation of 
regions of high granular temperature in the dilute central 
regions of the geometry (Figure 2). These regions of 
high uncorrelated particle motion cause particles to 
migrate away from these regions towards the denser 
clusters at the walls. In these denser regions, granular 
temperature is rapidly dissipated due to inelastic 
collisions, thereby preserving the formed clusters until 
they are broken up by the rising gas flow (drag).  
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Quantitative analysis 

Results presented in the previous section clearly showed 
that the inclusion of a proper KTGF implementation is 
essential for reasonable predictions in riser flows. The 
three complete KTGF implementations investigated in 
this work all performed well in a qualitative sense by 
predicting reasonable cluster formation and breakup 
behaviour at the walls (Figure 1). Quantitative results 
presented in this section will aim to better distinguish 
the differences between these three approaches.  
Time averaged lateral profiles of solids volume fraction 
and axial velocity are shown in Figure 3 and Figure 4 
for all five cases investigated in the study. It is clear that 
the incomplete KTGF implementations (“No KTGF” 
and “No ToGT”) completely fail to predict the flow in 
the simulated riser section. This is especially evident in 
Figure 4 where very large upward velocities in the 
centre and downward velocities at the walls are shown. 
The reason for this great error is simply that the proper 
dispersion of momentum caused by the KTGF is not 
accounted for, thereby allowing very large velocity 
gradients to form. In addition, limited cross-stream 
particle parcel motion (due to the final term in Eq. (1) 
being very small or neglected) cause very few impacts 
with the wall to slow down falling particles. The result is 
a lateral velocity profile that is far too pronounced.  
 

0

0.05

0.1

0.15

0.2

0 0.5 1

Av
er

ag
e 

so
lid

s v
ol

um
e 

fr
ac

tio
n

Normalized radius

Experiment
No KTGF
No ToGT
Full KTGF
Particle relax
Parcel GT
TFM

 
Figure 3: Time averaged lateral volume fraction 
profiles of the five cases compared to experiments 
(Yan and Zhu 2004) and TFM predictions (Cloete, 
Amini et al. 2011). Legend: No KTGF = no KTGF 
implementation, No ToGT = no transport of 
granular temperature, Full KTGF = Complete 
KTGF implementation, Particle relax = Complete 
KTGF implementation with particle relaxation 
towards the mean velocity in each cell, and Parcel 
GT = Granular temperature generation from the 
uncorrelated motions between particle parcels. 

The three cases with more complete implementations of 
the KTGF perform much better. Figure 3 shows very 
similar profiles for the “Particle relax” and “Parcel GT” 
case, and a somewhat more pronounced lateral solids 
volume fraction profile for the “Full KTGF” case.  

The similarity between the “Particle relax” and “Parcel 
GT” cases is the relaxation of particle parcels towards 
the mean cell velocity through Eqs. (5) and (6). This 
implementation has a large impact on particle parcel 
motion, but is strongly dependent on the granular 
temperature. Remarkably, the completely different 
methods used to represent the granular temperature in 
the “Particle relax” and “Parcel GT” cases returned 
similar granular temperature predictions (Figure 5). This 
is a positive result for the “Parcel GT” implementation, 
given its relative simplicity relative to the “Particle 
relax” and “Full KTGF” cases.  
An important effect of the particle relaxation 
implementation in Eqs. (5) and (6) is that it slowed 
down falling particle clusters at the wall. This resulted 
from the effect of particle parcels hitting the wall and 
losing axial momentum (tangential restitution coefficient 
of 0.2) being transmitted to all parcels in the first cell 
next to the wall. Given that the cell size in this case was 
equivalent to 40 particle diameters, it is likely to be 
incorrect that parcels being slowed down on one side of 
the cell will exchange momentum with parcels on the 
opposite side of the cell. This implementation may 
therefore be grid dependent in regions of high solids 
velocity gradients (e.g. walls). Further work is needed 
on this topic.  
It is clear from Figure 4 that the “Full KTGF” 
implementation resulted in more cluster slip at the walls 
because all particle parcels in the first cell next to the 
wall were not directly affected by momentum exchange 
with the wall as described in the previous paragraph.  
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Figure 4: Time averaged lateral profiles of axial 
velocity compared to experiments (Yan and Zhu 
2004) and TFM predictions (Cloete, Amini et al. 
2011). Values were weighted by the solids volume 
fraction in the averaging process. See the caption of 
Figure 3 to interpret the legend.  

The granular temperature profiles in Figure 5 show 
similar results for the three different cases with adequate 
KTGF implementations. The “Full KTGF” profile is 
shifted more towards the wall due to the formation of 
smaller, but more concentrated clusters at the wall (a 
higher solids concentration at the wall in Figure 3). As 
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mentioned earlier, the profile of the “Parcel GT” case is 
remarkably similar to the others even though a very 
different implementation of the KTGF was done in this 
case.  
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Figure 5: Time averaged lateral profiles of granular 
temperature. Values were weighted by the solids 
volume fraction in the averaging process. See the 
caption of Figure 3 to interpret the legend. Note that 
the “No KTGF” case has no granular temperature.  

CONCLUSION 
This paper presented five different methods for 
modelling dilute granular flows using the hybrid 
Lagrangian-Eulerian dense discrete phase model 
(DDPM). It was firmly established that proper 
implementation of the KTGF is essential for capturing 
the flow dynamics in riser flows. If this is not done, 
momentum dispersion is under-predicted and excessive 
velocity gradients can form.  
Three different approaches to a more complete KTGF 
implementation all performed well when compared to 
experiments and predictions by the conventional 
Eulerian two fluid model (TFM). In all the approaches, 
transport of granular temperature is naturally completed 
by convecting a granular temperature property on each 
tracked particle parcel.  
Results also showed that generation of granular 
temperature and the resulting momentum dispersion can 
be well approximated via data regarding the 
uncorrelated motions in the tracked particle parcels. 
This is a simpler approach relative to the conventional 
KTGF implementation where gradient operations are 
required, creating challenges due to the discrete nature 
of the DDPM.  
In general, positive results from this study showed that 
different pathways exist towards a complete 
implementation of granular physics into the promising 
DDPM framework. Further evaluation of these methods 
in a broader range of cases is strongly recommended.  
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ABSTRACT 

In Fluid Phase Resonance (FPR) mixers, a central pipe reaches 
into the liquid phase inside a mixing vessel. Thus two closed 
gas cushions are formed above the liquid – one inside the pipe 
and one above the liquid inside the vessel. A drive attached at 
the top of the pipe creates low frequency (typically in a range 
from 1 s-1 to 5 s-1) harmonical pressure oscillations in the gas 
cushion inside the pipe, which in turn induce a motion inside 
all the liquid in the vessel. This motion of the liquid is utilised 
for the purpose of mixing and dispersion of particles. 
Simulations are performed for four different geometries of the 
central pipe's lower exit and for different particle Stokes 
numbers.  Particle Stokes numbers are varied from 9.7·10-4 to 
2.7 by changing the particle diameter and density. The flow 
field inside the vessel was simulated with a Volume-of-Fluid 
solver to capture the free surface and the influence of the gas 
cushions, which act like springs, until a quasi-steady state was 
reached. One of these simulations was verified with Laser 
Doppler Anemometry measurements. For each simulation, the 
flow fields of the last full oscillation period are stored. The 
particles are then repeatedly tracked through these flow fields 
for 15 oscillations with an Euler-Lagrange approach with one-
way-coupling, so that there is no need to recalculate the flow 
fields. The particles are considered as point masses, which are 
exposed to added mass, buoyancy, drag, gravity, history, 
pressure gradient, rotational lift, and shear lift force. 
Hydrodynamic torque is also considered, as well as a 
Langevin model for turbulent dispersion and a wall collision 
model accounting for rotation. 
Mixing quality and time are determined by means of 
correlation dimension and the 90% lifting criterion whereby 
one of the four pipe exit configurations was identified as the 
best one. For this configuration two more oscillation 
frequencies are also investigated. Increasing the frequency to 
the resonance frequency leads to a more intense mixing 
process. Increasing it further drastically reduces the fluid 
velocity and deteriorates the mixing properties. 
Furthermore, the influence of the different forces on the 
particles is investigated. The often neglected added mass and 
history forces are quite relevant for all particles investigated, 
having always more than 10% of the drag force’s magnitude, 
with maximum values of up to 142% for added mass and up to 
66% for history force. Pressure gradient force is highly 
relevant for larger particles. The rotational lift force is 
important for large particles only. Finally, the shear lift force 
is highly important, especially for larger and denser particle, 
but negligible for small, light particles. 

Keywords: CFD, Euler-Lagrange, particle forces, LDA, 
mixing, Fluid Phase Resonance mixer. 
 
 

 

NOMENCLATURE 

Greek Symbols 
    Turbulent dissipation rate, [m²/s³] 

F    Fluid dynamic viscosity, [kg/(m·s)] 

F    Fluid density, [kg/m³] 

P    Particle density, [kg/m³] 

F    Fluid time scale, [s] 

P    Particle time scale, [s] 
    Turbulent frequency, [s-1] 
 
Latin Symbols 

2d    Correlation dimension, [-] 

Pd    Particle diameter, [m] 
f    Frequency, [s-1] 

dragF   Drag force, [N] 

iF


   Force i, [N] 
i    Index i, [-] 
k    Turbulent kinetic energy, [m²/s²] 

Pm    Particle mass, [kg] 

2P    Number of pairs, [-] 
r    Distance, [m] 
St    Stokes number, [-] 
T    Oscillation period, [s] 
t    Time, [s] 
U    Velocity, [m/s] 

'u    Turbulent velocity fluctuation, [m/s] 

minmax/,iU  Max/min velocity in direction i, [m/s] 

turbiU min,max/,  Max/min velocity in direction i including 
   turbulent fluctuation, [m/s] 

Pu    Particle velocity, [m/s] 

ZU    Average velocity in axial direction, [m/s] 

max,ZU   Maximum velocity in axial direction, [m/s] 

min,ZU   Minimum velocity in axial direction, [m/s] 

V    Volume, [m³] 

Px    Particle position, [m] 
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INTRODUCTION 

FPR mixers are a comparatively new kind of mixing 
technology. Instead of a stirrer, here a central pipe 
reaches into a liquid contained in a mixing vessel. Two 
closed gas cushions are formed, one outside and one 
inside the central pipe. The latter is exposed to a 
harmonically oscillating pressure created by a drive 
attached to the central pipe, causing an oscillating 
movement of the liquid inside the pipe, which in turn 
induces a non-zero mean flow inside all the liquid as 
shown in Schmalfuß et al (2012). This flow is in this 
case utilised for the dispersion of solid particles. 
Usually, the oscillation frequencies are in a range 
between 1 s-1 and 5 s-1. According to Schmalfuß and 
Sommerfeld (2017) the flow properties and therefore 
also the mixing properties (e.g. velocity magnitude, 
turbulence, structure) are mainly defined by the central 
pipe's geometry and the oscillating frequency. On the 
one hand, this work investigates these influences to 
improve the mixing quality of FPR mixers. On the other 
hand, also the influence of different forces acting on the 
particles is analysed. Considered forces are drag force, 
added mass force, Basset force (or history force), 
pressure gradient force, gravity force including 
buoyancy, and the transverse lift forces due to shear and 
rotational lift. Some of these forces are usually 
neglected when it comes to the simulation of industrial 
scale processes, especially added mass and Basset force. 
The present work shall reveal if this practice is justified. 
 

 
Figure 1: Geometry and computational domain; a) one-sided 
cutout pipe end; b) tripod pipe end; c) measurement planes 

(left: 0°, right: 180°); d) computational grid. 

GEOMETRY AND PROCESS PARAMETERS 

A vessel with a torispherical bottom is used as mixing 
vessel. Its geometrical properties are summarised in 
Table 1 and the different central pipe ends are shown in 
Figure 1 a) and b). Having a diameter of 0.45 m and a 

filling height of 0.7 m results in a filling-height to 
diameter ratio of ~1.6. The first pipe end is a 225°-
cutout, leaving a kind of nose at the end of the pipe and 
it will be referred to as “one-sided cutout”. The second 
pipe end consists of three 60°-cutouts, resulting in a 
tripod-like shape with three 60°-noses, henceforth  
referred to as “tripod”. Both central pipes have an inner 
diameter of 0.1 m. For each pipe two different mounting 
heights are considered. One time the pipe ends directly 
at the vessel bottom, leaving only small gaps at the 
cutouts, the other time the pipe is lifted by 20 mm. 
These two pipe heights will be referred to as “at 
bottom” or “lifted”, respectively. The drive frequency is 
1.2 s-1 for all configurations. For the configuration 
“tripod at bottom” two higher frequencies, namely 1.5  
s-1 and 2.0 s-1, are used to investigate the frequency's 
influence. Water and air at room temperature and 
ambient pressure are used as the two phases. Their 
properties are listed in Table 2. The particles have 
densities of 1050 kg/m³, 1500 kg/m³, and 2500 kg/m³. 
Their diameters are 80 µm, 500 µm, 1500 µm, and 2500 
µm. 

Table 1: Geometry parameters. 

Pipe At bottom Lifted 

Vessel diameter [m] 0.45 

Vessel height [m] 1.1 

Filling height [m] 0.70 

Pipe diameter [m] 0.1 

Pipe height [m] - 0.020 

Cutout height [m] 0.04 
 

Table 2: Fluid phase material parameters. 

 Water Air 

Density [kg/m3] 1000 1.3 

Kinematic viscosity [m2/s] 1·10-6 13·10-6 

Compressibility [s2/m2] 4.7·10-10 9.9·10-6 

Surface tension [kg/s2] 0.073 

NUMERICAL AND EXPERIMENTAL METHODS 

Fluid flow 

The fluid flow is simulated as an unsteady, 
compressible flow of two separate phases, namely water 
and air. OpenFOAM's solver compressibleInterFoam, 
employing a Volume-of-Fluid approach with interface 
compression, is used for this task. The geometries are 
discretised into approximately 4 million cells, whereby 
a symmetry plane is used as shown in Figure 1d) to 
lower the requirements on computational resources. At 
the top of the central pipe, a harmonically oscillating 
velocity normal to the surface is used as boundary 
condition, according to the parameters given by the 
drive attached to the pipe. At the symmetry plane a 
symmetry boundary condition is used and at the walls a 
no-slip condition is applied. Previous simulations by 
Schmalfuß et al (2012) have shown that the k-ω-SST 
turbulence model gives the best results compared to 
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others. Thus, it is also used here. To ensure a quasi-
steady flow, where after one oscillation the same flow 
field is found again, the flow is simulated for 20 
periods. The averaged velocity components for the 
simulations are the arithmetic means of the three 
velocity components or the velocity magnitude, 
respectively, over the time of one period at the end of 
the simulation. Maximum and minimum velocities 
Ui,max/min,turb in directions i are calculated with the 
corresponding velocities during the analysed time 
period and the turbulent velocity fluctuations u’, which 
are estimated from turbulent kinetic energy k, assuming 
isotropic turbulence: 

kUuUU iiturbi 3
2' minmax/,minmax/,min,max/,   (1) 

As another means of comparison between the 
configurations, the temporally and spatially averaged 
values of the turbulent kinetic energy and dissipation 
rate ε inside the liquid phase have been calculated. 
The results of the flow field simulations are also used to 
calculate the turbulence characteristic time scale τF of 
the fluid as a temporally and spatially averaged value of 
the ratio of turbulent kinetic energy and turbulent 
dissipation rate: 

 




Tt

t V
F dVdtk

VT 


11  (2) 

The temporal averaging is done over one oscillation 
period with duration T starting at time t, and the spatial 
averaging is done over the total liquid volume V. 
Measurements with a one component Laser Doppler 
Anemometer (LDA) have been conducted in five planes 
for the configuration “one-sided cutout at bottom” to 
verify the simulations. The measurement planes can be 
seen in Figure 1c). There are two planes in the 
symmetry plane (one on each side of the pipe) and three 
planes between those two, each shifted by 45°. In each 
plane there are 156 measurement points, where axial 
and radial velocity components have been measured. 
Unfortunately, the tangential velocity component could 
not be measured in this geometry. Tracer particles with 
a diameter of 40 µm and a density of 1050 kg/m³ are 
used. For LDA measurements it is important that these 
tracer particles follow the flow largely without slip, 
which means the particle Stokes number should be 
considerably below unity. Schmalfuß et al. (2012) have 
shown that the highest particle Stokes number occurs 
only in a very small region at the lower end of the 
immersed pipe with a value of about 0.14. Hence, the 
tracer particles should follow the flow to a large extent. 
In each measurement location 3000 Doppler signals are 
collected and statistically analysed. For the comparison 
of measurements and calculations, three different values 
are used: average, maximum and minimum velocities. 
The maximum and minimum velocities are determined 
for each point by the 0.05- or 0.95-quantile, 
respectively, of the 3000 values collected per point. The 
average is determined by an arrival time weighted 
average. 

Particle motion and mixing properties 

An Euler-Lagrange approach, where particles are 
treated as point masses, is used to calculate the particle 
behaviour. The flow field for these calculations is taken 

from the flow simulations described above. For the last 
oscillation, the transient flow field is stored with a time 
step of 0.01 s. The particles are repeatedly tracked 
through these stored flow fields. After one oscillation 
the flow field states are used again. Of course, with this 
approach only one-way-coupling is possible, meaning 
that the particles do not have any influence on the flow 
field, implying that for the moment only low particle 
concentrations are considered. Consequently inter-
particle collisions are also neglected. As a Lagrangian 
approach is used, the particle motion is calculated by: 

P
P u

dt
xd 


  (3) 


i

iP
P Fm

dt
xd 

 (4) 

Here, uP and mP are the particle velocity and mass, t is 
the time and Fi are the forces acting on the particle. The 
forces considered are added mass force, Basset force 
(also called history force), drag force, gravity and 
buoyancy force, pressure gradient force, and the 
transverse lift forces due to rotational and shear slip, see 
e.g. Sommerfeld et al (2008) or Crowe et al (2012). 
Shear lift is modelled according to the findings of Mei 
(1992) and rotational lift according to Oesterlé and Bui 
Dinh (1998). Added mass and Basset force are 
implemented according to Michaelides and Roig (2011). 
For the Basset force, the approximation of Hinsberg et 
al (2011) is used for solving the integro-differential 
equation. Otherwise, either the tail in Basset force 
calculation would have to be truncated or its calculation 
would lead to all but impossibly high needs in 
computational resources. 
Additionally, the hydrodynamic torque is considered. It 
is calculated with correlations taken from Sommerfeld 
et al. (2008), which are based on experiments by Dennis 
et al. (1980) and Sawatzki (1970). 
Wall collisions account for kinetic energy loss and 
friction and can alter the angular velocity of the 
particles, as described by Decker (2005). 
The fluctuating velocities due to turbulence are not 
resolved when a RANS-model, like k-ω-SST in this 
case, is used to describe the turbulence. To model the 
turbulent velocity fluctuations seen by the particles, a 
single-step Langevin dispersion model is employed, as 
suggested by Sommerfeld et al. (1993). 
At the beginning of the particle simulations, 
approximately 100,000 particles are randomly 
distributed near the bottom of the vessel with a velocity 
magnitude of zero. These particles are then, as described 
above, repeatedly tracked through the oscillating flow 
fields for 15 periods, which corresponds to a time of 
12.5 s for the cases with f = 1.2 s-1. 
The mixing properties are investigated using two 
parameters, namely mixing time and mixing quality. To 
judge about the mixing speed, the mixing time is 
defined as the 90% lifting criterion. This criterion is 
fulfilled as soon as the first particle reaches a height 
corresponding to 90% of the filling level. The mixing 
quality is investigated by means of the correlation 
dimension, which indicates how well the particle 
positions represent a random three dimensional 
distribution. Its values can vary between unity, 
representing a one-dimensional distribution, e.g. along a 
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line, and three, representing a random three dimensional 
distribution, e.g. in a spherical arrangement. The 
correlation dimension d2 is temporally averaged over the 
last oscillation period and is calculated as: 

rd
rPdrd

r ln
)(lnlim)( 2

02


  (5) 

with P2(r) being the number of particle pairs closer than 
distance r to each other. 

Influence of the different particle forces 

The magnitude of all the forces acting on the particles is 
stored every 0.001 s for the last two oscillation periods. 
To analyse their influence, the values are averaged over 
the above mentioned last two periods and then 
normalised with the magnitude of the drag force. An 
averaged particle Stokes number is used as parameter 
for judging on the influence of the forces. This number 
describes the ability of the particles to follow the flow 
field and is defined as: 

F

PSt



  (6) 

The fluid time scale τF has already been described above 
and is an average turbulence time scale in the entire 
liquid region. The Stokesian particle response time is 

F

PFP
P

d





18
)5.0( 2

  (7) 

with µF and ρF being the dynamic viscosity and density 
of the fluid and ρP the particle density. 

RESULTS 

Fluid flow 

The configuration “one-sided cutout at bottom” is also 
investigated by means of LDA. In Figure 2 the average, 
maximum, and minimum values of the vertical 
velocities in the five planes depicted in Figure 1c) are 
compared. In general, the comparison between 
measurement and simulation shows good agreement. 
Discrepancies can be seen especially at the 180° plane. 
This might be because this is the symmetry plane in the 
simulation, so there is a zero velocity imposed 
perpendicular to that plane, which in turn might cause 
higher flow rates in the directions parallel to the 
symmetry plane. In reality, of course, this is not the 
case. Furthermore, the extremal values are not always 
met in the measured observations compared to the 
numerical computations. This could be caused by the 
comparatively coarse measurement grid. 
In Figure 3 the temporal averaged velocity magnitude, 
turbulent kinetic energy, and turbulent dissipation rate 
in the symmetry plane of the four configurations are 
compared. Regarding the velocities it can be seen that 
the highest values occur inside the pipe. A lifted central 
pipe results in higher velocities inside, but lower 
velocities outside the pipe. With a pipe at the bottom, 
there is a large region with high velocities at the vessel 
wall opposite the opening of the pipe for both, one-sided 
cutout and tripod. For a lifted pipe with the one-sided 
cutout, this region is considerably smaller and for the 
lifted tripod it is even at the opposite side. The pipe exit 
geometry seems to have only low influence on the 
velocity magnitude. 

 
Figure 2: Comparison of temporal average, maximum, and 
minimum values of measured and calculated velocities (m/s) 

in axial direction in the measurement planes shown in Fig. 1c), 
for “one-sided cutout at bottom”. 

 

 
Figure 3: Comparison of temporal averaged values of velocity 

magnitude U in m/s, turbulent kinetic energy k in m²/s², and 
dissipation rate ε in m²/s³ for the different configurations in the 

symmetry plane 

Turbulent kinetic energy k has its highest values inside 
the pipe near the pipe exit. With a pipe at the bottom, it 
has the same pattern for one-sided cutout and tripod, but 
it is higher for the tripod in most regions. Similar to the 
velocities, the lifted pipe versions show lower values 
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outside the pipe and for the lifted tripod a reversed left-
to-right image with high values at the right vessel wall. 
Contrary to the findings for the velocities, the turbulent 
kinetic energy inside the pipe is higher for the pipe-at-
bottom configurations. Overall it seems that k is higher 
for the versions with a pipe at the bottom. 
Comparing the dissipation rate between the two one-
sided cutout versions reveals that lifting the pipe leads 
to higher dissipation at the right side of the bottom. In 
the upper parts of the symmetry plane the dissipation 
rate seems to be almost the same for these two versions. 
The tripod at bottom has much larger regions with high 
dissipation rates than a one-sided cutout opposite to the 
pipe opening. Additionally there is also a region with 
high dissipation rates at the right side of the bottom. 
This region even increases for the version with the lifted 
tripod. But here the dissipation rate at the left side is 
significantly lower. 
Figure 4 shows the influence of the drive's frequency on 
velocity, turbulent kinetic energy and dissipation rate. 
Increasing the frequency from 1.2 s-1 to 1.5 s-1 
significantly increases all three quantities. This is 
because 1.5 s-1 is the resonance frequency of the system 
and so the movement of the liquid is the most intense. 
The higher velocities lead in turn to higher turbulence 
and thus to higher turbulent kinetic energy and 
dissipation rates. Increasing the frequency further to 2.0 
s-1, which means to a value clearly above the resonance 
frequency, leads to a heavy drop in all of the three 
quantities. This is because the oscillating system now 
cannot follow the excitation from the drive because it is 
to inertial. 

Particle motion and mixing properties 

Figure 5 shows exemplary results for the frozen particle 
positions after 15 oscillations in the “lifted tripod” 
configuration for particles with a density of 1500 kg/m³ 
and with diameters from 80 µm to 2500 µm, leading to 
Stokes numbers of 0.0013 to 1.2. The particles are 
colour coded by particle velocity magnitude. 
Unsurprisingly, the particles with low Stokes numbers 
seem to be distributed quite uniformly, whereas the 
more inertial particles tend to remain in the lower parts 
of the vessel, hence dispersion is not sufficient. 
The relative mixing times, i.e. the times to fulfil the 
90% lifting criterion normalised with the period 
duration, are shown in Table 3. Where no value is 
given, the criterion was not fulfilled. Considering only 
the configurations with an oscillation of f = 1.2 s-1, the 
“tripod at bottom” configuration reveals the best mixing 
speed for most of the investigated particle properties, 
which is why this configuration was also analysed at 
other frequencies. Only for particles having a diameter 
of 2500 µm and a density of 2500 kg/m³ another 
configuration, namely the “one-sided cutout at bottom”, 
has a shorter mixing time than the “tripod at bottom”. 
Raising the frequency to 1.5 s-1 gives even faster mixing 
speeds. This is due to the higher fluid velocities in the 
vessel. Due to resonance, the decrease in mixing time 
seems to be not linear, otherwise the relative mixing 
time should have been the same as for the lower 
frequency. Apparently, this is also the case when 
increasing the frequency above the resonance 
frequency, but here the relative mixing time rapidly 

increases. This fits the observation of low velocities in 
the fluid flow simulations. 
 

 
Figure 4: Influence of frequency on temporal averaged values 
of velocity magnitude U in m/s, turbulent kinetic energy k in 

m²/s², and dissipation rate ε in m²/s³ in the symmetry plane for 
“tripod at bottom”. 

 

 
Figure 5: 3-dimensional view of particle positions and 

velocities at the end of 15 oscillations in the "tripod at bottom" 
with ρP = 1500 kg/m³; a) dP = 80µm, St = 0.0013, d2 = 2.84; b)  
dP = 500µm, St = 0.049, d2 = 2.20; c) dP = 1500µm, St = 0.44, 

d2 = 2.07; d) dP = 2500µm, St = 1.2, d2 = 2.05. 

Table 4 lists the correlation dimensions at the end of the 
simulations for all considered particles. As might be 
expected, the correlation dimensions tend to lower 
values for higher particle diameters and densities. But 
there are some discrepancies to this overall trend. For 
example d2 rises in the “one-sided cutout at bottom” and 
the “lifted tripod” when increasing the particle diameter 
from 1500 µm to 2500 µm for a particle density of 2500 
kg/m³. This might be due to the fact that the correlation 
dimension does not account for the distribution of 
particles in the liquid volume, but only gives an estimate 
of how the particles are distributed at their locations. So 
for the large, heavy particles this means that they are 
quite randomly distributed, but only in a small region at 
the lower part of the vessel. The standard deviation of 
the particle concentration would prevent this drawback, 
but the particle concentrations considered are too small 
to provide sufficient information in every computational 
cell. Despite this, the d2-values indicate two 
configurations for best mixing, namely “tripod at 
bottom” for small and light particles and “lifted one-
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sided cutout” for larger and heavier particles. Overall, 
the “tripod at bottom”-configuration seems to offer the 
best combination of mixing speed and quality. 

Table 3: Relative mixing times for all simulations; bold letters 
denote the fastest mixing time for f = 1.2 s-1. 
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f =

 2
.0

 s-1
 

1050 

80 1.2 1.3 1.2 1.2 0.90 5.6 
500 1.3 1.7 1.1 1.6 0.86 5.7 

1500 1.3 1.7 1.1 1.3 0.81 6.7 
2500 1.3 1.7 1.0 1.3 0.81 8.3 

1500 

80 1.2 1.3 1.1 1.2 0.84 5.6 
500 1.3 1.7 1.2 1.7 0.83 7.2 

1500 1.3 2.0 1.1 2.3 0.90 - 
2500 1.3 3.8 1.3 1.3 0.95 - 

2500 

80 1.3 1.3 1.1 1.2 0.86 5.6 
500 1.3 1.8 1.2 1.9 0.83 - 

1500 1.8 - 1.5 - 1.1 - 
2500 2.3 - 3.7 - 1.3 - 

Table 4: Correlation dimensions for all simulations; bold 
letters denote the best (i.e. highest) values for f = 1.2 s-1. 
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f =

 2
.0

 s-1
 

1050 

80 2.79 2.80 2.84 2.77 2.81 2.70 
500 2.63 2.74 2.79 2.74 2.78 2.44 

1500 2.24 2.75 2.75 2.73 2.77 1.91 
2500 2.18 2.76 2.75 2.72 2.77 1.64 

1500 

80 2.78 2.81 2.84 2.78 2.81 2.67 
500 1.52 2.76 2.20 2.73 2.37 1.70 

1500 1.30 2.65 2.07 2.10 1.78 1.46 
2500 1.48 2.47 2.05 1.74 1.61 2.24 

2500 

80 2.70 2.80 2.85 2.80 2.80 2.42 
500 1.82 2.37 1.66 1.97 1.77 1.56 

1500 1.42 2.36 1.91 1.94 1.74 2.13 
2500 1.58 1.76 1.72 2.19 1.82 1.80 

Influence of the different particle forces 

The influence of the different forces acting on particles 
with different Stokes numbers is shown in the graphs in 
Figure 6 for fixed particle densities. These values are 
averaged over all particles during the last two oscillation 
periods over all configurations with oscillation 
frequency f = 1.2 s-1, and afterwards the averages are 
normalised with regard to the average drag force 
magnitude. At small Stokes numbers the Basset force is 
the most important force after the drag force. It can be 
seen that the Basset force decreases with increasing 
diameter or Stokes number, respectively, whereas all 
other forces increase. This might be due to the 
circumstance that the Basset force tail is “deleted” when 
a particle hits a wall. Usually, more inertial particles are 
more likely to collide with walls than particles that 

mainly follow the fluid flow. For higher Stokes 
numbers, all forces seem to have an influence on the 
particles with magnitudes of more than 10% of the drag 
force. For small Stokes numbers, some forces are 
relatively unimportant, namely pressure gradient and the 
two lift forces. For density ratios near unity, even the 
gravity and buoyancy force becomes negligible, leaving 
added mass and Basset force as the only two forces 
beneath drag force with a considerable contribution to 
the particle motion. 
 

 
Figure 6: Averaged magnitude of considered forces Fi 

normalised by drag force Fdrag for fixed density ratios ρP/ρF in 
dependence of particle Stokes number St. 

Especially the fact that the magnitudes of added mass 
and Basset force are always higher than 10% of the drag 
force's magnitude should be emphasised. Due to their 
comparatively high demands for computational 
resources, these two forces are mostly neglected in 
particle simulations for industrial liquid-solid 
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multiphase flows like in mixing vessels. This is in this 
case clearly not justified. The same holds true for the 
two lift forces at higher Stokes number, meaning 
particles with large diameters or high density ratios. But 
it should be noted that this statement should be verified 
for other processes, as the flow in the FPR mixers is not 
necessarily comparable to flows in standard stirred 
vessels. On the other hand, in a stirred vessel the flow is 
much more inhomogeneous so that unsteady forces and 
the lift forces should be even more important. 

CONCLUSIONS AND OUTLOOK 

The fluid-flow simulation of FPR mixing vessels has 
been done and was verified with LDA measurements. 
Regarding the influence of pipe geometry the 
conclusions are that lifting the pipe has a much larger 
influence on the flow than changing its exit geometry. 
Furthermore, the oscillation frequency seems to have 
even more influence. Increasing it from a low frequency 
to the system's resonance frequency leads to a much 
more intense flow with higher velocities and higher 
turbulent kinetic energy and dissipation rates. 
However, increasing the frequency further, above the 
resonance frequency, drastically decreases the velocities 
and the turbulence properties. 
Several particle simulations have been done with the 
calculated flow fields, covering Stokes numbers from 
9.7·10-4 to 2.7. Mixing speed and mixing quality have 
been determined by means of the 90% lifting criterion 
and the correlation dimension. Overall the configuration 
“tripod at bottom” seems to have the best combination 
of mixing time and quality, even though the mixing 
quality of the “lifted one-sided cutout” is better for more 
inertial particles. 
Eventually, the influence of the different particle forces 
considered has been investigated. The magnitudes of the 
often neglected added mass force and Basset force are 
always higher than 10% of the drag force's magnitude 
and reach values of 142% regarding added mass force, 
and 66% regarding Basset force. The lift forces are quite 
low for small Stokes numbers, but are not negligible for 
higher Stokes numbers. Summing up, it should not be 
taken for granted that neglecting all these forces is 
always justified. 
The particle simulations are not verified yet, so 
measurements, e.g. with particle image velocimetry 
should be done. Additionally, the simulations could be 
improved, for example by including particle collisions, 
as suggested by Sommerfeld and Decker (2004), at least 
for high Stokes numbers, which lead to high particle 
concentrations at the bottom, or by extending the 
simulations to a fully 3-dimensional domain without a 
symmetry plane. 
The different forces naturally strongly depend on the 
fluid flow and the flow inside FPR mixing vessels 
surely differs from flows obtained with standard stirrers. 
This holds true even more for flows in other processes. 
Thus, the statements about the influence of the forces 
should also be investigated for other stirrers and 
industry scale processes. 
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ABSTRACT
Bubble formation due to supersaturation or superheating plays an
important role in many different areas from boiling flows to reac-
tions producing gases, such as in electrolytic processes or fermen-
tation. The predominant mechanism for bubble formation is het-
erogeneous nucleation and, while it has been studied on the micro-
scale, the effect of bubble nucleation on the large-scale performance
of bubble column reactors is still scarcely investigated.
This work presents a modelling and simulation study on phase tran-
sition in bubble column reactors on the meso-scale using a discrete
bubble model (DBM). The Discrete Bubble Model is an Euler-
Lagrange model which tracks each bubble individually. The model
has been extended to include the formation of bubbles due to the
presence of supersaturation.
With this model, phase transition from liquid to gas in a supersatu-
rated liquid has been studied for two cases: bubble formation on a
solid surface and in a liquid bulk. The second case shows a larger
number of bubbles formed, with a bigger size. The concentration
front presents differences, as in the first case it shifts from a lower
concentration at the bottom to the opposite.
To conclude, a starting point for simulations of phase transition due
to supersaturation has been given in this work, showing that the
choice of the mechanisms of bubble formation highly influence bub-
ble densities, sizes and movements in the considered liquid.

Keywords: CFD, Bubble and droplet dynamics, Lagrangian
methods, Multiphase heat and mass transfer. .

NOMENCLATURE

Greek Symbols
α Volume fraction, [−]
Γ Transport coefficient, [ms−1]
ζ Supersaturation ratio, [−]
θ Film thickness, [m]
µ Dynamic viscosity, [Pas]
ρ Mass density, [kilog/m3]
σ Surface tension, [Nm−1]
τττ Stress tensor, [N2 m−1]
Φ Interphase momentum transfer, [Nm−1]

Latin Symbols
A Surface area, [m].
C Model coefficients, [−].
c Concentration, [kmolm−1].

deq Equivalent diameter deq =
(

1
di
+ 1

d j

)−1
, [m].

Db Bubble diameter, [m].
D Diffusion coefficient, [ms−1].

Eö Eötvös number Eö =
gD2

bρ

σ
, [−].

Eb Bubble aspect ratio, [−].
F Force, [N].
g Gravitational acceleration, [m2 s−1].
kl Mass transfer coefficient, [ms−1].
H Henry constant, [−].
Ṁ Volume averaged interfacial mass transfer,

[kgs−1 m−1].
ṁ Individual bubble mass transfer, [kgs−1].
p Pressure, [Pa].
Re Reynolds number Re = ρuDb

µ , [−].
Rb Radius, [m].
S Source term (reaction), [kgs−1 m−1].
Sc Schmidt number Sc = µ

ρD , [−].
Sh Sherwood number Sh = klDb

D , [−].
t Time, [s].
u Liquid velocity, [ms−1].
v Gas velocity, [ms−1].
V Volume, [m].

We Weber number We =
ρl(vn,i−vn, j)

2
Db

σ
, [−].

Y j Mass fraction of component j, [−].

Sub/superscripts
b Bubble.
c Critical.
d Distorted.
i, j Indexes.
e f f Effective.
l Liquid.
n Normal.
rel Relative.
s Saturation.
T Turbulent.

INTRODUCTION

Bubble columns, and in general bubbly flows, are widely
used in industrial applications due to contact a gas and liq-
uid in processes where reaction or heat/mass transport takes
place between the phases. Despite the widespread applica-
tions of these systems, detailed knowledge on the complex
interactions between hydrodynamics and mass/heat transport
is still lacking, especially in the region of dense flows and
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their effect on the large-scale performance of bubble column
reactors. The use of Computational Fluid Dynamics (CFD)
to model and study these systems is becoming more and
more widespread resulting from large improvements in com-
putational power. Different levels of detail (length scales)
can be identified ranging from large Euler-Euler simulations
to detailed DNS. At an intermediate level, Euler-Lagrange
models, where each bubble is tracked individually in a La-
grangian manner, play an important role in gaining details
on swarms with a large number of bubbles (van Sint Anna-
land et al., 2003).
Phase transition as a consequence of supersaturation occurs
in a variety of natural and industrial processes. For instance,
a well known example is opening a bottle of soda: the sudden
change in pressure creates a local supersaturation and bub-
bles form on the surface of the bottle. Another mechanism
to obtain local supersaturation is when a reaction produces
gas in excess. Relevant industrial applications are in the field
of bio-reactors, such as fermenters for the production of bio-
ethanol, where gaseous CO2 is produced, or in electrolytic
processes where gas (such as H2 in the electrolysis of brine)
bubbles are formed on the electrodes (Volanschi et al., 1996).
Models describing phase transition are very relevant for in-
dustry, but still lacking in practice.
The aim of this work is to give a starting point for Eularian-
Lagrangian simulations of large scale bubbly flows where
phase transition occurs. In the following sections, the used
model and the numerical setup will be described and verified.
Then, an outline of bubble formation due to supersaturation
by heterogeneous nucleation will be given.

MODEL DESCRIPTION

The Discrete Bubble Model (DBM) is an Euler-Lagrange
CFD model which is based on the work of Delnoij et al.
(1999) subsequently expanded and improved by Darmana
et al. (2005) and Lau et al. (2014). The model tracks
each bubble separately using Newton’s laws of motion and
accounts for bubble-bubble interactions (collisions, coales-
cences and breakups), mass transport and it has been ex-
panded in this work to account for phase transition. A de-
tailed description of the model will be given in the following
sections. For more details the reader can refer to the afore-
mentioned works.

Hydrodynamics modeling

The fluid flow is described by the volume-averaged Navier-
Stokes equations:

∂

∂t
(ρlαlu)+∇ · (ρlαluu) =−αl∇p+αlρg

+∇ ·αlτττl +Φ

(1a)

∂

∂t
(ρlαl)+∇ ·ρlαlu = Ṁ (1b)

where u is the fluid velocity, αl denotes the liquid fraction
and Φ represents the momentum coupling between the liquid
and the discrete gas phase. In this equation τττ represents the
stress tensor, which is the described with the very well known
Equation 2 for Newtonian fluids.

τττl =−µe f f

[
∇u+(∇u)T − 2

3
III(∇ ·u)

]
(2)

The effective viscosity considers the contribution of the LES
sub-grid scale turbulent viscosity, which is calculated using
the model developed by Vreman (2004).

Bubble dynamics

Each individual bubble is tracked using Newton’s law of mo-
tion accounting for the forces that the bubble experiences.
For a spherical incompressible bubble, its motion is de-
scribed as:

ρbVb
dv
dt

= ∑F−
(

ρb
dVb

dt

)
v (3)

where v represents the bubble velocity. The sum of the
forces on bubbles is composed of drag (Roghair et al., 2011),
lift (Tomiyama et al., 2002), buoyancy, virtual mass (Au-
ton, 1987) and wall-interactions (Tomiyama et al., 1995), as
given by Equation 4:

∑F = FG +FP +FD +FL +FV M +FW (4)

The description of the forces considered is given in Table 1.
The interphase coupling is performed through polynomial
mapping, to transfer information from the discrete phase to
the Eulerian grid and vice versa. The choosen technique is a
clipped fourth-order polynomial following the work of Deen
et al. (2004).
An important aspect is the volume change due to the inter-
phase mass transfer. This is accounted for as:

ρb
dVb

dt
= ṁ (5)

More details on the mass transfer will be given in the follow-
ing sections.

Bubble interactions

Bubble collisions, coalescence and breakup have been taken
into account in the model. Since each bubble position, ve-
locity and size are readily available as part of the solution,
bubble encounters (with other bubbles or with a wall) are rel-
atively easy to track. The collision model used in this work is
based on the hard-sphere approach of Hoomans et al. (1996).
The (binary) encounters are event-based and are treated as
perfectly elastic collisions, unless coalescence takes place.
To speed up the collision routines, a neighbour list concept
as described by Darmana et al. (2005) is used. Since colli-
sions are perfectly elastic, the tangential velocity component
is not altered by the encounter while the normal component
(assuming bubbles i and j collide) is calculated as:

vnew
n,i = 2

mivn,i +m jvn, j

mi +m j
− vn,i (6)

In performing the collision, the shrinkage or growth of bub-
bles as a consequence of mass transfer needs to be consid-
ered; in some specific cases the two elements are slowly di-
verging from each other but a collision can still take place if
the radius is growing. In this case, the velocity sign should
not be changed as the two bubbles are already diverging.
In addition to elastic collisions, bubbles can coalesce when
sufficiently long in contact. Many theories and models exist
on bubble coalescence (see Lau et al. (2014)). In this work
the film drainage model as implemented by Darmana et al.
(2005) is used. When two bubbles are colliding, they will co-
alesce if the contact time is larger than the time that it takes
for the thin film of liquid trapped between them to drain (see
Equation 7 and 8).

tcontact ≥ tdrainage (7)
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Table 1: Forces acting on a bubble

Force Closure relation
FG = ρbVbg -
FP =−Vb∇P -

FD =− 1
2CDρlπR2

b |v−u|(v−u)

CD
CD,∞

=
(
1+ 18

Eö αb
)

αl

CD,∞ =
√

CD,∞(Re)2 +CD,∞(Eö)2

CD,∞(Re) = 16
Re

(
1+ 1

1+ 16
Re+

3.315√
Re

)
CD,∞(Eö) = 4Eö

Eö+9.5

FL =−CLρlVb (v−u)× (∇×u)
CL =


min[0.288tanh(0.121Re), f (Eöd)] Eö < 4
f (Eöd) 4≤ Eö ≤ 10
−0.29 Eö > 10

f (Eöd) = 0.00105Eö3
d−0.0159Eö2

d−0.0204Eöd +0.474
Eöd = Eö

Eb
, Eb =

1
1+0.163Eö0.757

FV M =−CV MρlVb
(Dv

Dt −
Du
Dt

)
CV M = 0.5

FW =−CW Rb

(
1
y2 − 1

(L−y)2

)
ρl |(v−u) ·nz|2 nw CW =

{
e(−0.933Eö+0.179) 1≤ Eö≤ 5
0.007Eö+0.04 5≤ Eö≤ 33

Prince and Blanch (1990) calculated the drainage time as:

tdrainage =

√
d3

eqρl

128σ
ln

θ0

θ f
(8)

where θ0 and θ f represents respectively the initial and final
film thickness during the drainage process, which are equal
to 1 × 10−4 m and 1 × 10−8 m respectively (Darmana et al.,
2005). Since the velocities and the sizes of each colliding
couple are available, it is possible to calculate the contact
time as proposed by Sommerfeld et al. (2003), assuming that
it is proportional to a deformation distance divided by the
normal component of the two bubbles’ velocities:

tcontact =
Ccodeq

2
∣∣vn,i− vn, j

∣∣ (9)

The coalescence constant (Cco) represents the deformation
distance normalized by the effective bubble diameter. To
conclude, for each pair of colliding bubbles it is possible to
calculate both of the times and check whether a collision or
a coalescence takes place. In the latter event, the resulting
bubble will have a volume equal to the sum of the two par-
ents.
Together with binary interactions between bubbles, a break-
up model (described by Lau et al. (2014)) is implemented in
the DBM. This model assumes that break-up occurs when the
inertial forces acting on the bubble (which deform the bub-
ble) are higher than the surface tension force. The break-up
criterion is described in the form of a critical Weber number
as (for spherical bubbles):

We =
ρl (vn,i− vn, j)

2 deq

σ
≥ 12 (10)

The daughter bubbles sizes are described by a U shaped
daughter size distribution; since the location of the bubble
is necessary for the DBM, it is assumed that it coincides with
the parent for the largest bubble while the smaller is located
randomly in the proximity of the other, avoiding immediate
subsequent coalescence (see Lau et al. (2014).

Species transport and mass transfer

The DBM includes species transport, mass transfer and re-
action (Darmana et al., 2005). A transport equation for each
species is implemented as:

∂

∂t

(
αlρlY

j
l

)
+∇

(
αl

(
ρluY j

l −Γ
j
e f f ∇Y j

l

))
= Ṁ+αlS j

(11)

where S j represents the source/sink term accounting for
chemical reactions and Γe f f is calculated as:

Γ
j
e f f = ρlD j

l +
µT

Sc j
T

(12)

where the turbulent Schmidt number is approximated to
Sc j

T = 1 (Jain et al., 2015). The transport equations are
solved for N-1 components, while the last component is
solved enforcing the summation equation:

NS

∑
j=1

Y j
l = 1 (13)

The physical properties of the mixture are calculated as the
weighted average of each specie. The interphase mass trans-
fer is a function of the concentration difference between the
bubble (assumed to be composed entirely of one gas, namely
CO2) and the liquid. This has been expressed by (Darmana
et al., 2005) as:

ṁ j
b = k j

l Abρl

(
Y j∗

l −Y j
l

)
(14)

The mass transfer coefficient is determined by a Sherwood
relation (Bird et al., 2007):

Sh = 2+0.6415(ReSc j)
1/2 (15)

The gas side mass fraction is calculated from the Henry con-
stant:

Y j∗
l = H jY j

b
ρb

ρl
(16)

The transport equation is discretized implicitly (with a semi-
implicit source term for the reaction) on the Eulerian grid
and the resulting linear system is solved using a biconjugate
gradient method implemented in the scientific library PETSc
(Balay et al., 2016, 1997).
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Verification

The hydrodynamics of the DBM has been verified in the past
by Lau et al. (2014), with the use of experimental data from a
square bubble column, performed by Deen et al. (2001). On
the other hand, the species solver has been modified since
Darmana et al. (2005) and a verification is requried to assess
the numerical validity of the results. A few unidirectional
validation cases have been performed, as will be detailed in
the following sections.

Figure 1: Comparison of the DBM species solver with the ana-
lytical solution for a unidirectional convection-diffusion
flow, for different grid resolutions. The analytical solu-
tion is represented by the black line.

1D convection-diffusion

In this case, a unidirectional flow in the domain is considered
where the concentration of the component of interest is ini-
tially zero. The density is assumed constant. A flow from
one side (where the mass fraction is Yl = 1) is started and
diffusion takes place. Equation 11 simplifies to:

∂c
∂t

+u
∂c
∂x

= D
∂2c
∂x2 (17)

The analytical solution for this system has been derived by
Ogata and Banks (1961) as:

c
c0

=
1
2

[
erfc

(
x−ut

2
√

Dt

)
+ exp

(ux
D

)
erfc

(
x+ut

2
√

Dt

)]
(18)

It is visible that the grid resolution plays an important role
(due to the well known numerical diffusion) but the solver
apporaches very well the analytical solution at high enough
(100 in this case) number of grid elements.

Batch reaction

It is very important to verify the correct implementation of
the semi-implicit discretization for the source/sink term and
mass transfer. A simple reaction A → B is implemented
with a first and a second order kinetics, asssuming an ide-
ally mixed batch reactor. In this case, Equation 11 simplifies
to:

dc
dt

= R =

{
−kRc 1st order reaction
−kRc2 2nd order reaction

(19)

Figure 2: First (top line) and second (bottom line) order reactions
in a batch reactor: comparison with the analytical solu-
tions.

where kR represents the reaction rate. Integration of Equa-
tion 19 yields to the analytical solutions:

c =

{
c0exp(−kRt) 1st order reaction

1
1/c0+kRt 2nd order reaction

(20)

As shown in Figure 2, the DBM results match very well with
the analytical solutions.

Phase transition

Theoretical overview

An important concept is supersaturation: a liquid is (lo-
cally) supersaturated when the concentration is higher than
the equilibrium concentration, which can be expressed, for
instance, by Henry’s law as done in Equation 16. A relevant
parameter, called the supersaturation ratio, is introduced as
(Enríquez et al., 2013):

ζ =
c
cs
−1 (21)

It is visible that, for phase transition to occur, ζ > 0. The
equilibrium condition is when this ratio is equal to 0.
The mechanism of a gas bubble formation is not new in lit-
erature (Jones et al., 1999). Several possible ways are ac-
counted for, where two different classes are distinguished:
homogeneous and heterogeneous nucleation. The first occurs
when a bubble is formed, together with a completely new in-
terface, anywhere in the liquid bulk where supersaturation
exists. However, the energy barrier required for this mecha-
nism to occur is high, so that homogeneous nucleation hap-
pens only when the supersaturation ratio is extremely large,
as for ζ > 1000 (Wilt, 1986). On the other hand, the su-
persaturation of common drinks like soda and champagne
reaches much lower levels of ζ, which is in the order of ~2
to 5 (Enríquez et al., 2013; Liger-Belair et al., 2002). For
this case, bubbles are forming in large numbers via heteroge-
neous nucleation. This mechanism describes the formation
of gas bubbles on so-called nucleation sites, such as impu-
rities in the liquid bulk, small cavities on the container or
other gas bubbles. In those sites, a gas-pocket can be easily
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formed and grow. The size of the nucleation site is crucial in
describing the formation and growth of a bubble, as it deter-
mines whether a bubble will grow or be dissolved back into
the liquid. Only nucleation sites with a radius larger than
a critical value (related to the Laplace pressure) can host a
growing bubble:

Rc =
2σ

psζ
(22)

Implementation in the DBM

The DBM has been extended to account for local supersat-
uration. For every Eulerian grid cell, the local supersatura-
tion ratio is calculated, as described by Equation 21. It is
then possible to calculate the local critical radius (see Equa-
tion 22), which represents the minimal size a bubble should
have in order to grow and not dissolve again. Since the vol-
ume of the Eulerian cell is known as well as ζ, it is possi-
ble to calculate the excess mass (or volume) of gas which
is present in each cell. From this, the volume of a possi-
ble nucleated bubble it is easily derived and compared to the
critical radius. If the candidate bubble is large enough, it is
generated (and the transferred mass is accounted for as de-
scribed in the previous sections) with the critical radius and
randomly placed in the cell, avoiding possible overlaps with
neighbouring bubbles. An important limitation to this is that
a single bubble is created for every cell (since the preferred
way to reduce the supersaturation is mass transfer to neigh-
bouring bubbles) which makes it depending on the grid size.
Research is currently ongoing to study, with the help of ex-
periments, bubble formation rates and how to link them to
the DBM in a Lagrangian manner (such as discrete nucle-
ation sites with their own properties as size or contact angle).

RESULTS

Numerical setup

The considered domain is a square box of 15cm described
by an Eulerian grid of 30× 30× 30 grid nodes. The liq-
uid is water and its properties are at standard conditions
(ρl = 1000kgm−3, σ = 0.073Nm−1 and µl = 10−3 Pas).
The dissolved gas is CO2, which is perfectly mixed in the liq-
uid bulk with a mass fraction of YCO2 = 0.003, corresponding
to an initial supersaturation ratio ζ = 0.783. This has been
arbitrarily chosen to avoid forming very small or very large
bubbles. The typical time step is 1ms for both the species
and the flow solvers while bubbles moves at a pace 20 times
smaller. Two different mechanisms have been implemented,
heterogeneous nucleation on the bottom surface and nucle-
ation in the liquid bulk. Even though it has been already
explained that the predominant mechanism for bubble nucle-
ation is the first, it is still worth to do a comparison between
the two as, in principle, a bubble can use a nucleation site
which is suspended in the liquid such as solid impurities.

Bubble formation

Heterogeneous nucleation on a surface

In this implementation, bubbles are forced to form only in
the lower plane of the box, which represents a solid surface.
In the bottom plane (represented in this case by all the grid
cells in the x and y directions with z between 0 and ∆z), each
bubble is generated with a random position in all directions
in order to avoid overlap with walls and/or other neighbour-
ing bubbles. As shown in Figure 3, small bubbles are formed
at the bottom plane, which immediately start rising and in-
crease their size due to mass transfer and coalescence. A

(a) t = 0.65s

(b) t = 1.15s

(c) t = 7.5s

Figure 3: Snapshots of the concentration profiles around bubbles
for the surface nucleation case. The color range from
higher dissolved gas concentration (red) to lower (blue).

bubble front is formed in the first time steps, due to the ini-
tialization technique. After the startup of the phase transi-
tion, bubbles induce mixing with strong circulation patterns
(see Figure 3c) and the lower concentration area shifts to the
top, as expected since bubbles are rising upwards and the dis-
solved gas is transfered to them. In Figure 3c a large vortex
is visible, induced by the bubble movement.

Heterogeneous nucleation in the liquid bulk

In this case bubbles are free to nucleate in the whole domain,
mimicking a liquid which contains enough solid impurities
that act as nucleation sites. As a consequence, at the first time
step a large (equal to the number of grid elements) number
of bubbles are formed (see Figure 4). It is noticeable how, at
first, smaller bubbles are formed all over the bulk but later, as
a consequence of mass transfer, the average size is consider-
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(a) t = 0.25s

(b) t = 1s

(c) t = 2s

Figure 4: Snapshots of the concentration profiles around bubbles
for the bulk nucleation case. The color range from higher
dissolved gas concentration (red) to lower (blue).

ably higher at the top of the domain, similarly to the previous
case. Also in this case, a concentration front which goes from
the bottom to the top can be clearly discerned, following the
direction of the rising bubbles. In this situation, it appears
that the bubbles create less vortices, probably because they
are distributed more uniformily throughout the domain.

Comparison

A comparison of the bubble diameter is shown in Figure 5.
It is immediately clear that the average diameter is at first the
same, because the supersaturation ratio ζ is the same and thus
bubbles are formed with an equal size. Despite the bubble
numbers are clearly not the same (see Figure 6 for a compar-
ison) and a large number of small bubbles is formed for the
nucleation in the liquid bulk, the two profiles for the average
bubble diameter follow the same trends. At the startup, the

Figure 5: Comparison of the average bubble diameter in the col-
umn for the two cases: Case 1 nucleation on a surface
and Case 2 in the liquid bulk.

Figure 6: Comparison of the bubble density in the column for the
two cases: Case 1 nucleation on a surface and Case 2 in
the liquid bulk.

bubble size is small and immediately starts to increase as a
consequence of mass transfer but even more importantly of
coalescence. Since more bubbles are present in the second
case, they have a higher probability to coalesce, leading to a
slightly larger average bubble size.
A comparison of the bubble numbers is provided in Figure 6.
It is particularly interesting to notice the opposite behaviour
of the two cases. While for the second case the, at first large,
number of bubbles is reduced, the other case sees an increase.
This can be explained by the effect of coalescence for the
second case, which also explains the larger average bubble
diameter. In addition, a second effect contributes to the dif-
ference: in the second case bubbles are not free anymore to
nucleate, because most of the cells already contain a bub-
ble. In the second case, on the other hand, the domain is
almost empty and, as soon as the first bubbles leave the bot-
tom plane, new bubbles will form while the others are still in
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the domain.

CONCLUDING REMARKS

This work represents a starting point to model bubble forma-
tion in a liquid. A first algorithm has been set up to study the
formation of bubbles both on a solid surface and in the liq-
uid bulk. The choice of the bubble formation mechanism has
a large influence in determining the bubble numbers, which
are consistently larger for the bulk nucleation case. More-
over, the concentration front shows a different behaviour for
the first case, where it shifts from a lower concentration at the
bottom to the opposite situation. In addition, bubble sizes are
also changed, as a consequence of coalescence.
However, this model is not yet complete. Currently, we are
working on expanding the model to account for Lagrangian
nucleation sites, where with mass transfer a bubble can grow
and detach, avoiding the influence of the grid size. Moreover,
an experimental setup is under construction to first study nu-
cleation rates, bubble numbers and sizes at an intermediate
scale and eventually validate the results of the DBM. To con-
clude, the inclusion of phase transition as a consequence of
superheating (boiling case) will also be considered.
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ABSTRACT
In this work, the flow past a finite-end yawed cylinder is studied.
This constitute a first step to understand the motion of freely mov-
ing particles. To this aim the Finite Volume / Fictitious Domain
(FV/FD) method developed in the PeliGRIFF code (Wachs et al.,
2015) is intensively used. This method is validated using numer-
ical results of the literature for a cylinder of finite length whose
direction is parallel to the flow (Auguste, 2010). Efforts and vor-
tex shedding frequencies are carefully analysed giving strong confi-
dence in the numerical methodology. A detail study of the flow past
a cylinder of aspect ratio L/D = 3 (where D is the diameter and L

the length) at moderate Reynolds numbers (Re = ρUD/µ = 200) is
also carried out. The influence of the yaw angle (ranging from 0◦

to 90◦) is identified both on the wake and on the hydrodynamic ef-
forts. Three different regimes are successively encountered includ-
ing standing-eddy pattern as unsteady vortex shedding. Otherwise
the independence principle which states that the normal force on
the cylinder only depends on the normal component of the velocity
(Sears, 1948), is compared to the numerical simulations. Results
indicate that the independence principle is inaccurate in this flow
regime. A linear law obtained in the Stokes regime should be pre-
ferred.

Keywords: Fictitious domain method, finite-end cylinder, hydro-
dynamic forces, wake instability .

INTRODUCTION

Fixed and fluidized beds are frequently encountered in vari-
ous industrial processes such as catalyse and biomass gasifi-
cation. Despite the large numbers of studies describing the
flow past spherical particles, much less is known concerning
cylindrical particles which are frequently used in fixed and
bubbling fluidised bed. In order to fill that gap direct numer-
ical simulation have been used to study the flow through a
packed bed of cylinders. For instance (Dorai et al., 2015)
highlight the impact of the particle shape on the pressure
drop through the bed. For computational reasons, Euler-
Lagrange methods are usually preferred to direct numerical
simulation to deal with a large number of fluidized particles.
Those methods have been applied with success for spouted
bed configurations and bubbling fluidized bed of spherical
particles (Capecelatro and Desjardins, 2013; Bernard et al.,
2016). However the averaging procedure used to derive
the Euler-Lagrange equations brings out more unknown than
equations (Jackson, 2000). Closure law and especially hy-
drodynamic force exerted on the body are thus needed to

solve the problem. To this aim the flow past a finite-length
yawed cylinder is studied numerically as a first step to under-
stand the efforts acting on many of them.

One of the earliest study of the flow past a cylinder ori-
ented perpendicularly to the streamwise direction is the one
of Wieselsberger (1922). Both infinite and two free ends
cylinder were considered. For the former the aspect ratio
L/D was 5, where L is the length of the cylinder and D its
diameter. He covered a large range of Reynolds numbers
Re = ρDU/µ from 400 to 8× 105 where µ, ρ and U are re-
spectively the dynamic viscosity, density and inlet velocity.
The drag coefficient was found to decrease when decreasing
L/D. Zdravkovich et al. (1989) studied the flow past a per-
pendicular cylinder of finite aspect ratio (1 ≤ L/D ≤ 10) at
high Reynolds numbers (6× 104 ≤ Re ≤ 2.6× 105). The
drag coefficient was also observed to decrease when de-
creasing L/D. He observed a kind of vortex shedding in
the range 2 ≤ L/D ≤ 8 and an asymmetric flow pattern for
1 ≤ L/D ≤ 3. Inoue and Sakuragi (2008) performed a de-
tailed numerical study of the flow past finite length cylinder.
The prescribed L/D and Reynolds number were respectively
0.5 ≤ L/D ≤ 100 and 40 ≤ Re ≤ 300. They identify five
different vortex shedding patterns depending on both aspect
ratio and Reynolds number. They also showed that the crit-
ical Reynolds number, for the onset of the unsteady regime,
decreased with L/D.

Studies of the flow past yawed or aligned cylinders (whose
symmetry axis is parallel to the incoming flow) are more
sparse comparatively to the large amount of works on per-
pendicular cylinder. Auguste (2010) and Auguste et al.

(2010) numerically studied the wakes of disks (0 ≤ L/D ≤

1) parallel to the flow direction. The Reynolds num-
ber prescribed was 0 ≤ Re ≤ 400. Auguste (2010) ob-
served that the critical Reynolds for appearance of unsteady
regime as the wake patterns are strongly varying function
of the aspect ratio. To the author knowledge the bifurca-
tion scenario for L/D > 1 have not been studied so far.
Recently Chrust et al. (2010) evidenced the effect of L/D

over the wake of spheroids parallel to the flow direction.
Ramberg (1983) studied experimentally the flow past free-
ended yawed cylinders and yawed cylinders fitted with end-
plates in the Reynolds number range 160 ≤ Re ≤ 1100.
Cylinders were oriented to the flow direction at an angle θ.
He showed that the results were very sensitive to the cylin-
der end conditions. Sears (1948) has theoretically demon-
strated, using boundary layer theory, that the flow past a

1
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yawed cylinder is determinated by the normal component
of the velocity. In other word the force on cylinder with a
yawed angles θ was identical to the force on a cylinder in
cross-flow with velocity U sin θ. This law called indepen-
dence principle has been widely used to predict the force on
a yawed cylinder. However this principle suffers from some
limitation summarized in Zdravkovich (2003, p 955). Re-
cently Vakil and Green (2009) performed a complete numer-
ical analysis of the flow past a yawed cylinder (2 ≤ L/D ≤

20) for moderate Reynolds number (1 ≤ Re ≤ 40). They
proposed an empirical relation for the drag and lift force on
the cylinder. They also checked the validity of the indepen-
dence principle. Even if the range of Reynolds number stud-
ied was lower than the one for strict application of boundary
layer theory they obtain relatively good agreement for large
θ > 45◦.
Thus there is a large amount of works especially on the flow
past perpendicular cylinder. An exhaustive review can be
found in the two monographs of Zdravkovich (1997, 2003).
A large part of the numerical study dealing with that sub-
ject make use of boundary-fitted method to describe the
flow around the particle (Auguste, 2010; Inoue and Sakuragi,
2008; Vakil and Green, 2009). Those methods are very ac-
curate but not designed to deal with a large number of
mobile particles since they need re-meshing at each time
steps (Hu et al., 1992). For this kind of applications fic-
titious domain method are usually preferred. Indeed the
boundary conditions on the particle are defined on the eu-
lerian grid using forcing terms added to the governing equa-
tions (Mittal and Iaccarino, 2005). Those methods have been
used and validated for the settling of spheroidal particles
(Uhlmann and Dušek, 2014; Ardekani et al., 2016). To the
authors knowledge, analysis of the flow past a yawed cylin-
der using a fictitious domain method have not been done so
far. Therefore before studying the flow past a yawed cylinder
in inertial regimes, we will carefully validate our numerical
method with existing results of the literature.
The outline of the paper is the following. In the first section
the numerical method, flow geometry and boundary condi-
tions are described. In the second section the flow past a
yawed cylinder is studied. The first part of the second sec-
tion is devoted to the comparison of our numerical results to
those of the literature. The second part describes the flow
past a L/D = 3 cylinder at Re = 200 for various yawed an-
gles. Mains conclusions and future work are presented in the
last section.

NUMERICAL PROCEDURES

Computations are carried out using the fictitious domain
method of the PeliGRIFF code. A set of Lagrange points
are distributed throughout the body in order to enforce the
boundary conditions. In the rest of the section we summa-
rize the principal features of the fictitious domain method
developed by Wachs et al. (2015).

Time discretization scheme

The three dimensional unsteady incompressible Navier-
Stokes equations are solved using a second-order time accu-
rate Adams-Bashforth / Crank-Nicolson scheme. However
due to a first-order Marchuk-Yanenko time splitting strat-
egy the overall time algorithm is first-order accurate. In-
compressibility is enforced at the end of the fluid time step
through a projection method. The linear systems obtained
from both Cranck-Nicolson and projection step are solved
using PETSC library.
The overall time advancement procedure is described in the
following.

• At the beginning of the time step the velocity of the fluid
un and the pressure pn are known. The n index refers to
the time step.

• A mixed Adams-Bashforth / Crank-Nicolson scheme is
employed to compute ũn+1. Then a Poisson equation is
solved to find a divergence free velocity ûn+1 and pn+1

:

ũn+1 −un

∆t
−

1
2

µ

ρ
∇2ũn+1 =−

1
ρ

∇pn+

1
2

µ

ρ
∇2un

−
1
2

(

3un
·∇un

−un−1
·∇un−1)

− fn, (1a)

∇2ψn+1 =
1
∆t

∇ · ũn+1, (1b)

ûn+1 = ũn+1
−∆t∇ψn+1, (1c)

pn+1 = pn +ψn+1
−

1
2

∆tµ

ρ
∇2ψn+1 (1d)

where ρ is the fluid density, µ the viscosity, ψn the aux-
iliary potential and fn is the explicit forcing term used
to take into account the presence of the rigid body.

• A fictitious domain problem which is solved using an
Uzawa algorithm Wachs (2009). For a fixed body con-
figuration the problem can be written such that un+1 and
fn+1 satisfy in the body region :

un+1 − ûn+1

∆t
+ fn+1 = fn, (2a)

un+1 = 0 (2b)

Unlike Uhlmann (2005); Bigot et al. (2014), the incompress-
ibility condition is enforced before the imposition of bound-
ary conditions on the particle. The main consequence is
that the mass conservation is not exactly satisfied while the
boundary conditions are exactly satisfied.
The hydrodynamic force and torque on the body can be writ-
ten respectively F=

∫
S σσσ ·ndS and T =

∫
S r×σσσ ·ndS where σσσ

is the stress tensor, r the the local position relative to the solid
centroid and n the unit normal to the body surface S. The di-
rect evaluation of these terms are complicated due to to the
many interpolations required. An approach similar to the one

2

810



Flow past a yawed cylinder of finite length using a fictitious domain method/ CFD 2017

proposed by Uhlmann (2005) was preferred. The surface in-
tegral of the hydrodynamic force and torque are replaced by
ρ
∫

V fn+1dV and ρ
∫

V r× fn+1dV where V is the particle vol-
ume.

Space discretization scheme

Equations (1a)-(1d) are solved on a staggered cartesian grid
with a finite volume approach. A second order central dis-
cretization scheme is employed for the diffusion term while
the convective term is treated with a total variation diminish-
ing (TVD) scheme and Superbee flux limiter. However due
to the presence of the immersed boundary, the method is not
fully second order in space (Wachs et al., 2015).
In order to enforce the boundary conditions on the body,
a set of lagrangian points are distributed along the surface
and inside the particle. Interior points are distributed on
the staggered grid at the same location that the velocity
points. Distribute points uniformly along the particle sur-
face is much more challenging. The detailed method de-
veloped in the PeliGRIFF code is described in a companion
paper (Pierson et al., 2017). The basic idea is to divide the
cylinder in two main areas : its length and the two ending
disks. The area defined along the length of the body can be
mapped using a diamond-shaped mesh while the disks can be
mapped with a specific spiral distribution. This methodology
ensures that the points are uniformly and isotropically dis-
tributed. This property have been proved to be important for
computation of the flow past a sphere (Wachs et al., 2015).
The explicit forcing term in equation 1 is smoothed using
a simple hat function of 3 cells length support. This sim-
ple procedure have proven to be efficient in all cases studied
by the past (Wachs et al., 2015; Rahmani and Wachs, 2014)
and contain some similarities with the delta function used
by Uhlmann (2005) and Kempe and Fröhlich (2012). While
it would be possible to use the same type of delta function
to interpolate the forcing term on the Lagrangian points, a
quadratic interpolation operator was preferred (Wachs et al.,
2015). Indeed, since the construction of the 3D stencil of this
operator relies on the orientation of the outward normal vec-
tor to the particle boundary, a good spatial accuracy can be
achieved (Wachs et al., 2015).

Computational domain

The building of a relevant numerical domain valid in all con-
figurations studied (various aspect ratios and yawed angles)
while keeping its size reasonable is a challenging task. To
our knowledge there is no consensus in the literature on the
size of the domain to used. In the following we briefly re-
view several computational domains used by the past in the
literature. The length and radius of the cylindrical domain
used by Auguste (2010) are respectively 25D and 10D where
D is the diameter of the disk. He focused on the flow past
various disks of aspect ratio varying from zero to one. Spe-
cial attention is paid to the distance between the disk and the
outlet boundary condition which have to be at least of 15D to
avoid errors on the computation of the hydrodynamic force.
Inoue and Sakuragi (2008) studied the flow past cylinders di-
rected perpendicular to the flow. In their study, the aspect
ratio varied from 0.5 to 100. They defined five computa-
tional domain depending on the range of aspect ratio studied.
In particular the length of the domains range from 115D to
190D. The height of the domains, whose normal is parallel
to the axis of the cylinder, vary linearly with L (as L+ 60D)
while its depth is equal to = 60D and is thus fixed for all as-
pect ratio studied. Vakil and Green (2009) studied the flow

past a yawed cylinder of variable aspect ratio ranging from 2
to 20. Their computational domain shares some similarities
with the one of Inoue and Sakuragi (2008). Indeed the length
and the height depend on L and equal respectively 25L and
12, while the depth is fixed and equals to 50D.
After numerous calculations the size of the domain was de-
fined using a length proportional to the equivalent spherical
diameter (the diameter of a sphere with equivalent volume) :
De = (LD2)1/3. This choice ensures that the domain evolves
with the size of the particle while remaining relatively small.
Several test cases have shown that this convention remains
valid up to L/D = 10.
The simulations are performed in a cuboid domain on an ir-
regular cartesian grid. Its dimension evolves with the size
and angle of the particle with the inflow. Indeed the length
Lx, height Ly and depth Lz of the domain are respectively
30De +Lcosθ, 20De +L/2cosθ and 20De (figure 1), where
θ is the angle between the symmetry axis of the cylinder and
the incoming flow. Ly and Lz are chosen sufficiently large to
avoid wall effect in low Reynolds number flow. On the other
hand Lz is defined in such a way that the wake can grow with-
out being perturbed by the outer boundary. The domain can
be divided in two main regions. An inner region around the
cylinder which is made of regular cell. The dimension of
this subdomain (Lxb,Lyb,Lzb) are specified in figure 1. Lxb

is larger downstream of the cylinder to ensure that the near
wake is well captured. The outer region is made of stretched
cell which smoothly match the size of cells of the inner re-
gion.
Boundary conditions are prescribed as follow. Symme-
try boundary conditions are imposed on the lateral walls :
∂u/∂n = 0,v = 0,w = 0 where u, v, w are respectively the
x,y and z components of the velocity vector. At the inlet
a uniform velocity profile is imposed (U,0,0). The impo-
sition of the outlet boundary condition is not straightfor-
ward and different choices can be found in the literature
(Prosperetti and Tryggvason, 2009, p. 36). The choice made
in the PeliGRIFF code is a zero gradient condition ∂u/∂n= 0
which have been used with success by the past to study the
unsteady force on a sphere (Kim and Elghobashi, 1998). In
all computations the time step was fixed to ∆t = 2.5× 10−3

and specified in order to satisfy the CFL condition.

RESULTS

In the following subsections, the numerical method described
above is applied to the study of the flow past a yawed cylinder
of finite-length. Before analysing our results a mesh sensitiv-
ity analysis is performed by comparing our solutions to those
of Auguste (2010). His results for a cylinder aligned with the
flow direction θ = 0 obtained with boundary fitted method
are considered as references. The range Re ∈ [25;200] and
Re = 360 are analysed in detail. Then the flow past a yawed
cylinder 0≤ θ≤ 90 of aspect ratio 3 is studied. The Reynolds
number Re = ρUD/µ is set to 200. The choice of the
lengthscale for the Reynolds numbers is far from straightfor-
ward. Indeed several conventions are used in the literature :
Sears (1948) used the length of the cylinder, Vakil and Green
(2009) used the diameter and Hölzer and Sommerfeld (2009)
the equivalent diameter. Our choice is guided by its simplic-
ity. The Reynolds number, the yawed angle θ and the aspect
ratio L/D, fully characterized the system. The analysis to
come involves other dimensionless parameters. The Strouhal
St = f D/U number is commonly defined when the wake and
the force experienced by the body become unsteady and pe-
riodic. It compares the frequency of vortex shedding f to
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Lxb

Lzb = 2D

Lyb = 2D+Lsinθ

Figure 1: Scheme of the computational domain.

the characteristic frequency of the flow U/D. To describe
the efforts exerted on the body the drag coefficient is defined
as follow CD = Fx/(1/2ρU2LD). This is the ratio between
the hydrodynamic force in the streamwise direction Fx and
a characteristic pressure force in inertial regime 1/2ρU2LD

where LD is proportional to the lateral area of the cylinder. It
is common in practise to define the drag coefficient of a bluff
body using the area of the projection of the body on a plane
normal to the streamwise direction (Batchelor, 1967, p 339).
Our choice to used LD as the reference area for the drag co-
efficient was guided by two main reasons. When L ≫ D and
θ > 0 the projected area of the disk becomes negligible com-
pared to the lateral area of the cylinder. Moreover, since the
reference area does not depend on θ, comparison between
hydrodynamic efforts at different yaw angles are made sim-
pler.

Flow past a L/D = 1 cylinder with θ = 0

In this subsection our results are compared with those of
Auguste (2010) obtained with the IMFT/JADIM code. A
cylinder of aspect ratio 1 aligned in the streamwise direc-
tion is considered. Auguste (2010) identify 6 regimes de-
pending on the Reynolds number. For Re . 278 the wake is
stationary and axisymetric : a toroidal vortex remains down-
stream of the cylinder. This vortex is usually called standing
eddy (Batchelor, 1967, p 330). In the range 278 . Re . 355
the axial symmetry is lost. However the wake still main-
tain a plan of symmetry with two counter rotating vortices
downstream of the cylinder. This regime called bifid wake is
also observed for the flow past a sphere for 212 . Re . 273
(Ern et al., 2012; Ghidersa and Dusek, 2000). For higher
Reynolds number (355 . Re . 395) the wake becomes un-
steady while keeping its planar symmetry. This regime is
characterized by one vortex shedding frequency. The two
first bifurcations encountered with L/D = 1 (θ = 0) are con-
sistent with those observed for the sphere (Ern et al., 2012)
and for L/D = 1/3 (θ = 0) (Auguste et al., 2010). An in-
termediate regime arises for (395 . Re . 420) where a sec-
ond frequency close to the third of the primary one ap-
pears. The bifurcation scenario is distinct from the one ob-
served with L/D = 1/3 where the planar symmetry is lost
(regime called Knit-Knot mode in Auguste et al. (2010)).
For higher Reynolds number the planar symmetry is partially
broken. The planar symmetry is fully broken for Re = 450

and the wake becomes fully three dimensional and chaotic.
To demonstrate the ability of our approach to describe the
flow past a yawed cylinder, we selected two regimes de-
scribed above : the stationary regime with axial symmetry
and the first unsteady regime.

CD E(CD)% lR E(lR)%
Re = 25 Auguste (2010) 9.2868 - 0.430

16 cells/D 9.4441 1.6933 0.453 5.35
32 cells/D 9.3591 0.77811 0.447 3.84

Re = 50 Auguste (2010) 6.1591 - 0.720 -
16 cells/D 6.2668 1.7486 0.741 2.99
32 cells/D 6.2034 0.72013 0.732 1.67

Re = 100 Auguste (2010) 4.2210 - 1.12 -
16 cells/D 4.3533 3.1338 1.17 4.02
32 cells/D 4.2532 0.76104 1.14 1.43

Re = 200 Auguste (2010) 2.9468 - 1.630 -
16 cells/D 3.2466 10.173 1.86 14.1
32 cells/D 3.0324 2.9033 1.68 2.79

Table 1: Comparison of drag coefficient and length of standing
eddy given by our numerical method and the one of
(Auguste, 2010). The number of cells distributed along
the cylinder diameter varies from 16 to 32. E(CD) and
E(lR) represent respectively the relative error made on the
drag and on the length of the standing eddy.

Table 1 shows the drag force and recirculation length for dif-
ferent Reynolds numbers and increasingly refined meshes.
The length lR is taken from the downstream extremity of
the cylinder to the end of the eddy. This former point is
fitted with a fourth-order polynomial. The error made on
the drag coefficient using the coarsest grid (16 points per di-
ameter) is less than 3.5% except for the highest Reynolds
number. Since the thickness of the boundary layer scales as
O(D/Re1/2), there is approximatively one point to describe
the viscous layer at Re = 200. This is far from being suffi-
cient, since even for boundary fitted mesh 5 five points are
necessary to accurately describe the viscous boundary layer
(Auguste, 2010). The error made on lR using the coarsest
grid is large for all Reynolds number. This error decreases
significantly using a grid twice more refined. However we
can still note that the error made on lR is higher than 3%
for the smaller Reynolds number. The increase of numeri-
cal errors for low Reynolds number flows was pointed out by
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Wachs et al. (2015). 1Indeed the error made with the time
splitting strategy scales as ∆t/Re (Perot, 1993).

Figure 2: Wake patterns of a L/D = 1 cylinder aligned with the
streamwise direction at Re= 360. 96 cells are distributed
along the cylinder diameter. The wake is visualized us-
ing the Q criterion. Isosurface of Q = 10−3 are shown.
Those isosurfaces are coloured by the horizontal vorticity
ranging from −0.2 to 0.2.

Figure 2 shows the vortex shedding behind a cylinder at Re=
360 (the wake is visualized using the Q criterion (Hunt et al.,
1988)). The wake keep a planar symmetry in the (x,y). Hair-
pin vortices are shed periodically behind the cylinder. This
type of wake is a distinctive feature of wake instability since
it has been observed by the past for the flow past a sphere
(Sakamoto and Haniu, 1990), cylinder (Inoue and Sakuragi,
2008) and even when a sphere cross a fluid-fluid interface
(Pierson and Magnaudet, 2017a). The vortex structure are
double-sided that is opposite oriented hairpin vortices are
shed alternatively (Inoue and Sakuragi, 2008). Moreover the
hairpin vortices are not symmetric. Indeed the top vortices
extend longitudinally after the hairpin loop while the bottom
one not. This asymmetry of the hairpin cortices induces an
averaged non-zero lift force on the body (the direction of the
lift force is defined unambiguously in that case owing of the
wake symmetry plane).

CD E(CD)% St E(St)%
Re = 360 Auguste (2010) 0.578 - 0.118 -

16 cells/D 0.808 39.8 - -
32 cells/D 0.678 17.3 0.124 4.67
64 cells/D 0.609 5.44 0.118 0.113
96 cells/D 0.597 3.36 0.117 0.762

Table 2: Comparison of mean drag coefficient and Strouhal number
given by our numerical method and the one of (Auguste,
2010). The number of cells distributed along the cylinder
diameter vary from 16 to 96. E(CD) and E(St) represent
respectively the relative error made on the drag an on the
Strouhal number.

Table 2 shows the drag coefficient and Strouhal number for
increasingly refined mesh. The value of the drag coefficient
given is averaged on at least 10 periods. For the coarsest grid
(16 cells per diameter) the error made on the drag coefficient
is closed to 40%. Moreover the wake is chaotic which pre-
vent from defining a characteristic frequency of vortex shed-
ding and thus the Strouhal number. The error made on the
drag is less than 20% when 32 cells are distributed along
the cylinder diameter. The wake (not shown here) consist of
hairpin vortices which are are not shed periodically. Indeed
a second frequency appears in the wake (close to the fourth
of the expected one) which is a pure numerical artefact. It
remains possible to define the Strouhal number based on the
highest frequency: the resulting error is less than 5%. The

1The increase of numerical errors for low Reynolds number flow past
immersed boundaries were also observed by Kempe and Fröhlich (2012)
and Pierson and Magnaudet (2017b). In their cases this was a direct con-
sequences of the imposition of the Immersed boundary forcing before the
implicit step of the Cranck-Nicholson method. This create an error on the
forcing term which scales as O(∆tµ/ρ).

spurious frequency disappear when using the 64 cells per di-
ameter mesh. For that case, table 2 illustrates that the error
made on CD is more than 5% while the error made on St is
less than 1%. For the more refined mesh the error on CD is
less than 3.5%.
Tables 1 and 2 point out an interesting behaviour of our fic-
titious domain approach. For all configuration studied the
drag is always overestimated in comparison to the reference
results. Numerical diffusion is a possible candidate for this
overestimation. The source of this numerical error is inves-
tigated by our team. In light of those results it appears nec-
essary to used at least 64 points per diameter to accurately
describe the unsteady regime.

Flow past a yawed cylinder L/D = 3 cylinder

So far the present numerical method was used for comparison
with existing results of the literature. We now focus on the
other main motivation of this paper which is the investigation
of the impact of the yawed angle on the flow structures and
the efforts acting on the cylinder. The flow past a cylinder of
aspect ratio three is considered. This setup is particularly rel-
evant for chemical engineering applications since cylindrical
pellets of this kind of aspect ratio are frequently used in fixed
bed reactors. The Reynolds number is fixed and equals 200
which seems to be sufficiently high to see the appearance of
wake instabilities (Inoue and Sakuragi, 2008). 64 cells are
distributed along the diameter of the cylinder. Seven angles
of inclination are studied ranging from 0◦ to 90◦ by step of
15◦. The size of the resulting mesh vary from 61× 106 cells
to 91× 106cells. For the sake of brevity we will only focus
on the wake of a few configurations which show contrasted
behaviour. Then we will study the force and torque experi-
enced by the particle.

Wake patterns

Figure 3: Standing eddy behind a L/D = 3 cylinder at Re = 200.
Instantaneous streamlines on the y-z plane are coloured
by the axial velocity.

Figure 3 shows the streamline patterns for L/D = 3, θ = 0
and Re = 200. The wake is steady and a toroidal vortex ap-
peared behind the cylinder. The length of the recirculation
zone is 1.31D smaller than the one observed for L/D = 1 at
the same Reynolds number (table 1).

Figure 4: Vortical structure for a cylinder tilted with an angle θ =
15◦ at Re = 200. Isosurface of Q = 10−2 coloured by the
longitudinal vorticity ranging from −0.2 to 0.2.

Figure 4 shows two streamwise vortices, which look like the
arms of a squid, in the wake of θ = 15◦ cylinder. The two
vortices are steady and form a counter rotating vortex pair.
This regime called bifid wake for a sphere was described
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in the previous section. The bottom region of the cylinder
presents a bulge made of contra-rotative vortices. The entire
wake keeps a reflectional symmetry with respect to the (x,y)
plane.

Figure 5: Vortical structure for a cylinder tilted with an angle θ =
30◦ at Re = 200. Isosurface of Q = 10−3 coloured by the
longitudinal vorticity ranging from −0.2 to 0.2.

The flow past a θ = 30◦ cylinder is closed to the flow past
a θ = 15◦ cylinder even if we note the apparition of another
vortex pair below the first one (figure 5). The sense of rota-
tion of the four vortices is alternate as shown by the sense of
the streamwise vorticity. This regime bears similarities with
the "octopus" regime first observed by Inoue and Sakuragi
(2008) for the flow past a L/D = 1, θ = 90 cylinder at
Reynolds 150. The main difference between both regimes
(ours and the one of Inoue and Sakuragi (2008)) is the asym-
metry between the magnitude of the two vortex pairs.

Figure 6: Vortical structure for a cylinder tilted with an angle θ =
75◦ at Re = 200. Isosurface of Q = 10−2 coloured by the
longitudinal vorticity ranging from −0.2 to 0.2.

For yawed angles larger than 60◦, the wake becomes un-
steady. Figure 6 shows the wake behind a θ = 75◦ cylin-
der. Hairpin vortices are shed periodically. Those vortices
are double sided in the sense that vortices of opposite sense
of rotation are shed. The wake seems to be symmetric with
respect to the (x,z) plane but the hairpin vortices are tilted
and not mutually parallel.

CD CLy CLz Sty St

0.83 -0.16 8.6×10−4 0.056 0.126

Table 3: Drag, lift coefficients and Strouhal number for a L/D =
3, θ = 75◦ cylinder at Re = 200. CD, CLy and CLz are
respectively the mean drag, mean lift on y and z direction.
The Strouhal numbers Sty and St are given respectively by
the frequency of oscillation of CLy and the vortex shedding
frequency.

Table 3 shows the drag and side force exerted on the body
in the case of figure 6. The side coefficients CLy and CLz are
calculated using the same convention as for CD. The mean
of CLy is non-zero which tends to confirm the absence of a
reflectional symmetry plane with respect to (x,z). On the
other hand CLz is really close to zero since the force oscil-
lations along z are almost periodic. The Strouhal number St

is approximatively 15% smaller than the one observed when
θ= 90◦ (not shown here) for the same Reynolds number. De-
crease of the Strouhal number when decreasing θ has been

observed by the past by Ramberg (1983) for long cylinders
(L/D> 20). The impact of the yaw angle on the vortex shed-
ding frequency of short cylinder is let for future research.
The Strouhal number Sty obtained using the frequency of
force oscillations in the y direction is approximatively two
times smaller than St. Two vortex are shed during one oscil-
lation period of CLy.
For θ = 90◦ double-sided hairpin vortices are still observed
(not shown here). Since this regime was observed by
Inoue and Sakuragi (2008) until Re = 100 this extend the
range of Reynolds number for the appearance of this regime.

Drag, lift and torque coefficients

In this section the efforts on the L/D = 3 yawed cylinder at
Re = 200 are investigated. A summary of current approaches
to describe the force and momentum on a yawed cylinder can
be found in appendix.
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Figure 7: Drag and lift coefficient at various yaw angle.∗: numer-
ical results, − : principle of independence (equation 5
and 6), −−: linear law (equation 3 and 4), ..: empirical
relation of Rosendahl (2000) (equation 7).

The independence principle in its original form (equation 5)
does not fit well with numerical results (figure 7 left) since
the drag of the cylinder when θ = 0 is not taken into account.
When this drag is taken into account (equation 7) the agree-
ment is better but there are still important difference in the
range 30◦ ≤ θ ≤ 60◦. For all the angles of incidence stud-
ied the linear law gives better results than the independence
principle and its modification due to Rosendahl (2000).
The agreement between the independence principle and the
numerical results is better for the lift force (figure 7 right).
However the linear law (equation 4) is still more accurate
especially for θ ≤ 30◦. This lack of accuracy of the indepen-
dence principle may be due to the fact that all computations
were made with a fixed Reynolds number. The Reynolds
number could be adapted in function of the yawed angle as
in the numerical experiments of Vakil and Green (2009).
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Figure 8: Torque coefficient at various yaw angle.∗: numerical re-
sults, −−: CT z = 0.068sin(2θ) (appendix).

Figure 8 shows the torque coefficient CT z =
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Tz/(1/2ρU2L2D) where Tz is the hydrodynamic torque
along the z direction, for various angles of inclination.
The numerical results are compared to an analytical
law obtained in the Oseen regime (Khayat and Cox) :
CT z = CT zθ=45◦ sin(2θ) where CT zθ=45◦ is a coefficient fitted
to the the numerical results. The torque are zero for θ = 0◦

and θ = 90◦, but Khayat and Cox explained that the only
stable configuration is θ = 90◦. The agreement between the
numerical results and the law of Khayat and Cox is pretty
good even if the numerical results curve is staggered in the
high θ direction. Therefore the maximal torque is obtained
for θ ≥ 45◦.

CONCLUSION

The aim of this work was to demonstrate the ability of a fic-
titious domain method to accurately simulate the flow past
a finite-end cylinder tilted to the flow. The flow past a
L/D = 1 cylinder aligned with the flow direction was com-
puted and compared with the results of Auguste (2010) who
used a boundary-fitted method. The obtained results com-
pares favourably with the one of Auguste (2010) when 32
points per diameter are distributed along the cylinder diame-
ter in steady flow and 64 points in unsteady flow.
The present approach was then applied to the flow past
a L/D = 3 yawed cylinder at Re = 200. Three different
regimes were observed depending on the yaw angle θ. For
θ = 0◦ the wake pattern behind the body is a steady axisym-
metric toroidal vortex. A first bifurcation is observed in the
range 0◦ ≤ θ≤ 15◦ : the wake breaks the axisymmetry but re-
tains a reflectional symmetry with respect to the (x,y) plane.
This regime is characterized by two steady counter-rotating
vortices. Two other counter-rotating vortices appears below
the first one for θ = 30◦. The wake becomes unsteady for
θ ≤ 60◦. The plane of symmetry is partially broken and
double-sided hairpin vortices are shed alternatively. The in-
dependence principle was shown to be poorly accurate to de-
scribe the drag force on a yawed cylinder. For the aspect ra-
tio and Reynolds number studied the linear law given by the
Stokes regime seems to be better suited. Thus the range of
validity of the independence principle (in terms of Reynolds
number and aspect ratio) must be investigated deeper. Indeed
it gives very accurate results for yawed cylinder of infinite
length at high Reynolds number (Zhao et al., 2009).
Despite the good agreement between our results and the one
of Auguste (2010) several points need to be clarified. First
the effect of the numerical scheme used to discretize the con-
vective term of the momentum equation have to be investi-
gated. This may give some hints for the source of numerical
diffusion observed in the second section. Secondly several
tests have to be perform for the case L/D = 3, Re = 200
θ = 75◦ in order to investigate if the oscillations of the side
force along y are numerical errors or not.
Finally it would be interesting to study the flow past cylinder
aligned with the flow, in order to obtain a lower bound for the
drag on the same cylinder tilted with the flow. Several points
may be investigated. Batchelor (1967, p. 337) pointed out
that the boundary layer detachment occurs when the body is
not sufficiently slender. It would be interesting to quantify
the impact of L/D over the apparition of the standing eddy.
On the other hand Ern et al. (2012) gave a threshold value for
the Reynolds number associated with the first bifurcation of a
disk (L/D≤ 1). It is estimated as Rec = 116.5(1+L/D). The
investigation of the validity of this law for L/D≥ 1 constitute
a promising task.
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APPENDIX : EFFORTS ON A YAWED CYLINDER

The force and torque experienced by a finite cylinder in a
stationary flow are not known exactly even in the Stokes flow
regime. However in this regime owing to the linearity of
the equations, the force on a cylinder tilted with an angle θ
(figure 1) can be related to the force on the same object tilted
with angles θ = 0 and θ = 90 as :

CD =CDθ=0◦ cos2(θ)+CDθ=90◦ sin2(θ) (3)

CLy =CDyθ=0◦ cos(θ)sin(θ)−CDyθ=90◦ sin(θ)cos(θ) (4)

In the Stokes flow regime, the torque on a cylinder is 0. A
cylinder will keep its initial orientation while falling under
gravity. This specific property is lost when including weak
effect of inertia (Khayat and Cox). When Re ≪ 1 the torque
along z evolves as Tz ∝ sin(2θ).
For high Reynolds numbers there is another interesting the-
ory which relates the force on a yawed cylinder to the force
on the same cylinder perpendicular to the flow. Indeed the
independence principle states that the normal force on an in-
finitely long yawed cylinder in a a flow of velocity U is the
same that the one exerted upon the same cylinder placed in a
cross flow of velocity U sin(θ) (Sears, 1948). The drag and
lift coefficients can be written as (Hoerner, 1965) :

CD =CDθ=90◦ sin3(θ) (5)

CLy =CDyθ=90◦ sin2(θ)cos(θ) (6)

In order to take into account into the drag the force ex-
perienced by a cylinder aligned with the flow direction
Rosendahl (2000) proposed the empirical relation :

CD =CDθ=0◦ +(CDθ=90◦ −CDθ=0◦)sin3(θ) (7)

There are several other empirical and semi-empirical laws
derived for the drag on non spherical-particles including the
one of (Hölzer and Sommerfeld, 2008). Instead of using ex-
plicitly the orientation of the particle, they proposed to use
the lengthwise and crosswise sphericity (whose definition
can be found in their article). Their correlation give excel-
lent agreement with existing results in the literature.
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ABSTRACT 
This paper aims to investigate the effect of electro-
magnetic forces on bubble flow under an anode using a 
computational fluid dynamics (CFD) model with the 
volume-of-fluid (VOF) method to capture the gas-liquid 
interface. Current flow was solved simultaneously to 
determine the Lorentz forces. As an initial phase of 
investigation, the investigation was conducted using part 
of a single anode geometry as a test bed. The CFD model 
was run with a fixed bubble volume and two anode 
inclination angles. The effect of Lorentz forces was 
assessed in terms of bubble sliding velocities, bubble 
shapes and trajectories. 

Keywords: CFD, Aluminium Electrolytic Cell, Bubble 
Flow, Electro-Magnetic Force.  

NOMENCLATURE 

Greek Symbols 
 Volume fraction. 
 Mass density, [kg m-3]. 
 Electric potential [V]. 
 Electrical conductivity, [S m-1]. 
µ Dynamic viscosity, [kg m-1 s-1]. 

Latin Symbols 
B Magnetic flux density, [T]. 
E Electric field, [V m-1]. 
FL Volumetric Lorentz force, [N m-3]. 
FS Surface tension force, [N m-3]. 
g Gravity vector [m s-2]. 
J Electric current density, [A m-2]. 
p Pressure, [Pa]. 
t Time [s]. 
u Velocity, [m s-1]. 

Sub/superscripts 
g Gas. 
l Liquid. 

INTRODUCTION 
Bubble flow is an inherent phenomena in Hall- Héroult 
reduction cells for aluminium smelting, and plays an 
import role in determining cell performance. A better 
understanding of the bubble dynamics and the resulting 
liquid flow is key to improving cell performance. Due to 
the corrosive and high temperature environment, bubble 
dynamics are traditionally studied using substitute 
physical models, including water models, low 
temperature electrolytic models, small-scale high-
temperature electrolytic cells. A detailed summary of 
these models was made in a recent publication (Zhao et 
al., 2016a). Due to the limitation of measurement 
technology, the detailed bubble dynamics cannot be 
studied quantitatively in physical models at or near 
industrial scale. In the last decade, numerical modelling 
has been used increasingly to study bubble dynamics in 
the aluminium smelting system. These studies have 
focused on different areas, such as bubble detachment on 
the effect of aluminium-cryolite interfaces (Einarsrud, 
2010), bubble detachment and sliding mechanism (Das et 
al., 2011), anode edge shape on bubble release (Wang 
and Zhang, 2010) and the effect of MHD forces on global 
bubble behaviour and voltage fluctuation (Einarsrud et 
al., 2012).  

The CSIRO CFD team, in collaboration with a number of 
aluminium smelting companies, has developed a multi-
scale CFD modelling approach to study bubble induced 
bath flow in aluminium smelting cells. This bath flow 
model (Feng et al., 2010, 2015) was developed using a 
local averaged approach accompanied with PIV 
measurement for model validation (Cooksey and Yang, 
2006). To understand detailed bubble dynamics a micro- 
approach based on the Volume of Fluid (VOF) model 
was developed in parallel. Using the latter approach, for 
the first time, the difference in bubble dynamics between 
air-water and CO2-cryolite systems were quantified for 
motion of a single bubble in the ACD (anode-cathode 
distance) and for continuous bubbles motion in side 
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channels (Zhang et al., 2013; Zhao et al., 2015). In the 
detailed bubble model the electro-magnetic force, or 
Lorentz force, was not included. 

Bojarevics and Roy (2012) performed an analytical 
evaluation of the electro-magnetic force on a 
hemispherical stationary bubble under an anode, and 
suggested that the presence of the electro-magnetic force 
could significantly affect the bubble transport, 
concentration and detachment. In a recent physical model 
study using aqueous CuSO4 electrolysis (Das et al., 
2015), the superposition of a magnetic field significantly 
affected the bubble density, coalescence, velocity and the 
overall sliding characteristics. Using a multiscale 
modelling approach, Einarsrud et al (2012) found that the 
inclusion of Lorentz force did not appear to influence 
global bubble behaviour and voltage fluctuations 
significantly. However, the Lorentz force appeared to 
enhance bubble departure by 7 and 12% in the two cases 
they investigated. To quantitatively evaluate the effect of 
electric-magnetic force on bubble behaviour, it is 
necessary to simulate the motion of individual bubbles in 
three dimensions.  

This paper aims to further investigate the effect of 
electro-magnetic forces on bubble flow under an anode 
using a computational fluid dynamics (CFD) model with 
the volume-of-fluid (VOF) method used to capture the 
gas-liquid interface. Current flow was solved 
simultaneously to determine the Lorentz force. The 
investigation was conducted using part of a single anode 
geometry as a test bed. The CFD model was run for a 
single bubble with fixed bubble volume and two anode 
inclination angles with different directions of the electro-
magnetic field. The effect of Lorentz force was assessed 
in terms of bubble sliding velocities, bubble shape and 
trajectories. 

MODEL DESCRIPTION 

Gas-Liquid Flow Model 
Transient fluid dynamics of the gas and liquid bath are 
simulated by solving transport equations for the 
conservation of mass and momentum. The governing 
equations for the two-phase mixture are: 

Global continuity equation 
∇ ∙ u = 0 (1) 

Momentum equation 
휕(휌퐮)
휕푡 + ∇ ∙ (휌퐮퐮) 

= −∇푝 + ∇ ∙ [휇(∇퐮 + ∇퐮 )] + 휌퐠+ 퐅 + 퐅  
(2) 

Mixture density and viscosity are weighted based on 
volume fraction in the following manner: 

휌 = 훼 휌 + 훼 휌  (3) 

휇 = 훼 휇 + 훼 휇  (4) 

The interface location between the two phases is 
calculated using the volume of fluid (VOF) approach in 
which a transport equation for the gas volume fraction is 
solved. 

Gas phase continuity equation 
휕 휌 훼

휕푡 + ∇ ∙ 휌 훼 u = 0 (5) 

Electro-Magnetic Model 
The Lorentz force in equation (2) is given by: 

퐅 = 퐉 × 퐁 (6) 

where the current density, J, is; 

퐉 = σ(퐄 + 퐮 × 퐁) (7) 

noting that the electrical conductivity, , is phase 
weighted as the other fluid properties (e.g. density). Since 
the velocities are small the induced current term on the 
right hand side is small and ignored in this work. The 
electric field can be defined in terms of a scalar potential 
(퐄 = −∇∅) then from equation (7) and current 
conservation the potential equation to be solved is: 

∇ ∙ (휎∇∅) = 0 (8) 

Geometry and Boundary Conditions 
The model geometry is a 0.15[m] wide three dimensional 
slice of a section of the anode and bath from a reduction 
cell. The model domain and boundary condition locations 
for the model are shown in Figure 1, consisting of a solid 
domain for the anode and fluid domain for the cryolite-
CO2 mixture. The brown slice is through the centre of the 
anode, which has a height of 0.4 [m] and a length of 0.65 
[m] in Z and Y directions respectively. A uniform current 
density of 9 [kA m-2] is applied to the top pink coloured 
surface.  

A plane through the centre of the bath coloured, by 
volume fraction, shows the initial conditions for the blue 
CO2 and red cryolite fluids. The fluid domain consists of 
the volume under the anode in the ACD, which has a 
depth of 40 [mm], and the volume in the centre channel 
beside the anode. Centre channel half width is 0.12 [m] 
with the top light blue face set as an outlet boundary at 
zero gauge pressure. Initial liquid height in the centre 
channel is 0.15 [m] above the base of the bath. The grey 
base of the bath is a non-slip wall set at a fixed voltage of 
0 [V] and represents the top surface of the metal pad in 
an operating cell. Two surfaces couple the anode and bath 
domains via conducting walls that allow current to pass 
between the domains. For the fluid side the flow 
boundary condition is a non-slip wall. The high and low 
x-direction surfaces are set as symmetry planes or 
effectively free-slip insulating walls. Other surfaces and 
insulated non-slip walls. 

A small surface, 5 [mm] by 5 [mm] square and 0.07 [m] 
from the low y end of the anode, is located on the base of 
the anode. As detailed nucleation of the gas is not 
considered here, it is assumed that CO2 gas enters the 
domain at this surface to form a bubble. Inclination of the 
anode is accounted for by altering the direction of the 
gravity vector.  
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Figure 1: Schematic diagram of geometry. 

Initially the domain is meshed using 620,000 hexahedral 
cells with 485,000 in the anode domain and 135,000 in 
the fluid domain. This cell size is consistent with our 
previous work in Zhao et al., (2015). To resolve details 
of the bubble interface three levels of adaptive meshing 
was used based on the gradient of volume fraction. 
Figure 2 shows the cut-cell mesh refinement around the 
bubble at 0.22 [s] with the green line indicating the gas-
liquid interface. The grey surface in Figure 2 is in the X-
Y (horizontal) plane and the colored surface is a Y-Z 
(vertical) plane. With mesh refinement the cell count 
increases to approximately 1.2 million cells with most of 
the increase being in the fluid domain. 

Gas is added to cells adjacent to the 5 [mm] x 5 [mm] 
square “nucleation site” at a rate of 2.5x10-6 [kg s-1] for a 
period of 0.16 seconds. Thus, a single bubble with an 
equivalent bubble size of 25.2 [mm] is formed, with an 
approximate thickness of 2 [mm]. For cases with a 
magnetic field, it was applied at a uniform strength of 
0.02 [T] in either the x or y direction as defined in 
Figure 1. 

 

Figure 2: Mesh refinement around bubble at 0.22 [s], 
grey surface - anode base, blue - CO2, .red - cryolite, 

pink – gas “nucleation site”. 

 

Material Properties 
Properties were based on typical values for operating 
industrial cells as are summarised in Table 1. 

Table 1: Physical Properties. 

Cryolite Density 2100 [kg m-3] 
CO2 Density 0.4 [kg m-3] 

Cryolite Dynamic Viscosity 0.003 [Pa s] 
CO2 Dynamic Viscosity 1.37x10-5  [Pa s] 

Cryolite-CO2 Surface Tension 0.132 [N m-1] 
Contact angle Cryolite-CO2 120° 

Cryolite Electrical 
Conductivity 222 [S m-1] 

CO2 Electrical Conductivity 1 [S m-1] 
Carbon Anode Electrical 

Conductivity 21,430 [S m-1] 

Solution Scheme 
Model results were obtained using ANSYS-Fluent 17.1 
to solve equations (1,2,5 and 8) in the fluid domain and 
equation (8) in the solid domain by a finite volume 
scheme. PISO is used for pressure velocity coupling and 
a second order upwind scheme used for momentum. A 
first order implicit transient scheme with adaptive time 
stepping is used for time advancement. The time step is 
determined by targeting a Courant number of 0.5, 
typically this results in a time step of 0.0002 seconds and 
approximately 8-12 iterations are required to converge 
each time step.  

The location of the gas-liquid interface is predicted using 
the explicit VOF formulation and geometric 
reconstruction of the interface shape. Surface tension 
effects in equation (2) are calculated using the continuum 
surface force model with wall adhesion.  

Equation (8) is solved as a user defined scaler equation 
with no transient or convective terms, using a second 
order central difference scheme. User defined functions 
are used to calculate the current density and Lorentz 
force. UDFs are also used to add mass source terms for 
gas nucleation at the base of the anode. 

RESULTS 

No Lorentz Force 
To obtain a baseline for the bubble behaviour the model 
was run with no magnetic field and thus no Lorentz force. 
The gravity vector was orientated such that the base of 
the anode was sloping upward toward the centre channel 
at 1.5° to the horizontal. This being representative of an 
anode that has worn to the shape of a metal pad with 
significant heave.  

Iso-surfaces showing the gas-liquid interface are plotted 
at a number of time instants in Figure 3. Results are 
plotted looking upward from the metal pad to the anode 
and from the side of the cell. The first image is at 0.16 
seconds at the time that CO2 gas stops entering the model.  
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Time [s] 0.16 0.32 0.48 0.64 0.8 1.0 1.5 2.0 2.5 3.0 3.5 4.0 

 
Figure 3: Bubble interface locations at various time instants with no Lorentz force a 1.5° anode slope, View from 

underneath (top) View from side (bottom). Insets shows details of the bubble shape and size at 3.0 seconds. 

 
Time [s] 0.16 1.0 2.0 3.0 4.0 

Figure 4: View from underneath of bubble outline at various time instants with a 1.5° anode slope and with 
— no Lorentz force, — Bx=-0.02 [T], — Bx=0.02 [T]. Inset shows direction of the fields and force for Bx=0.02 [T]. 

 
Time [s] 0.16 0.32 0.48 0.64 0.8 1.0 1.5 2.0 2.5 3.0 3.5 4.0 

 
Figure 5: Bubble interface locations at various time instants with a 1.5° anode slope and a magnetic field of 

By=0.02 [T], View from underneath (top) View from side (bottom). Inset shows details of the bubble shape and size at 
3.0 seconds. 

Y 

X 

Bx 

Fy 
 Jz 

Y 
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Fx 
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Jz  
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Table 2: Predicted average bubble dimensions.  
Anode base angle 1.5° Anode base angle 0.5° 

Magnetic Field 0 Bx=0.02 [T] Bx=-0.02 [T] By=0.02 [T] Bx=0.02 [T] Bx=-0.02 [T] 
Width [m]  
(Y direction) 0.0149 0.0147 0.0146 0.0212 0.0196 0.0260 

Length [m]  
(X direction) 0.0529 0.0528 0.0517 0.0372 0.0391 0.0297 

Aspect Ratio 3.6 3.6 3.5 1.8 2.0 1.1 
Velocity [m s-1] 0.145 0.146 0.144 0.156 0.121 0.056 
Thickness [mm] 1.99 2.00 2.00 2.24 1.88 1.75 

At this time the bubble has moved under buoyancy to the 
right with the left edge of the bubble just exposing the 
edge of the nucleation site. As shown in previous work 
(Zhao et al., 2015) the bubble is initially circular and 
deforms to a sausage bubble as it moves towards the 
centre channel under buoyancy.  

Bubble dimensions obtained by averaging the bubble 
position at half second intervals between 1.5 and 
3.5 seconds are given in Table 2. The predicted 
behaviour, thickness, aspect ratio and velocity are in 
agreement with those reported and validated by Zhao 
et al. (2015) for a similar system using a similar 
modelling methodology.  

Effect of Transverse Magnetic Field 
To identify if the Lorentz force has an effect on bubble 
motion, a magnetic field of 0.02 [T], typical of that found 
in industrial potlines, was applied in the x-direction and 
in the negative x-direction. From equation (6) for a 
downward current, Jz, and transverse magnetic field, Bx, 
the Lorentz force acts in the negative y-direction, away 
from the centre channel, as shown schematically in the 
top left of Figure 4. When the magnetic field is applied 
in the negative x-direction the force acts in the positive 
y-direction, towards the centre channel. Figure 4 shows 
the bubble position at four time instants for the case with 
no magnetic field and two cases with the magnetic field 
in the x-direction.  

As evident by the results in Figure 4 and Table 2 the 
Lorentz force arising from Bx causes a small change in 
the bubble velocity and thus motion of the bubble with 
time.  

Effect of Longitudinal Magnetic Field 
Results from a simulation with the magnetic field acting 
in the y-direction are presented in Figure 5. Reorienting 
the magnetic field also changes the force direction with it 
now acting in positive x-direction. The bubble trajectory 
is plotted in Figure 5 and shows that the bubble is moved 
across the base of the anode and at approximately 2.0 
seconds contacts the model boundary. In the model the 
boundary is effectively a free slip wall thus the bubble 
travels along the wall before rising along the anodes in 
the centre channel. From Table 2 the bubble length 
reduces and its thickness increases changing its profile 
and thus drag, resulting in an increased velocity. In a 
reduction cell this change would not occur and the bubble 
would continue traversing across the anode base until it 
reached a slot or edge of the anode.  

Effect of Anode Base Angle 
The two cases with the magnetic field in the positive and 
negative x-direction were run with the anode inclination 
angle reduced from 1.5° to 0.5°. Figure 6 shows plots of 
the bubble locations for the reduced inclination cases.  

With the buoyancy force reduced, the Lorentz force has 
a stronger effect on the bubble. As shown in Table 2 and 
Figure 6, when the Lorentz force acts in the same 
direction as the buoyancy force on the bubble, the bubble 
velocity is reduced to half of that when compared to the 
case with the Lorentz force opposing to the buoyancy 
force. 

 

  
Figure 6: View from underneath of bubble interface 

locations at various time instants for a 0.5° anode slope 
and with Lorentz force of Bx=-0.02 [T] (bottom)  

and Bx=0.02 [T] (top). Time [s] from left to right are:  
0.16 0.64 1.0 1.5 2.0 2.5 3.0 3.5 4.0. 

CONCLUSION 
Numerical simulations of CO2 bubbles moving in 
cryolite bath under an anode in the presence of a 
magnetic and electric field were performed using a three 
dimensional VOF model. Results show that the Lorentz 
force produced by the electro-magnetic fields alters the 
behaviour of the CO2 bubbles. 

Bubbles are predicted to move in the direction opposing 
the MHD force acting on the liquid. For a case with the 
anode at an angle of 1.5° and a transverse magnetic field 
the effect on bubble motion was small. For the same 
geometry but when the magnetic field is aligned in the 
longitudinal direction of the anode the MHD force cause 
the bubbles to move transverse to their trajectory when 
only buoyancy is acting. 

With a reduced anode inclination angle of 0.5° the MHD 
force had a strong influence on the bubble velocity with 

Y 

X 

Fy 

Fy 
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the velocity varying between 0.056 and 0.121 [m s-1] 
depending on the direction of the magnetic field. 

This work demonstrates that the electro-magnetic force 
in aluminium reduction cells has the potential to alter the 
behaviour of gas bubbles.  
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ABSTRACT
We have investigated the dynamics of droplet spreading and liquid
penetration at the surface of a porous medium at zero-gravity
condition. A coupled IBM-VOF finite volume code has been used
to perform pore-scale level fully resolved numerical simulations.
The geometrical details of the solid porous matrix are resolved by
a sharp interface immersed boundary method (IBM) on a Cartesian
grid, whereas the motion of the gas-liquid interface is tracked by
a mass conservative volume of fluid (VOF) method. At small
scales, the contact line dynamics mainly govern the spreading
and capillary penetration. In the present case, the motion of
the gas-liquid interface at the immersed boundary is modeled by
imposing the contact angle as a boundary condition at the three-
phase contact line. All the simulations are performed using a model
porous structure that is approximated by a 3D cubic scaffold with
cylindrical struts. The porosity (ε) of the porous structure is varied
from ε = 0 (flat plate) to ε = 0.65 and the equilibrium contact angle
Θ is varied from Θ = 30○ (hydrophilic) to Θ = 135○ (hydrophobic).
The effect of porosity and contact angle on the transient evolution of
penetration and spreading have been presented and compared with
classical models.

Keywords: Three phase flow, immersed boundary method (IBM),
volume of fluid (VOF), contact line dynamics, capilary penetration
.

NOMENCLATURE

Notations
p Pressure, [Pa]
t Time, [s]
D Droplet diameter, [m]

F Fluid phase fraction, [−]
H Droplet height, [m]

La Laplace number, [−]
S Spreading diameter, [m]

V Penetration volume, [m3]

Greek Symbols
ρ Mass density, [kg/m3]

µ Dynamic viscosity, [Pa ⋅ s]
σ Surface tension, [N/m]

Θ (Static) contact angle, [degree]
ε Porosity, [−]
τ Non-dimentional time, [−]
¯̄τ Stress tensor, [N/m2]

Vectors
u Velocity, [m/s]

Fσ Surface tension force, [N]

g Gravitational acceleration, [m/s2]

Sub/superscripts
V0 Total droplet volume, [m3]

INTRODUCTION

When a droplet of liquid is placed on the surface of a
solid substrate, the liquid interface will evolve until it
reaches an equilibrium condition. Depending on liquid-
gas, solid-liquid and liquid-gas surface tensions, the liquid
droplet attains a finite angle with the solid surface and this
can be described by Young’s equation. While Young’s
equation assumes that the surface is smooth, the equilibrium
contact angle Θ depends on, (i) surface roughness or
surface topography (µm scale) and (ii) material properties
that involve intermolecular forces acting at the very thin
meniscus of liquid film at the gas-liquid-solid contact line
acts at nm scale. On engineering scales, for very slow
flow for a given gas-liquid-solid system it can be assumed
that Θ is fixed (i.e. a static contact angle) throughout the
evolution of droplet from initial to equilibrium condition. In
absence of gravity, at the equilibrium condition, the droplet
will always remain a spherical cap and the intermediate
motion of the gas-liquid interface is governed by the relative
contribution of the surface tension, liquid inertia and viscous
forces. A series of experimental and numerical studies
(Yang and Xu, 2017; Frank and Perre, 2012; Legendre
and Maglio, 2013) are available in the literature which
deals with the transient evolution of the droplet shape in
presence of a flat solid surface. The present work deals
with understanding the wetting, spreading and capillary
imbibition of a liquid droplet in contact with a porous surface
or porous structure. This phenomenon is important for
many engineering applications and scientific research, such
as ink-jet printing, enhanced oil recovery (EOR), several
micro-fluidics devices, biological systems, surface coating of
porous material etc. The typical length scale of the porous
medium is in the order of ∼ 10−3m and it can be assumed that
the evolving droplet maintains a constant equilibrium contact
angle (Θ) with each parts of the porous structure.
Numerical prediction of the dynamics of a droplet in contact
with a porous structure demands a state-of-the-art direct
numerical model/ technique for coupling the contact line
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motion at the solid surface and capillary penetration. As
a result very few fully resolved pore-scale level numerical
simulations area available attacking this complex flow
behavior. Frank et al. (Frank and Perre, 2012; Frank et al.,
2015) performed a direct numerical simulation for droplet
spreading on a porous medium using a lattice Boltzmann
method (LBM) under zero gravity conditions. In their
study, a porous structure made of longitudinal cavities
is considered, that only allows the capillary penetration
unidirectionaly. The motion of the fluid in the transverse
direction, inside the porous structure is restricted, which
is not a true representation of a realistic porous medium.
They have chosen a system of low Laplace number (ratio of
surface tension to momentum transport) for smooth motion
of the liquid. Meng et al. (2014) performed a similar pore-
scale level study using smoothed particle hydrodynamics
(SPH) in a model porous medium with and without gravity
condition. Hyväluoma et al. (2006) performed pore-resolved
LBM simulations for droplet penetration in paper board. 3D
micro-tomographic images of paper board were used in their
numerical study.
In the present work, the porous structure is approximated by
a 3D cubic scaffold with cylindrical struts, where motion of
the liquid in both the longitudinal and transverse directions
are studied. The geometrical details of the solid porous
matrix are resolved by a sharp interface immersed boundary
method (IBM) (Deen et al., 2012; Das et al., 2016) on a
Cartesian grid, whereas the motion of the gas-liquid interface
is tracked by a mass conservative volume of fluid (VOF)
method (Van Sint Annaland et al., 2005). The motion of the
gas-liquid interface at the immersed boundary is modeled by
imposing the contact angle as a boundary condition at the
three-phase contact line (Patel et al., 2017).

GOVERNING EQUATIONS AND SOLUTION
METHODOLOGY

In the present single-field/ single-equation formulation for
two-fluid flows, the mass and momentum conservation
equations for both the fluids are given as follows:

∇⋅u = 0 (1)

ρ
∂u
∂t
+ρ∇⋅(uu) = −∇p+∇⋅ ¯̄τ+ρg+Fσ (2)

where ¯̄τ = µ[∇u+ (∇u)T ] is the fluid stress tensor; ρ and
µ are local averaged density and viscosity. The volumetric
source term Fσ appearing in the momentum equation is due
to surface tension (σ) between the two fluids and acts only
in the vicinity of the interface (Brackbill et al., 1992). The
dynamics of the interface is captured by a Volume of Fluid
(VOF) method (Van Sint Annaland et al., 2005) where the
two different fluids are identified by a color function F . It
indicates the fractional amount of fluid present at a certain
computational cell. The motion of the interface is evoluted
by advecting the color function (F) with the local fluid
velocity as,

∂F
∂t

+u ⋅∇F = 0 (3)

In Eq. 2, the local density (ρ) is calculated by linear
averaging of the densities of the fluid 1 and fluid 2. However,
the local viscosity (µ) is calculated by harmonic averaging of
the kinematic viscosities of the individual fluid phases. A

geometrical advection scheme is used to solve Eq. 3 which
allows to achieve a very high degree of mass conservation.
In the Cartesian domain, the no-slip condition at the solid
non-conforming boundary is imposed by an implicit (direct)
second-order accurate Immersed Boundary Method (IBM)
(Deen et al., 2012; Das et al., 2016). In the presence
of fluid-fluid interfaces with immersed solids, contact line
dynamics plays a major role in wetting phenomena. It is
incorporated by applying the apparent contact angle (Θ) as
a boundary condition for interface at the contact lines (Patel
et al., 2017). The effect of the contact angle is taken into
account by modifying the fluid-fluid interface normals at the
solid boundaries. The detailed implementation and thorough
validation of the present IBM-VOF coupling strategy has
been reported in Patel et al. (2017).

RESULTS AND DISCUSSIONS

Droplet spreading on a flat plate

As a base case, we start with analyzing the droplet spreading
on a flat surface. When a spherical droplet is placed gently
on a flat surface, at the very first instance the air layer
between the droplet and the surface is drained; and a small
liquid bridge is formed between the drop and the surface.
To maintain the wettability condition, an initial perturbation
travels upward in the form of a capillary wave. If the fluid
has a large inertia for a very small Θ, the larger size of the
capillary waves may raise up to the drop surface and ’pinch-
off’ may occur. The Laplace number (La= ρσ0.5D

µ2 ), compares
the inertia and surface tension to viscosity effect, and can be
used as a dimensionless quantity to predict droplet pinch-off.
At a very high La, the capillary wave and eventual pinch-off
of the droplet may create satellite droplets.
If we study the transient development of wetted area,
characterised by the equivalent spreading diameter S(t)), for
a completely wetting case (Θ ≈ 0), the droplet spreading
phenomena can be divided into an early stage inertia
dominant wetting, following a power-law S(t) ∼ tn with n = 1

2
and a second stage consisting of a viscous regime, where
n = 1

10 , according to Tanner’s law (Tanner, 1979). Varying
the relative contributions between the inertia, viscous force,
surface tension and gravity different evolutions have been
reported in the literature: n = 1/8, 1/7, 1/5, 1/4. To check
the accuracy of our numerical model, at first we have studied
droplet spreading on a flat surface using the same settings
of experimental work by Winkels et al. (2012). The flat
surface is represented by an immersed surface at the [111]
plane, which does not conform the Cartesian grid. Across
the diameter of the droplet 40 grid cells are used. In
Fig. 1 the transient evolution of spreading diameter is
shown. Similar to the experiments, a water droplet in air
has been considered which corresponds to La = 36 × 103.
As a results the initial spreading is purely governed by the
inertial force and we expect S(t) ∼ t0.5 as temporal evolution.
The spreading diameter (S) is non-dimensionalized by the
initial diameter of the droplet (D) and time (t) is normalized
by the inertial scale, i.e. τ = t/(ρ(D/2)3/σ)0.5). In sub-
fig (a) to (d) the simulations snapshots are presented: (a)
initial spherical droplet, (b) capillary wave propagating in
the upward direction, (c) pinch-off at the upper portion of
the droplet and (d) at the end of inertial spreading leaving
a spherical cap shape of the droplet. After inertial spreading
the bubble interface oscillates a few times before it finally
reaches the equilibrium condition. Fig. 1 shows a very
good match with experiments and indeed we observe a ∼ t0.5
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Figure 1: Transient evolution of spreading diameter (S/D) with
non-dimentionalised time (τ) for droplet spreading on a
flat surface with Θ = 65○. In a Cartesian grid the flat
surface is represented as an immersed surface. The line
indicates the simulation results and the markers are for
the experimental results. The simulation snapshots at
four different time intervals are also shown.

evolution of spreading diameter. Please note, unlike the
experimental results, in our simulation the initial spreading
radius is not zero due to finite grid resolution. In reality, at
the very beginning, there exists a point contact (zero surface
area) between the droplet and the solid surface. However,
due to the finite grid resolution in our numerical simulation
there will always be some overlap between the droplet and
surface to initiate the spreading. At very high grid resolution
S(0)→ 0, nevertheless with the current grid resolution we are
able to capture the S(t) ∼ tn trend very accurately.

Droplet spreading and capillary penetration on a
porous block

The computational setup of the main system studied in this
work is shown in Fig. 2, where a liquid droplet is put in
contact with a porous block. Each ligament and each pore
size of the porous structure is resolved by at least 12 grid
cells. The simulations are performed in a single quarter
of the domain using a symmetry boundary condition. The
total number of computational cells are reported as ∼ 9×106.
The time-step size (∼ 10−6 s) has been restricted by both the
CFL and capillary wave constraint (Patel et al., 2017). The
diameter (D) of the droplet is 4 mm and the fluid properties
are: µ = 0.034 Pa − s, ρ = 809 kg/m3 and σ = 0.032 N/m.
The surrounding medium is air. It corresponds to an air-
squalane oil system with La = 45. The porous block is
made of equidistant cylindrical ligaments and the size of the
representative elementary volume (REV) is 0.67 mm. Due to
the capillarity and the wetting condition, the droplet spreads
as well as penetrates inside the porous slab. Porous structures
of three different porosities, ε = 0.35, 0.5 and 0.65 have been
considered. The equilibrium contact angle (Θ) between the
air-oil interface with the solid ligaments is varied from 30○

to 135○. As La = 45, spreading is dominated by inertia.
However, the magnitude of the capillary wave is not very

H(t) 

V(t) 

S(t) 

Figure 2: Droplet spreading and capillary penetration on a porous
block: physical description of the problem. H(t)
represents the transient evolution of the height of the
droplet, S(t) represents the equivalent spreading radius
and the penetration volume is represented by V(t).

vigorous to pinch-off the droplet from its top surface. At each
time-step we capture the droplet height (H), the equivalent
spreading diameter (S) at the porous surface and the volume
of the penetrated liquid (V ).
The transient development of droplet shape, spreading and
capillary imbibition are shown in Fig. 3 for a typical case
(ε = 0.5 and Θ = 30○). Please notice that the simulation
snapshots are not taken at equal intervals. From the initial
position (τ =0) to τ = 1.03, the upper portion of the droplet
does not move, liquid slightly penetrates inside the porous
structure and finally forms a cylindrical shape. In reality,
when the droplet touches the solid, to satisfy the wetting
condition, a perturbation is generated generates at the contact
point. It travels upward as a capillary wave and reaches
the top of the droplet. Until this time the upper portion
of the droplet does not move. In Fig. 3, τ = 1.53 to
τ = 2.18 corresponds to the fast inertial spreading where the
height of the droplet rapidly decreases. Also, it spreads
rapidly over the porous surface. The simultaneous capillary
penetration and viscous spreading is clearly visible at τ=2.36
to τ = 6.04, where the rate of change of droplet height is
low. Both the phenomena are comparatively very slow where
capillary force is balanced by the viscous shear stress at the
solid surfaces. In the next section, all these phenomena are
quantitatively analyzed.

Droplet height (H)

The normalized droplet height (H/D) from the surface of the
porous block with time (τ) is shown in Fig. 4 for varying
contact angle (Θ) when ε = 0.5. For Θ = 30○ and Θ =

45○, three different zones, capillary wave propagation, fast
inertial spreading; and then simultaneous viscous spreading
and capillary penetration, can easily be observed. When
Θ = 90○, inertial spreading is rather small and the droplet
interface oscillates at the end of the inertial spreading before
it reaches the equilibrium condition. When the solid surfaces
are made hydrophobic (Θ= 135○), the height does not change
much with time. At a first glance, it seems that there is no
spreading. However, from the plot of spreading diameter (S)
with time, the spreading can still be identified. This will
be discussed in the next section. Fig. 5 shows the effect
of porosity on transient variation of the droplet height when
Θ = 45○. Simulation results for the flat plate (ε = 0) are also
shown. The effect of porosity on the transient variation of
the droplet height is comparatively small. It is interesting to
observe that with an increase in porosity, the rate of change of
height (δH/δτ) decreases. This phenomenon is also observed
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 = 0.00  = 0.10  = 0.41  = 1.03 

 = 1.53  = 1.69  = 1.84  = 2.18 

 = 2.36  = 2.90  = 3.84  = 6.04 

Figure 3: Droplet shape evolution during spreading and capillary penetration on a porous block of porosity ε = 0.5 and equilibrium contact
angle Θ = 30○. τ is the non-dimensional time.

by Frank and Perre (2012) through LBM simulation. At
a particular time, the total height of the droplet depends
on both the inertial spreading and capillary penetration.
When the porosity increases, the inertial spreading slows
down while the capillary penetration increases. The time-
scale for inertial spreading is high compared to the capillary
penetration. Hence, the relative contribution of the inertial
spreading is higher and mainly governs the height of the
droplet. With decrease in the porosity, the inertial spreading
increases and as a result the total height decreases faster.

Equivalent spreading diameter (S)

Unlike the droplet spreading over a flat plate, the imprint
of the contact line on the surface of the porous block
is not always circular. Based on the spread area, just
above the porous block, we have calculated an equivalent
spreading diameter (S) at each time-step. The variation of the
normalized spreading diameter (S/D) with non-dimensional
time (τ) is shown in Fig. 6 for varying Θ and in Fig. 7 for
varying ε. Here too, it is very clearly visible that, for all
the cases the inertial fast spreading lasts up to approximately
τ ≈ 2. Similar to spreading over a flat surface, power-law
variation of spreading, i.e. S ∼Cτ

n is still valid for all the
cases. From Fig. 6, we can observe that the spreading is
faster when the contact angle is low and it is slower for
the hydrophobic case. Fig. 7 clearly shows that spreading
is fastest for the flat plate, slowed down with increasing

τ

H
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Figure 4: Droplet height (H/D) evolution for ε = 0.5: effect of Θ.

porosity. After the inertial spreading, S decreases slowly with
time for higher porosity cases, due to capillary penetration of
the liquid.

To study quantitatively, the effect of ε and Θ on spreading
dynamics (S), both the exponent (n) and pre-factor (S) of the
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Figure 5: Droplet height (H/D) evolution for Θ = 45○: effect of ε.
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Figure 6: Evolution of equivalent spreading diameter (S/D) for ε =
0.5: effect of Θ.

S/D =Cτ
n fit have been evaluated for all the cases. Fig. 8

shows the variation of n and S with ε and Θ. For spreading
over a flat plate, for all the contact angle, Legendre (Legendre
and Maglio, 2013) observed that n varies from 0.5 to 0.66
for La = 72000 to La = 7. In the present case, for La = 45, we
found n = 0.62 for the case of flat plate. In our simulation
it is observed that n is almost constant with Θ, however,
decreases linearly with porosity. On the other hand, the pre-
factor C decreases drastically with Θ, which indicated slower
spreading for hydrophobic surfaces. The pre-factor C also
decreases with increase in porosity, however, the variation is
comparatively less.

Liquid penetration (V )

Finally, we have studied the amount of liquid penetration
inside the porous block with time. The volume of penetrated
liquid (V ) normalized by the total volume of the droplet

τ
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ε = 0.00
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ε = 0.50
ε = 0.65
S ~ Cτ n

Figure 7: Evolution of equivalent spreading diameter (S/D) for Θ=
45○: effect of ε.

(V0) is plotted against time in Fig. 9 for different Θ. For
Θ = 30○ and Θ = 60○ the penetration is faster, the equilibrium
condition is only reached when the full droplet drained into
the porous block. For the rest of the cases, only a single layer
of the porous block get wet by the liquid. An equilibrium
condition is achieved when the contact force at the triple lines
of the upper surface of the porous medium is balanced by the
contact force inside the porous block.
Fig. 10 shows the effect of porosity on capillary penetration.
For Θ = 60○, the equilibrium condition is achieved after
only a small amount of liquid penetration. However, for
Θ = 30○, the liquid penetration is faster and a strong function
of ε. In this stage, the capillary force is balanced by the
viscous forces. The magnitude of viscous resistance can be
estimated by the Kozeny–Carman equation, which shows a
non-linear increase in viscous resistance with an increase in
solid fraction (1− ε). For higher porosity, the lower viscous
resistance increases the capillary imbibition.

CONCLUSIONS

For the first time, the very complex interaction between a
droplet and a porous media has been studied by an accurate
IBM-VOF method based finite volume code. The complex
physical phenomena, like contact line motion, inertial
spreading, and capillary imbibition have been successfully
studied, analysed and qualitatively compared with literature
results for a range of porosities and contact angles. It is found
that the transient behaviour of spreading follows a power
law with time, similar to the droplet interaction with a flat
plate. For smaller contact angles and lower porosities, the
spreading is fast, which forces a quick reduction in droplet
height in a short time. Irrespective of porosity, the capillary
imbibition stalls for contact angle 60○ and above. However,
this limiting value depends on the geometrical details of the
porous structures. Viscous penetration is comparatively slow,
and the rate of volumetric imbibition is a strong function
of the porosity. For the present moderate or low Laplace
number simulations, the motion of the droplet is smooth,
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Figure 8: Exponent (n) and pre-factor (C) of power-law (S/D =
Cτ

n) evolution of spreading diameter for different cases.

however, our code is also capable of simulating systems of
very large Laplace number. In the next stage of our research,
we intend to study the effect of Laplace number on droplet
pinch-off and satellite droplet formation.
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ABSTRACT
The underlying flow mechanisms for the destabilisation of an elec-
trically conducting fluid under the influence of a transverse mag-
netic field in a square duct are investigated. Such flows are ap-
plicable to metallurgical processes where magnetic fields are used
to dampen disturbances to increase homogeneity in material pro-
duction, in addition to cooling blankets of nuclear fusion reactors,
where flow disturbances can aid in improving convective heat trans-
fer. A preliminary investigation into optimal linear growths at Hart-
mann numbers 10 ≤ Ha ≤ 1000 and Reynolds number Re = 5000
identifies two regimes for the scaling of optimal linear growths;
when perturbation structures are dominated by three-dimensional
variation in the vertical side-wall boundary layers, and for when
quasi-two-dimensional (Q2D) disturbances are prevalent. Through
comparison with existing literature, the Q2D model of Sommeria
& Moreau (1982) is shown to be an excellent predictor of funda-
mental growth mechanisms for Ha > 150. A two-step method in-
corporating the seeding of an unperturbed base flow with optimal
linear perturbations in a high magnetic field strength regime shows
that no increase in energy amplification can be achieved via initial
seeding energies in the range 10−6 ≤ Ep ≤ 10−2. The dominant
dissipative mechanisms for these different seeding energies are also
analysed, where it is shown that strong magnetic damping does not
always necessitate the smoothing of the velocity field towards pure
anisotropy, which has potentially useful applications for aiding con-
vective heat transfer in magnetically damped flows.

Keywords: CFD, transient linear growth, magnetohydrodynam-
ics, liquid metal, fusion reactor, metallurgy.

NOMENCLATURE

Greek Symbols
δ Boundary layer thickness
ε Viscous dissipation
µ Magnetic dissipation
ν Kinematic viscosity
Ω Spatial domain
φ Electric scalar potential
ρ Mass density
σ Electrical conductivity
τ Time period
ξ Shape function Li spatial coordinate

Latin Symbols

A State-transition operator
a Duct width
BBB000 Magnetic field vector
B0 Magnetic field magnitude
Cd Viscous drag coefficient
E Kinetic energy
G Perturbation energy amplification
G Anisotropy coefficient
Ha Hartmann number
jjj Electric current density vector
kkk Wavenumber vector
k Streamwise wavenumber.
L Linear time evolution operator.
Li Lagrangian polynomial shape function.
Lz Periodicity duct length
L2 Vector space
m Fourier mode
Np Shape funtion polynomial order
p Pressure
Re Reynolds number
Rem Magnetic Reynolds number
t Time
U0 Peak base flow streamwise velocity
u x-velocity component of VVV
VVV Velocity vector
v y-velocity component of VVV
w z-velocity component of VVV
x Cartesian coordinate (spanwise direction)
y Cartesian coordinate (spanwise direction)
z Cartesian coordinate (streamwise direction)

Sub/superscripts
g Nodal index
Ha Hartmann layer
i Nodal index
m Fourier coefficient
max Global maximum
n Non-linear solution
opt Optimal value at global maximum
p Perturbation field
Sh Shercliff layer
0 Base flow
ˆ Fourier transform
′ Linear perturbation
∗ Adjoint
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INTRODUCTION

Electrically conducting fluids under the influence of strong
magnetic fields come under the class of magnetohydrody-
namic (MHD) flows. Understanding the stability mecha-
nisms of such flows has potentially significant implications to
metallurgical processes, and more pertinently the viability of
clean energy sources, such as magnetic confinement fusion
reactors. For the latter, the strong transverse magnetic fields
that exist to contain the plasma have a strong damping effect
on the flow differentials in the adjacent liquid metal cool-
ing blankets. In these flows, motion-derived electric currents
interact with an externally applied magnetic field to induce
electro-magnetic forces known as Lorentz forces (Hunt and
Stewartson, 1965). The Lorentz force acts to suppress ve-
locity differentials in perpendicular planes, while flow struc-
tures also become elongated and aligned with the external
magnetic field vector (Sommeria and Moreau, 1982; Som-
meria, 1988). Furthermore, boundary layers develop along
walls aligned with the magnetic field (called Shercliff layers)
and orthogonal to it (Hartmann layers). Both become thinner
at higher magnetic fields, as their thicknesses respectively
scale as δSh = O(Ha−1/2) and δHa = O(Ha−1). Here, Ha is
the Hartmann number describing the ratio of electromagnetic
to viscous forces in the flow and is a function of the geometry
and material properties of the fluid.

A resulting effect of these flow modulations is inefficient
convective heat transport; a detriment to the thermal perfor-
mance in maintaining safe operating temperatures of the re-
actor, and in the heat exchange process used in the production
of electrical energy. To overcome these issues, several works
have been conducted with the aim of mechanically enhanc-
ing the convective heat transfer performance (Cassells et al.,
2016; Hamid et al., 2016). While these methods certainly
hold an important place in furthering our current understand-
ing, as well as our ability to meet the viability constraints of
fusion reactors, they are not always practicable. Thus, a fur-
ther understanding of the underlying instability mechanisms
which can aid in convection across a broader range of opera-
tional parameters is needed.

An issue with respect to studying the stability of MHD flows
in the limit of strong magnetic fields is the discrepancy be-
tween the critical regime parameters predicted through the
growth of exponentially growing perturbations and that ob-
served in experiments. For example, it has been shown
that the Hartmann boundary layers become linearly unsta-
ble for Re/Ha ≥ 48311, whereas experimental observations
show transition occurring for Re/Ha ≥ 380 (Takashima,
1996; Moresco and Alboussiere, 2004; Krasnov et al., 2004,
2010). One explanation is that the non-normality of the Orr–
Sommerfeld modes can create transient amplifications lead-
ing to a subcritical instability. In other words, the linearisa-
tion around a base state may predict asymptotically decay-
ing eigenvalues, yet, interactions between suboptimal modes
could result in sufficient non-linear transient amplifications
to render the base flow unstable (Náraigh, 2015). The initial
conditions that undergo the maximum growth in kinetic en-
ergy are commonly referred to as the optimal perturbations
or modes.

The three-dimensional nature of MHD flows and the re-
duction in boundary layer thickness (relative to hydrody-
namic flows) means that numerically such analysis comes
at a large computational cost. Quasi-two-dimensional (Q2D)
numerical models for approximating these flows at high mag-

netic field strengths are often utilised by assuming the flow
outside of laminar Hartmann boundary layers are predomi-
nantly two dimensional. First developed by Sommeria and
Moreau (1982) (hereafter SM82), this model has proved
promising from a kinematic standpoint for when both the
Hartmann number and the interaction parameter, defined as
N = Ha2/Re, are much greater than unity, where Re is the
Reynolds number representing the ratio of inertial to viscous
forces in the flow (Sommeria and Moreau, 1982; Pothérat
et al., 2000; Hamid et al., 2015; Cassells et al., 2016).

Pothérat (2007) studied the effects of the Shercliff layers on
the stability of confined MHD flows using the SM82 model.
In this framework, the three-dimensional component of the
wavenumber and MHD equivalent Orr–Sommerfeld modes
was assumed zero, an assumption expected to become valid
when Ha > 200. It was further assumed that only the MHD
equivalent of the Orr–Sommerfeld modes were available to
contribute to non-modal growths. However, the validity of
these Q2D approximations on resolving the all-important sta-
bility characteristics in three-dimensional MHD flows has
been the focus of little to no empirical research. To the best
of the authors knowledge, the only methodologically com-
parable research to that presented in the present work is by
Krasnov et al. (2010), who employed 3D transient growth
analysis to show a scaling of global dominant modes follow-
ing a Ha−3/2 relation in the limited range of 10 ≤ Ha ≤ 50
for Re = 5000 in square ducts.

The presence and structure of these optimal modes have been
shown to form a fundamental part in the processes lead-
ing to flow destabilisation and subsequently the transition of
fully turbulent flows (Boeck et al., 2008). From an industrial
standpoint, effective flow control strategies, such as periodic
suppression and/or excitation of electro-magnetic fields, can
be implemented to promote or discourage flow destabilisa-
tion by utilising the knowledge of the modal and spatial char-
acteristics of these linear growth mechanisms. Potential end
uses being the destabilisation of liquid metal cooling blankets
to aid convective heat transfer coefficients in nuclear fusion
reactors, or the promotion of flow stability to aid in homo-
geneity of material production in metallurgical applications
(Smolentsev et al., 2012).

Motivated by an investigation into the stability of Hartmann
layers by Krasnov et al. (2004), a two-step method incor-
porating the seeding of a basic flow in a three-dimensional
MHD duct with the optimal disturbance modes will also be
investigated in the present work. For Hartmann flows, this
method has shown a strong correlation in relation to the types
of flow structures which appear during transition and onset
of turbulence in full-3D-DNS seeded with small-amplitude
random noise and experimental works with varying surface
roughness (Krasnov et al., 2004; Moresco and Alboussiere,
2004).

To date, it is not properly understood if Q2D models are ac-
curate predictors of the dominant disturbance mechanisms
towards high magnetic field strengths, nor is there an exten-
sive body of work on the physical structures which develop
through their transition to a Q2D-dominated state. There-
fore, the present work aims to address this gap in knowledge
by elucidating the processes for when and how specific lin-
ear transient amplifications present over a wide range of Ha,
and the processes through which the 3D states at low mag-
netic field strengths give way to anisotropic 2D structures
at higher field strengths. Furthermore, as the energetic re-
sponse of seeding fully confined 3D MHD flows with opti-
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Figure 1: Schematic depicting the flow configuration and parame-
ters pertaining to this investigation.

mal perturbation modes has not been investigated, and poses
promising potential applications, it is therefore an additional
aim of the present work to extend this to the confined MHD
case incorporating the sidewall Shercliff layers. The ener-
getic response for high Ha, in addition to a quantification of
the dominant dissipation mechanisms affecting the evolution
of kinetic energy and the formation of flow structures will be
also investigated.

MODEL DESCRIPTION

Problem Definition and Mathematical Formulation

A fluid with electrical conductivity σ, kinematic viscosity
ν and density ρ, flows through a square duct with cross-
sectional width 2a. The electrically insulated vertical and
horizontal duct walls are respectively located at x = ±a and
y = ±a. A constant external homogeneous magnetic field
BBB000 = B0eee is imposed on the flow tangential to the vertical
sidewalls such that the unit vector eee ≡ 〈ex,ey,ez〉 = 〈0,1,0〉
(see figure 1). The flow is driven by a constant pressure gra-
dient ∇p with no-slip conditions applied on all solid bound-
aries. The MHD equations are written in the quasi-static,
low-magnetic number approximation. In this approxima-
tion, the magnetic field generated by the motion-induced cur-
rents of the conducting fluid in comparison to the externally
applied field B0 are small. Hence, the agglomerated mag-
netic field remains of nearly equal magnitude to B0. This
approximation is valid for target applications and in labo-
ratory experiments of moderate intensity and size (typically
liquid metals flowing under 1m/s in a domain smaller than
1m)(Krasnov et al., 2010; Smolentsev et al., 2010). Non-
dimensionalisation of the governing equations is achieved by
taking the proper scales for length a, pressure ρU2

0 , where U0
is the peak inlet velocity, time a/U0, magnetic field B0 and
lastly, for the electric potential aU0B0. It follows that the
dimensionless quasi-static momentum and continuity equa-
tions can be written as

∂VVV
∂t

+(VVV ·∇∇∇)VVV =−∇∇∇p+
1

Re
∇

2VVV +
Ha2

Re
( jjj×BBB000), (1)

∇∇∇ ·VVV = 0, (2)

where VVV (x,y,z, t) = 〈u,v,w〉 and jjj = −∇∇∇φ+VVV ×BBB000 are the
velocity and electric current density vectors, respectively.
Here φ is the electric scalar potential. The dimension-
less groups Re and Ha are respectively the Reynolds num-
ber, Re ≡ U0a/ν, representing the ratio of inertial to vis-
cous forces in the flow, and the Hartmann number, Ha ≡
aB0
√

σ/ρν, representing the ratio of electromagnetic to the
viscous forces in the flow. In the present work, Hartmann
numbers between 10 ≤ Ha ≤ 1000 are investigated which

significantly extends the range covered by Krasnov et al.
(2010). The aim being to bridge the gap between 3D and
Q2D models for transient growth analysis of optimal linear
amplifications. Here a fixed Reynolds number of Re = 5000
is used both for comparison reasons with existing literature,
but also as it is below the exponential instability limit found
for hydrodynamic Poiseuille flows.

Transient growth analysis

The transient growth of linear three-dimensional infinitesi-
mal perturbations of the form

[VVV p,φp, pp] (x,y,z, t) =
(
u′,v′,w′,φ′, p′

)
, (3)

to a streamwise independent two-dimensional steady-state
base flow

[VVV 0,φ0, p0] = (u(x,y),v(x,y),w(x,y),φ(x,y), p(z)), (4)

is conducted by tracking their energy amplification over a
finite time interval τ. The flow solution then takes the general
form

[VVV ,φ, p] = (VVV 0,φ0, p0)+(VVV p,φp, pp), (5)

with the perturbations being considered through the form of
decoupled normal Fourier modes

[VVV p,φp, pp] =
(
û, v̂, ŵ, φ̂, P̂

)
(x,y, t) · eikz, (6)

where k is a streamwise wavenumber. For brevity, the full
system of linearised equations describing the evolution of
these perturbed flows is not given. The reader may refer to
Krasnov et al. (2010) for a form consistent with this work.
The growth in perturbation kinetic energy over a given time
interval t = τ can be written as a ratio of volume integrals
over domain Ω of the standard L2 space inner products of
VVV p(t) at t = τ over the initial state at t = 0

G(τ) =

∫
Ω

VVV p(τ) ·VVV p(τ)dΩ∫
Ω

VVV p(0) ·VVV p(0)dΩ
. (7)

Here the adjoint evolution method outlined in Barkley et al.
(2007) is employed, where the introduction of a state-
transition operator A = eLt , where L is a linear operator, al-
lows for the time evolution of an arbitrary initial perturbation
VVV p to t = τ to be described by

VVV p(τ) = A(τ)VVV p(0). (8)

By further introducing an adjoint evolution operator A∗(τ) of
A , that evolves an equivalent adjoint variable VVV p

∗
τ

backwards
in time from t = τ to t = 0, (7) can be rewritten as

G(τ) =

∫
Ω

VVV p(0) ·A∗(τ)A(τ)VVV p(0)dΩ∫
Ω

VVV p(0) ·VVV p(0)dΩ
. (9)

In this form, the optimal disturbance mode leading to
G(τ)max is found through the determination of the leading
eigenvalue and corresponding eigenvector of the operator
A∗A . This optimal perturbation mode presents as the real
and orthonormal right singular vector determined through the
singular value decomposition of A∗A ; which is solved using
an implicitly restarted Arnoldi iterative method. The aim of
the optimal linear growth portion of the present work can be
formally written as

G(τ)max = max
VVV p(0)

∫
Ω

VVV p(0) ·A∗(τ)A(τ)VVV p(0)dV∫
Ω

VVV p(0) ·VVV p(0)dV
. (10)
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The global maximum amplification Gmax occurs at the opti-
mal time interval τopt having streamwise wavenumber kopt.
From a physical perspective, Gmax defines the global max-
imum growth in kinetic energy due to initial optimal linear
conditions VVV p,opt(0) evolved to time τopt. This is referred to
as the optimal growth as it is the largest achievable gain in
energy for all spatial wavenumbers k for a given Re and Ha
dependent flow regime.

Numerical Methodology

A spatial high order nodal spectral element method incor-
porating a third-order time integration scheme based on
backward-differencing is employed to discretise the govern-
ing equations and implement the transient growth analysis
methodology. The domain is meshed using an average of 425
quadrilateral macro-elements with internally applied Lan-
grangian polynomial shape functions defined as

Li(ξ) =
Np+1

∏
g=1,g6=i

ξ−ξg

ξi−ξg
, (11)

where ξ is the spatial coordinate, i and g the nodal indices,
and Np the polynomial order, which is varied to control spa-
tial resolution in the spanwise x-y cross-plane. The nodal
points within each element are spaced and weighted to cor-
respond to Gauss-Legendre-Lobatto quadrature integration
points, which reduce computational costs by forming diago-
nal mass matrices and leading to exponential spatial conver-
gence. A graded element distribution was employed towards
all solid surfaces to resolve regions that experience large flow
gradients. The spacing of macro elements are scaled with re-
spect to the Ha dependent boundary layer thickness; ensur-
ing that a minimum of 8 macro elements span their height.
Boundary conditions consist of zero velocities on all solid
surfaces, a fully developed inlet velocity profile, along with
high order pressure field Neumann boundary conditions on
all domain perimeters to maintain third-order time accuracy
(Karniadakis et al., 1991).

A spectral-element-Fourier method analogous to the cylin-
drical formulation constructed in Blackburn and Sherwin
(2004) is employed to capture three-dimensional flow varia-
tion in the streamwise z-direction. This method is well suited
to simulation of flows where the geometry can be arbitrarily
complex in a cross-plane but is infinite or periodic in an or-
thogonal direction (Karniadakis, 1990; Blackburn and Sher-
win, 2004; Sheard et al., 2009; Vo et al., 2015). The velocity,
pressure and electric potential fields are decomposed using
this Fourier expansion in z with m streamwise modes such
that 

u(x,y,z, t)
v(x,y,z, t)
w(x,y,z, t)
p(x,y,z, t)
φ(x,y,z, t)

=
m−1

∑
j=0


um(x,y, t)
vm(x,y, t)
wm(x,y, t)
pm(x,y, t)
φm(x,y, t)

eikmz (12)

where k = 2π/Lz is the associated wavenumber in the z di-
rection, and Lz is the periodicity length of the domain also in
the z direction. The number of Fourier modes determines
the spatial resolution in the orthogonal streamwise direc-
tion. The basic flow solution described by the fundamen-
tal Fourier mode was validated against the analytical solu-
tion for fully developed MHD flow as developed by Hunt
and Stewartson (1965). For the transient growth analysis, the
linearised equations require the construction of a single non-
zero Fourier mode in the z-direction to completely define the

eigenmodes as per (6). Streamwise wavenumbers are inves-
tigated between 0≤ k ≤ 80, with the local maxima resolved
to an accuracy of at least 0.1. To ensure that the optimal
growths were captured sufficiently, and a monotonic decay
in amplifications were achieved at higher τ, the analysis was
conducted over time intervals extending to τ = 5τopt. Eigen-
value convergence of better than 0.01% was ensured for all
the values presented in this paper. The linearised component
of this solver has also been previously verified and imple-
mented in works such as Hussam et al. (2012) and Tsai et al.
(2016).

Local mesh refinement (h-refinement), shape function poly-
nomial degree refinement (p-refinement) and Fourier mode
refinement (where applicable) are used in ensuring grid in-
dependence and the convergence of the viscous drag coeffi-
cient Cd and the L2 norm. A polynomial order of Np = 8
was deemed sufficient with a convergence of better than
0.3% achieved for all reference parameters. The minimum
wavenumber (and in turn the maximum duct length Lz dis-
cretisation) required for the 3D simulations incorporating the
non-linear MHD governing equations is given by the respec-
tive k of the optimal mode used to seed the base flow. For
all but the highest initial perturbation energies (10−6 ≤ Ep ≤
10−3), 8 Fourier modes were found to be satisfactory for re-
solving the flow dynamics. For the highest perturbation case
(Ep = 10−2), 32 Fourier modes were required in congruence
with an additional anti-aliasing method coming in the form of
the two-thirds low-pass filtering technique outlined in Orszag
(1971).

RESULTS AND DISCUSSION

Optimal Linear Transient Growth

The optimal modal gain in perturbation kinetic energy as a
function of Hartmann number are presented and discussed
in this section. The global maximum amplification Gmax
for 10 ≤ Ha ≤ 1000 are provided in figure 2. Here, the
results from Krasnov et al. (2010) and Pothérat (2007) are
also shown for comparison. Transient growth was found to
occur for all Ha present in this study, however, the magni-
tude of these amplifications is progressively suppressed with
increasing Hartmann number. The monotonic reduction in
energy growth is most likely due to the increased Joule dissi-
pation found with higher magnetic field strengths. For 10 ≤
Ha≤ 100 the global maximum amplification is found in the
present work to follow the trend Gmax ≈ 11.45×103Ha−1.6.
This is in close agreement with the Gmax ≈ 8.8×103Ha−1.5

relationship obtained by the optimal growth analysis in Kras-
nov et al. (2010) over the limited range of 10 ≤ Ha ≤ 50 as
shown in figure 2. This also serves as further validation for
the numerical framework used in this study.

For 150 ≤ Ha ≤ 1000, the rate of change of Gmax lessens
with increasing Hartmann number. The scaling and growth
rate predictions in this regime demonstrate a remarkable con-
sistency with the SM82 model results from Pothérat (2007).
For this higher Ha regime, the global maximum amplifica-
tion recovers an approximate −1/3 power scaling of Gmax ≈
25× 103Ha−0.37. This is in stark contrast to the behaviour
observed at lower field strengths Ha ≤ 150, where there is
a significant deviation between the scaling and energy gains
predicted by both 3D and Q2D models. The mechanism pro-
ducing maximum transient amplifications in low-Ha MHD
flows and 3D Poiseuille flows result from the coupling of
modes both invariant and variant in the vertical direction.
These modes are the respective MHD equivalent of the well
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Figure 2: Global maximum amplifications as a function of Hart-
mann number. Here, pre-existing transient growth anal-
ysis data using a SM82 model (Pothérat, 2007) (dash-
dotted line) and quasi-static MHD analysis (Krasnov
et al., 2010) (dashed line) are plotted for comparison
against current results (orange line, grey markers).

known Orr–Sommerfeld and Squire modes found in hydro-
dynamic flows. Being of Q2D nature, the SM82 model can
only combine the two-dimensional Orr–Sommerfeld equiva-
lent modes for energy amplification. As the present findings
show such strong alignment of the 3D duct optimal growths
predictions for 150 ≤ Ha ≤ 1000 with the SM82 model,
this suggests that for adequately large field strengths (here
Ha ≥ 150), suppression of the streamwise invariant modes
has occurred to allow the SM82 model to be an excellent
predictor of optimal linear growth. Conversely, the coupling
between streamwise variant and invariant modes plays a fun-
damental part in the enhancement of transient amplifications
for Ha ≤ 150; leading to the deviation between predicted
growth rates at smaller Ha.

This explanation for the development of two well defined
scaling regimes are further illustrated through a qualitative
analysis of the perturbation field structures. The evolution
of the eigenvector fields to time of maximum energy gain
τopt for Ha = 10,100,150 and 600 are visualised via iso-
surfaces of the spanwise component (x-z plane) of vortic-
ity in figure 3. The perturbation fields for low to moderate
Ha (figures 3 (a) and (b)) form complex overlapping homo-
thetic structures within the sidewall layers. These stream-
wise aligned cigar-shaped modes are consistent with those
producing maximum transient amplification in pure hydro-
dynamic flows (Pothérat, 2007). As Ha is increased in the
first scaling regime 10 ≤ Ha ≤ 100, the number of rolls in
the vertical y direction also increase but maintain well de-
fined periodicity. These disturbance modes also become in-
creasingly flattened and localised within the thinning Sher-
cliff layers in combination with a significant decrease in the
optimal streamwise wavenumber.

In the second regime between 150≤Ha≤ 1000, periodicity
in y is lost, with a breakdown of the streamwise vortices oc-
curring, as highlighted in figures 3(c,d). The flow becomes
increasingly invariant in the magnetic field direction, such
that by Ha = 600 only remnants of streamwise variation of
vorticity remain, which are predominantly confined to the
corner regions of the duct. The two-dimensionalisation of
the optimal modes, and the relative invariance of the vortic-

ity disturbance field in figures 3(c,d) 3(c,d), helps to illustrate
the suspected diminishing influence of the Squire equivalent
modes on the overall transient amplification of energy for
Ha ≥ 150. From a numerical methodology perspective this
can have quite significant and meaningful implications. As
Hartmann numbers in fusion reactor applications are typi-
cally quite large (O(103)), the ability of the SM82 model
to accurately predict the dominant transient amplifications
mechanisms at these larger field strengths allows for mod-
elling to be conducted at significantly reduced computational
costs. The reason being that the thin Hartmann layers do not
require resolving when employing this Q2D model.

Nonlinear Temporal Evolution of Optimal Perturba-
tions at High Hartmann Numbers

A three-dimensional basic flow seeded with optimal linear
perturbations at varying initial energies for Ha = 600 and Re
= 5000 will be analysed in this section. These flow regime
parameters were chosen with a view towards representative
magnetic field strengths seen in industrial applications (Smo-
lentsev et al., 2010). The energy of the perturbation field is
given as a relative fraction of the unperturbed base flow en-
ergy, and defined using the ratio of volume integrals

E(t) =
∫

Ω
VVV p ·VVV p dΩ∫

Ω
VVV 0 ·VVV 0 dΩ

. (13)

The initial seeding energy of the optimal perturbation modes
is defined as Ep ≡ E(0), where 10−6 ≤ Ep ≤ 10−2 is pre-
sented here. The energy amplification of the perturbed flow
can thus be measured using the temporal relation

Gn(t) =
E(t)
Ep

. (14)

The energetic response due to the seeding of the base flow
as a function of time is illustrated in figure 4. For the small-
est initial seeding energy Ep = 10−6, a very strong alignment
with the temporal energy evolution modelled using the lin-
earised governing equations is seen. As the seeding energy
is increased, the magnitude of amplification is successively
diminished in conjunction with a shortening of the time pe-
riod at which the maximum occurs. For the maximum seed-
ing energy Ep = 10−2, no energy gain is observed for any
time periods measured. For Ep ≤ 10−3, only single peaks in
energy amplification are detected before a monotonic decay
presents as t→∞. For a better understanding of the flow dy-
namics during these stages of transient growth, we introduce
quantitative measures for viscous and magnetic dissipation,
which are respectively defined as

ε = 2ν∑
kkk

k2 [VVV (kkk) ·VVV (−kkk)] , (15)

µ =
σ

ρ
∑
kkk

(BBB000 · kkk)
k2 [VVV (kkk) ·VVV (−kkk)] . (16)

Here kkk is the wavenumber vector associated with a 3D
Fourier decomposition. This is achieved through implement-
ing a fast Fourier transform technique on discretely sampled
data in the x-y plane in conjunction with a modal expansion
using (12). The total viscous and magnetic dissipation nor-
malised by their respective initial seeding energies are plot-
ted as a function of time in figures 5 and 6, respectively. For
10−6 ≤ Ep ≤ 10−3, a significant increase in viscous dissipa-
tion is observed immediately after the base flow is seeded
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(a) Ha = 10

(b) Ha = 100

(c) Ha = 150

(d) Ha = 600

Figure 3: Vorticity iso-surfaces of the eigenvector fields produc-
ing the maximum transient amplification Gmax evolved
to τopt for Ha = 10,100,150 and 600 at Re = 5000.
Blue and orange contours represent positive and negative
spanwise vorticity, respectively. Contour levels are ad-
justed to approximately 90% of the maximum magnitude
of vorticity. The flow is from left to right in the positive z-
direction, with the magnetic field orientated vertically in
the positive y-direction. For clarity, the vorticity is only
plotted for 0≤ x≤ 1.

Figure 4: Temporal evolution of energy amplification due to seed-
ing of the unperturbed base flow with the optimal dis-
turbance mode corresponding to Ha = 600 at Re = 5000
for initial perturbation energies 10−6 ≤ Ep ≤ 10−2. Here
the predicted growth rate using the linearised governing
equations is also plotted (dashed line).

with the optimal mode. For 10−6 ≤ Ep ≤ 10−4, the peak in
both magnetic dissipation and viscous dissipation appears to
be strongly correlated with the corresponding time of max-
imum amplification seen in figure 4. For Ep = 10−3 only
the latter is strongly correlated, with no relationship seen for
Ep = 10−2. At t ≈ 0.2, a sharp increase in ε and a corre-
sponding decrease in µ is observed for the highest energy
Ep = 10−2 case. At this point in time, the ratio µ/ε ≈ 1.1
indicates that viscous dissipation is contributing in almost
equal measure to the total dissipation rates in the flow. How-
ever, magnetic dissipation remains the dominant energy loss
mechanism for all Ep and t investigated here. After reaching
their respective peaks in dissipation rates, both ε and µ are
observed to decay (not necessarily monotonically) as t→ ∞.

It is interesting to note here that as the initial seeding en-
ergy approaches the infinitesimal limit described by the lin-
earised equations, the time rate of change of both dissipa-
tion mechanisms converge. In other words, ∂ε/∂t ≈ ∂µ/∂t
as Ep→ 10−∞. It also appears that as the initial seeding en-
ergy is increased, and the relative importance of nonlinear
terms in the solution in turn grows, a weakening of magnetic
dissipation and conversely strengthening of viscous dissipa-
tion is produced. A partial explanation for the difference
is through the larger cascade of energy transfer to higher
Fourier mode wavenumbers seen for greater seeding ener-
gies (not published here). Magnetic dissipation acts equally
on all scales, whereas the dissipating effects of viscosity are
more pronounced for higher k. Hence, nonlinearity is seen
to promote transfer of energy to high wavenumbers, where
viscous damping is dominant, rather than dissipating energy
through Joule damping at larger scales.

For further quantification of the dominant flow structures
leading to observed energy growth and dissipative trends, we
introduce a flow anisotropy measure

G =
G1 +G2

2
, (17)

where G1 and G2 are calculated using the normalised mean-
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Figure 5: Temporal evolution of normalised viscous dissipation
due to seeding of the unperturbed base flow with the op-
timal disturbance mode corresponding to Ha = 600 at
Re = 5000 for initial perturbation energies 10−6 ≤ Ep ≤
10−2.

square velocity gradients

G1 =
〈(∂u/∂y)2〉

2〈(∂u/∂x)2〉
and G2 =

2〈(∂v/∂y)2〉
〈(∂v/∂x)2〉

. (18)

These anisotropy coefficients characterises the difference
between the magnitudes of flow velocity derivatives taken
along (∂/∂y) and across (∂/∂x) the magnetic field direction.
They tend towards unity as a flow reaches a purely isotropic
state, and towards zero in magnetic field direction indepen-
dent anisotropic flow (Schumann, 1976). The primary cause
for the changes in these derivatives are known to be due to
the Joule dissipative effects found in MHD flows (Vorobev
et al., 2005). For 3D anisotropic flows, both coefficients in
(18) tend towards one another. Hence, the average of the two,
which are considered in (17), provide a good measure for the
overall level of anisotropy in the flow.

The time history of (17) is plotted for varying optimal mode
seeding energies in figure 7. Immediately onwards from t =
0, a rapid increase in G is observed for all Ep cases. Mul-
tiple peaks in flow isotropy are detected for all cases, where
the initial peak occurs at a slightly delayed time interval in
comparison to the time of maximum energy gain seen in fig-
ure 4. It is important to note that the measured decrease in
flow anisotropy is small for all cases

(
O(10−2)−O(10−1)

)
.

The flow remains dominated by anisotropic structures, yet
has small but finite intermittent bursts of relative isotropy.
For 10−4 ≤ Ep ≤ 10−2 the secondary peaks in G are equal
to or greater than the initial peak magnitude. In contrast, for
lower seeding energies Ep ≤ 10−5, the degree of anisotropy
increases after reaching a minimum at the first initial max-
ima seen in figure 7. It is interesting to note here that al-
though Joule dissipation remains strong for all Ep, as seen
in figure 6, this does not necessitate the temporal smooth-
ing of the velocity field so that a monotonic trend towards
a purely anisotropic state occurs. Exploiting this behaviour
could pose as useful for future investigations into eliciting
further transient growth and, potentially, instabilities.

CONCLUSION

The global maximum transient amplifications of an electri-
cally conducting fluid under the influence of a transverse

Figure 6: Temporal evolution of normalised magnetic dissipation
due to seeding of the unperturbed base flow with the op-
timal disturbance mode corresponding to Ha = 600 at
Re = 5000 for initial perturbation energies 10−6 ≤ Ep ≤
10−2.

Figure 7: Temporal evolution of the degree of anisotropy due to
seeding of the unperturbed base flow with the optimal
disturbance mode corresponding to Ha = 600 at Re =
5000 for initial perturbation energies 10−6 ≤ Ep ≤ 10−2.

magnetic field were investigated. A range of Hartmann num-
bers for 10≤ Ha≤ 1000 were studied at a fixed Re = 5000.
It was shown that two regimes exists for scaling of maximum
transient growth amplification; when perturbation structures
are dominated by 3D modes a scaling of Gmax ∝ Ha−1.6 for
10≤ Ha≤ 100 was found, and Gmax ∝ Ha−0.37 in the range
of 150 ≤ Ha ≤ 1000 for when optimal disturbances become
predominantly Q2D. Through comparison with existing lit-
erature, the SM82 model for Q2D MHD flow was found to
be a valid predictor of optimal linear growths in this regime.

A subsequent investigation into seeding of an optimal mode
corresponding to a high Ha regime into an unperturbed base
flow to study the dynamic response was also conducted. At
Ha = 600 and Re = 5000, it was determined that the initial
energy of the perturbation modes plays a fundamental role in
not only in the transient growth of energy, but also in the
dominant dissipation and anisotropy forming mechanisms.
No energy amplification above the linear prediction was ob-
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served for any nonlinear case. As the seeding energy ampli-
tude reduces in magnitude, it more closely recovers the linear
growth predictions. Additionally, the time at which their re-
spective maxima in energy occurs is closely correlated with
the time of maximum dissipation. However, this time interval
is increasingly shortened as the perturbation seeding energy
magnitude grows. It was found that no growth occurs for
Ep = 10−2, which is in congruence with a sharp increase in
viscous dissipation and combined decrease in magnetic dis-
sipation. The likely reason being that as the initial energy is
increased, and nonlinear terms in the solution become more
significant, a greater transfer of energy to larger wavenum-
bers k tends to occur. Lastly, it was shown that the flow is
dominated by anisotropy for all t and Ep, but experiences
intermittent bursts of increased isotropy.
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