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Abstract. Current approaches to privacy policy comparison use strict
evaluation criteria (e.g. user preferences) and are unable to state how
close a given policy is to fulfil these criteria. More flexible approaches for
policy comparison is a prerequisite for a number of more advanced pri-
vacy services, e.g. improved privacy-enhanced search engines and auto-
matic learning of privacy preferences. This paper describes the challenges
related to policy comparison, and outlines what solutions are needed in
order to meet these challenges in the context of preference learning pri-
vacy agents.

1 Introduction

Internet users commonly encounter situations where they have to decide whether
or not to share personal information with service providers. Ideally, users should
make such decisions based on the content of the providers’ privacy policy. In
practice, however, these policies are difficult to read and understand, and are
rarely used at all by users [1]. Several technological solutions have been developed
to provide privacy advices to users [2–5]. A common approach is to have users
specify their privacy preferences and compare these to privacy policies of sites
they visit. As an example, the privacy agent AT&T Privacy Bird [2] displays
icons to the user based on such a comparison, indicating whether the preferences
are met or not. In general, these types of solutions provides a Yes/No answer
to whether or not to accept a privacy policy. There is no information on how
much the policy differs from the preferences. A policy that is able to fulfil all
preferences except for a small deviation on one of the criterion, will result in
the same recommendation to the user as a policy that fails to meet all the
user’s requirements. The user is in most cases informed about the reason for the
mismatch, and can judge for himself whether the mismatch is important or not.
Still, there are situations where such user involvement is inefficient or impossible,
and the similarity assessment must be made automatically.

Automatic comparison of privacy policies is important to be able to give
situational privacy recommendations to users on the web. The Privacy Finder
[3] search engine ranks search results based on their associated privacy practices.
Policies are classified according to a predefined set of requirements and grouped
into four categories. Thus, sites that are not able to fulfil one of the basic criteria,



but offer high privacy protection on other areas will be given a low score. In order
to provide more granularity and fair comparisons, a more flexible and accurate
similarity metric is needed. Another application area of a similarity metric is
for preference learning in user agents [6]. This is the application area that we
focus on in this paper. To avoid having users manually specify their preferences,
machine learning techniques can be utilised to deduce users’ preferences based
on previous decisions and experiences [7]. Thus, having accepted a similar policy
before may suggest that the user is inclined to accept this one as well. Evidently,
this approach requires a more precise mechanism to determine what constitutes
a similar policy.

Automatic comparision of privacy policies is particularly complicated due to
the subjective nature of privacy [8]. What parts of a policy are most important is
dependent on the user attitude and context, and will influence how the similarity
metric is to be calculated. In this paper we investigate the difficulties of defining
a similarity metric for privacy policy comparison in the context of automatic
preference learning. We do not consider particular privacy policy languages (such
as P3P [9], PPL [10] or XACML [11]), but focus on the high-level concepts that
need to be solved rather than the particular language dependent problems. The
remainder of this paper is organised as follows. Section 2 gives an introduction
to CBR and how it can be used to enable user agents to learn users’ privacy
preferences. Section 3 describes the problem of policy comparison in more detail.
Section 4 takes some steps towards a solution, before Section 5 discusses the
implications of our suggestions. Section 6 concludes the paper.

2 Case-Based Reasoning for privacy

Anna visits a website she has not visited before. Anna’s privacy agent tries to re-
trieve various information on the website, including its machine-readable privacy
policy. Then the agent compares its knowledge of the website with its knowledge of
Anna’s previous user behaviour. In this case, the agent warns Anna that the pri-
vacy policy of the website allows wider sharing than what Anna has been known
to accept in the past. Anna explains to the agent that she will accept the policy
since the service offered is very important to her. The agent subsequently records
the decision and explanation to be used for future reference.

Case Based Reasoning (CBR) [12, 13] resembles a form of human reasoning
where previously experienced situations (cases) are used to solve new ones. The
key idea is to find a stored case that closely resembles the problem at hand,
and then adapt the solution of that problem. Figure 1 gives an overview of the
main CBR cycle. First, the reasoner retrieves cases that are relevant for the new
situation. Then the reasoner selects one or a few cases (a ballpark solution) to
use as a starting point for solving the new situation. Then this ballpark solution
is either adapted so that it fits the new situation better, or is used as evidence
for or against some solution. The solution or conclusion reached is then criticised
before it is evaluated (i.e. tried out) in the real world. It is the feedback that can
be gained in the evaluation step that allows the reasoner to learn. In the end, the



Fig. 1. CBR cycle [12]

new case is stored to be used as a basis for future decisions. Central to the CBR
approach is the retrieval of relevant cases to use as a basis for making decisions.
The prevailing retrieval algorithm is K-Nearest Neighbour (KNN) [14], which
requires a definition of what is consider the nearest case. In a privacy policy
setting this translates to finding the most similar privacy policies.

3 The similarity problem

To be able to compare privacy policies and use them in a CBR system we require
the following features:

– Similarity metric. A method to compute a similarity metric for each of the
statements of a policy. The method must be defined both for individual state-
ments (e.g. comparing retention period) and for entire policies. Additionally
it must handle missing statements so as not to simply ignore such.

– Similarity weight. A dynamic weight function to express the criticality or im-
portance of a statement or part of a policy. A user or expert may for example
specify that retention period is more important than conflict resolution.

– Similarity threshold. A threshold must be defined that determines whether
two policies are similar enough so that one can be used as a basis to give
advices on whether to accept the other.

In CBR, the similarity metric and weight function is normally what is required
to compute the k -Nearest Neighbours (i.e. the k most similar policies). Thus,
even if there are no policies that would be denoted similar, the algorithm will
always return k policies. To cater for this, we introduce the notion of a similarity
threshold such that the algorithm will return only policies that are within the
threshold value.

In order to develop a similarity metric, and the corresponding similarity
weight and threshold, there is a need to answer a few basic questions:



Fig. 2. Overview of solution

– What makes policies similar? Can policies offer roughly the same level of
protection without having identical practices? And if so, how to identify this
level of protection offered?

– What type of policy content is more important for privacy decisions? What
policy changes are less likely to influence users’ privacy decisions, and which
changes will? And is it possible to draw conclusions in this respect without
consulting the user?

There are a few surveys available that are able to give some insights into
what aspects of privacy are more important to users. As an example, studies
performed by Anton et al. in 2002 and 2008 [15] show that Internet users are most
concerned about privacy issues related to information transfer, notice/awareness
and information storage. However, in order to address the above questions in a
satisfactory way in this context, more detailed knowledge is needed.

4 Towards a solution

Figure 2 gives an overview of the type of solution we envision for policy com-
parison in the context of a privacy agent. When the user visits a website, the



machine-readable policy of this website is used as a basis for providing the user
with recommendations as to whether or not to share personal information with
this site. During policy evaluation the new policy is evaluated towards the poli-
cies in historical cases in order to identify the cases that are most similar to the
current situation and use those to come to a conclusion on what recommendation
to give the user. Being able to identify similar cases is critical to the success of
such a solution. If the cases selected as a basis for the user recommendation are
not relevant, the advice the user gets will likely be irrelevant and the agent will
be useless.

In order to be able to retrieve similar cases, the similarity metric is used
together with the similarity weight function and the similarity threshold. To be
able to compare individual statements, and assess the criticality of each state-
ment there is a need to know, for any type of policy content, what alternative
is better or worse in terms of privacy protection and how much better or worse
it is. It is also necessary to have some notion of how important one statement
is compared to other statements. In the figure, this is included as expert knowl-
edge. Privacy experts are those in the best position to specify this, and let users
benefit from their expertise. However, what is considered to be the most impor-
tant privacy concepts will likely vary between user groups, and also individuals.
It can also be dependent on the legal jurisdiction [16]. Expert knowledge can
be specified in a way that takes into account some of these likely variations.
However, it is also possible to make solutions that allow users to influence the
expert knowledge that is used as a basis for making recommendations. We will
come back to this shortly.

When the most similar cases have been retrieved, these should be adapted
in order to come to a conclusion regarding the current situations. This could be
done by simply taking a weighted majority-vote based on the set of cases selected.
But, as the agent should be able to explain its reasoning to the user, there is also
a need to build an argument that can be used to explain the agent’s decision.
In this process, expert knowledge also has a role to play by e.g. explaining why
something is important.

The conclusion reached is presented to the user somehow. The agent may e.g.
warn the user of problems with the policy, or stay silent as the policy is likely
to be accepted by the user. The user, in the same way, may or may not provide
feedback on this decision, e.g. by stating that he disagrees with the reasoning
behind the warning. Either way, the acceptance or correction of the recommen-
dation given is important and makes the agent able to learn and thereby improve
its reasoning. A correction of the agent’s reasoning may trigger a whole new re-
evaluation of the policy, and result in an update to the case repository that
will be in line with the preferences of the user. But the correction can also, at
least in some cases, be used to improve the expert knowledge used in the policy
evaluation. After all, users are experts on their own privacy preferences, and can
make corrections of type “I do not care who gets my email address”, or “I will
never allow telemarketing, no matter the benefits”



5 Discussion

Up till now we have mainly discussed the problems related to policy comparison
in a situation where historical decisions on policies are used to determine what
recommendations to give to users in new situations. We have pointed at the role
expert knowledge can play, and the importance that users can provide feedback
on the recommendations and also influence the expert knowledge used. In the
introduction we however pointed at other types of applications where automatic
policy comparison can be useful, e.g. in privacy-aware search engines. So, how
do our suggestions relate to such other uses?

We have considered situations in which privacy policies are compared with
policies the user has accepted or rejected previously, but this is not that different
from comparing a policy to those of similar types of sites to e.g. find how a web
shop’s privacy practices are compared to other web shops. In both cases there
is no strict pre-specified matching criteria to use. Expert knowledge will be
important in both cases, to assess what aspects of a policy are better or worse,
and how much better or worse. But where we have been mainly concerned with
identifying similar policies, other uses may be more interested in identifying
policies that offer better protection, and say something about how much better
this protection is.

The main research challenges that need to be addressed in order to develop
a similarity metric for comparison of privacy policies are related to the expert
knowledge, and in particular how expert knowledge should be presented, and
how to answer the questions regarding what privacy practices are better. We do
not aim at solving these research challenges in this paper, but rather take some
steps towards a solution. In this respect we suggest an architecture where it is
possible to start testing such metrics. With this architecture the metric and the
expert knowledge can be built step-by-step by only focusing on simple policies
in the beginning, and then extend the solution so that more parts of the policy
can be supported.

6 Conclusion

In order to develop new and improved privacy services that can compare privacy
policies in a more flexible manner than today, there is a need to develop a
similarity metric that can be used to calculate how much better or worse one
policy is compared to another. Expert knowledge can provide important input
to such a metric. To account for individual differences in privacy attitudes, users
should however have the possibility to correct and extend this expert knowledge.
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