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1 Introduction

This report evaluates the 1¥ DIGIT field trial. The field trial was a security risk analysis of the
publication of content in the Santander loan application framework, specifically of the publication
of offline calculators. The analysis was conducted over the course of six meetings from 10
September to 3 December 2007 as part of the DIGIT project.

DIGIT is a project financed by the Norwegian Research Council and includes several industrial
partners including Santander. The security risk analysis evaluated in this report is part of
Santander’s contribution to DIGIT.

The evaluation consists of two parts. The first part is an informal summary of the lessons learned
from the security risk analysis. The second part is an in-depth empirical evaluation of the use of
the CORAS language during the workshops of the security risk analysis, based on video analysis.

1.1 Structure of the report

Section 2 provides detailed information about the security risk analysis. In Section 3 we
summarise the lessons learned, and in Section 4 we present our empirical evaluation of the
CORAS language. Section 5 provides concluding remarks.
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2 The security risk analysis

The security risk analysis was conducted in accordance with the CORAS method. Part of this
method is a process describing which meetings and workshops that should be arranged as part of
the analysis, and guidelines for the organisation and arrangement of these meetings and
workshops. In the following sections we first give a general introduction to the CORAS process,
and then provide the details of how and when the meetings and workshops were organised in this
particular analysis.

2.1 The CORAS process

The CORAS process is based on the general, high-level process for risk management standardised
by [1], but is a refinement of this general process into a process tailored for the security risk
analysis methods we apply, and with practical guidelines for the execution of the security
analysis. This refined process can be referred to as “the seven steps of the CORAS method” and is
defined in [3]. These seven steps are summarised as follows:

e Step 1: The first step involves an introductory meeting. The main item on the agenda for
this meeting is to get the representatives of the client to present their overall goals of the
analysis and the target they wish to have analysed. Hence, during this initial step the

"analysts will gather information based on the client’s presentations and discussions.
Step 2: The second step also involves a separate meeting with representatives of the client.
However, this time the analysts will present their understanding of what they learned at
the first meeting and from studying documentation that has been made available to them
by the client. The second step also involves a rough, high-level security analysis. During
this analysis the first threats, vulnerabilities, threat scenarios and unwanted incidents are
identified. They will be used to help directing and scoping the more detailed analysis still
to come.
Step 3: The third step involves a more refined description of the target to be analysed, and
also all assumptions and other preconditions being made. Step three is terminated once all
this documentation has been approved by the client.
Step 4: This step is organised as a workshop gathering people with expertise on the target
of analysis. The goal is to identify as many potential unwanted incidents as possible, as
well as threats, vulnerabilities and threat scenarios.
Step S: The fifth step is also organised as a workshop. This time with focus on estimating
consequences and likelihood values for each of the identified unwanted incidents.
Step 6: This step involves giving the client the first overall risk picture. This will typically
trigger some adjustments and corrections.
Step 7: The last step is devoted to treatment identification. This step is best organised as a
workshop.

2.2 Meetings and participants

The security risk analysis conducted for Santander consisted of six meetings between the analysis
team and representatives of Santander.

Table 1 summarises the meetings of the security risk analysis. The table gives the date of each
meeting, a summary of the activities for each meeting, and a reference to which steps in the
CORAS process they represent.
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Meetings | Date Activities Steps
Meeting 0 | 5 Sept 2007 s Planning

Meeting 1 | 10 Sept 2007 | ¢ Presentation of target Step 1
Meeting 2 | 25 Sept 2007 | ¢ Presentation of target description Step 2

e Asset identification
o High-level analysis

Meeting 3 | 16 Oct 2007 | e  Approval of target description Step 3
e Definition of risk evaluation criteria
Meeting 4 | 2 Nov 2007 Workshop 1: Step 4

e Identification of threats, vulnerabilities and
unwanted incidents

Meeting 5 | 21 Nov 2007 | Workshop 2: Step 5
e Likelihood and consequence estimation
Meeting 6 | 3 Dec 2007 Workshop 3: ' Steps 6 & 7

e Risk evaluation
e Treatment identification

Table 1: Meetings of the security risk analysis

SINTEF was responsible for the administration of the analysis. Representatives from Santander
contributed as domain experts. The SINTEF analysis team and the Santander participants are
presented in the tables below.

Meeting
Role Name Company 1 |2 |3 |4|5]|6
Project leader Ketil Stalen SINTEF X | X | X
Analysis leader Heidi Dahl SINTEF X[ X X[ X[X]|X
Analysis secretary Mass Soldal Lund SINTEF X[ XX | X |X|X
Analyst Aida Omerovic SINTEF X[ XX [ XXX
Analyst Emese Lujza Bogya | SINTEF XX | X
Table 2: Security risk analysis team
Meeting

Role Name Company 11213456

Coordinator Tor Gaute Indstay Santander | X | X | X [ X | X | X

Target owner Anne Karine Walfjord | Santander | X X[ X | X | X

System operator | @ystein Andersen Santander XXX ]X

Security expert | Tarje Milde Santander | X X

IT architect Geir Berglind Santander | X X

Table 3: Santander team

2.3 Deliverable

The deliverable of the security risk analysis was a security risk analysis report documenting risks,
their risk levels and recommended treatments. The report had a total of 69 pages and two
appendices. The quality assurance of the report was conducted in accordance to standard SINTEF
practice. The report was delivered to Santander on 6 February 2008 pr mail by the analysis leader.
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3 Lessons learned

This section presents lessons learned from the analysis. The analysis was carried out following the
CORAS method as documented in [3] (see Section 2). This presentation follows basically the
same structure. In Section 3.1 we look at the system and target description, in Section 3.2 the asset
identification, in Section 3.3 the likelihood and consequence scales, and risk matrices, in Section
3.4 the identification of threats, vulnerabilities and unwanted incidents, in Section 3.5 the
likelihood and consequence estimation, in Section 3.6 the risk evaluation and treatment
identification, and finally in Section 3.7 writing of the report and other supplementary work.

3.1 System and target description

Santander provided a system description in the form of rich pictures and use cases. This system
description held high quality and provided a good starting point for our formalisation of the target
description. It was, however, sometimes difficult distinguish the “as is” system description from
the “to be” system description, and this led to some misunderstandings and need for clarification
during the discussions about scope and target. In addition to Santander’s presentation of the
system description, the analysis team was invited to participate in a demonstration, outside of the
standard meetings and workshops of the analysis, of part of the system to be analysed. This
demonstration proved very valuable, as it gave the analysis team a deeper understanding of the
target of analysis.

The analysis team formalised the system description in UML using a UML template for MS
Visio. The target description used the same diagrams with a colour coding (black for outside
target and red for inside target). The final target document had the form of a MS PowerPoint
presentation. While the use of MS Visio and MS PowerPoint works excellently for presentations
of system and target descriptions, it is unfortunate if we view the system description as an artefact
with a value of itself. For the customer the possibility of using the system description for other
purposes, and hence its value, would increase if it had been formalised in a specialised UML tool.

The formalisation of the system and target descriptions made to some degree non-standard use of
UML diagrams, such as using package diagrams for describing the architecture of the system.
This was unfortunate as it led to some confusion with respect to the meaning of the diagrams. The
use of colour coding in order to define the target gives a feeling of being somewhat ad hoc. In the
light of this it could be useful if the guidelines for making system and target descriptions were
elaborated and made more detailed.

Summary

e We should in future security risk analyses state explicitly at the start of the analysis whether it
is an analysis of the system “as is” or the system “to be”.

e Demonstrations of the target system are useful for the analysis team and should be
recommended.

e We should consider using a specialised UML tool for formalising the system and target
descriptions.

e Elaboration of the guidelines for making system and target descriptions would be useful.

3.2 Asset identification

During the asset identification there was some discussion related to the ranking of assets. The
reason for this was that while all the participants from Santander viewed themselves as
stakeholders, they belonged to different parts of the enterprise — with different responsibilities,
concerns and interests. This was resolved when we were able to establish a common interpretation
of how we understood the stakeholder/party “Santander”.
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The distinction between direct and indirect assets was of great use during the asset identification;
it helped us focus the analysis on the more “concrete” assets. This also helped us make a kind of
compromise between the concerns and interests of Santander as an enterprise and the concerns
and interests of the participants as Santander employees.

Summary

e When defining the stakeholder/party of the analysis it is important to establish a common
interpretation of who the stakeholder/party is and his/hers/its/their concerns and interests.

e The distinction between direct and indirect assets provides a meaningful way of classifying
assets, and may help focusing the analysis on more concrete aspects without compromising
concerns at enterprise level.

-

3.3 Likelihood and consequence scales and risk matrices

The definition of a likelihood scale and most consequence scales was relatively smooth. However,
in the definition of one of the consequence scales we had trouble defining how the consequences
should be expressed, and how the different severities should be distinguished from each other. We
were not able to resolve this on the meeting where likelihood and consequence scales were to be
defined, with the result that we had to use time on the next meeting to make the final definitions.

Definition of the most of the risk evaluation matrices was unproblematic. However, one of the
matrices ended up as entirely red, i.e. with all combinations of consequence and likelihood
defined as unacceptable. It is a question whether this is problem or not, but it may indicate that we
were not able to define a consequence scale that distinguished sufficiently between the severities
of different events. This also raises the question whether we should always use the same
likelihood scale for all assets, or if we should allow for more fine grained likelihood scales when
we have problems defining consequence scales that can distinguish between acceptable and
unacceptable events.

Summary
e A more extensive library of “reusable” consequence scales could be useful.
e The practice of using the same likelihood scale for all assets should be reassessed.

3.4 ldentification of threats, vulnerabilities and unwanted incidents

The identification of threats, vulnerabilities and unwanted incidents was carried out according to
the guidelines, and with on-the-fly modelling of threat diagrams projected on a whiteboard. This
approach to identification of threats, vulnerabilities and unwanted incidents worked well and was
to a large degree successful. The only criticism of these sessions is that the SINTEF analysis team
could have been more challenging towards the other participants when discussion was slow.

The CORAS editor was used by the analysis secretary for the on-the-fly modelling. The editor
works satisfactory in the sense that it is possible to use it for this purpose without major problems
or loss of data. However, the editor still has many bugs and known issues which makes it more
difficult to use than should have been necessary. Further, it is difficult to hide the problems of the
editor from the customer during on-the-fly modelling. This may give an impression of lack of
professionalism, or lack of maturity of the CORAS method, event though this is not necessarily
the case (i.e. it can be somewhat embarrassing to use the editor in front of people).

Summary
e On-the-fly modelling during security risk analysis workshops seems to be a good means for
identifying and structuring vulnerabilities, threat scenarios and unwanted incidents.
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e There are still substantial problems with the CORAS diagram editor. Effort should be invested
to improve the editor, especially with respect to compliance with the textual syntax.

3.5 Likelihood and consequence estimation

Likelihood and consequence estimation was carried out by walk-through of the threat diagrams.
This was mainly unproblematic, but the problem of the undecided consequence scale re-emerged,
and made consequence estimation for the relevant asset less efficient than it could have been.

The likelihood and consequence estimates were documented by annotating the threat diagrams
using the CORAS diagram editor. This works ok, but the CORAS diagram editor lacks explicit
support for annotating threat scenarios and unwanted incidents with likelihood estimates. This
means likelihood estimates must be entered as text together with the description of the threat
scenarios or unwanted incidents, which makes the use of the editor unnecessarily tedious.

Summary

e It is important to have the likelihood and consequence scales thoroughly established before
starting the likelihood and consequence estimation.

e Explicit support for annotating threat diagrams with likelihood estimates would improve the
CORAS language editor.

3.6 Risk evaluation and treatment identification

Risk evaluation was carried out off-line by the analysis leader based on the likelihood and
consequence estimates. The risk evaluation was documented in risk diagrams and risk matrices.
Treatments were identified in a treatment workshop and documented in treatment overview
diagram. Unfortunately, a bug in the CORAS diagram editor prevents us from making risk and
treatment overview diagrams with the editor, so these diagrams had to be prepared using MS
Visio. Further, we have no support for automatically making risk evaluation matrices, something
that could have been useful.

Summary

e The CORAS language editor should be fixed so it can be used for making risk diagrams.

e Support in the CORAS language editor for generating risk evaluation matrices could be
useful.

3.7 Finishing of the report and other supplementary work

We decided not to use the report generation functionality of the CORAS tool, but to prepare the
final report with MS Word. With the exception of risk and treatment overview diagrams (see
Section 3.6), the report uses diagrams exported from the CORAS language editor. This saves the
work of redrawing the diagrams, e.g. with MS Visio, but making changes to the diagrams of the
report becomes more tedious.

As a result of the work with the report, a template for security risk analysis reports written in MS
Word was made. Each meeling of the security risk analysis stared with a short introductory
presentation, and also these MS PowerPoint presentations have been converted into templates for
future use. Both the report template and the presentation templates have been applied in a later
analysis, and proved to save efforts.

Summary

¢ Combined use of the CORAS language editor and MS Word for producing security risk
analysis reports works fine, but including diagrams for the editor in the written report is
tedious work.
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® Templates can reduce the work of future analyses, and further work on improving the
templates should be considered.
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4 Evaluation of the CORAS language

In connection with the security risk analysis trial we made an evaluation of some aspects of the
CORAS method, namely the CORAS language. The evaluation is based on a methodology for
case studies.

A common conception is that graphical modelling languages can increase the understanding and
advance the communication between stakeholders in technical matters related to computerized
systems. In this evaluation we aim to investigate whether the CORAS language — a graphical
language for modelling of security risk information — may have this effect in a security risk
analysis.

We make a first formulation of our overall hypothesis for the evaluation as follows:

“The CORAS language contributes to the understanding of risks in a security risk analysis,
and contributes to communication between participants of a security risk analysis.”

In the following, this formulation is refined into research questions that we aimed at answering in
the case study that the trial constituted. Section 4.1 gives background on the CORAS language,
Section 4.2 presents our case study design and Section 4.3 provides the results of the evaluation.

4.1 Background on the CORAS language

The CORAS language is a graphical modelling language to be used in security risk analyses. The
language is used as part of the CORAS method, which provides a methodology — including a
process and a number of guidelines, as well as the language — for conducting security risk analysis
of computerized systems. The most comprehensive treatment of the CORAS method is found in
[2], which includes material from other publications on the method, such as [3,5]. The CORAS
method is based on the use of structured brainstorming. In these brainstorming sessions, the
CORAS language is applied for making models of threat scenarios and risks on the fly. The way
in which the models are constructed, as specified in the guidelines, structures the brainstorming
sessions. These models are also important contributions to the documentation of the security risk
analysis results, i.e. the security risk analysis report.

The first version of the language appeared in 2002 as a UML profile, but has since then been
developed into a specialized language (domain specific language) through several iterations with
feedback from trials, teaching and experiments [10,11]. The latest version of the language, which
was the version that is applied in the 1* DIGIT field trial, is documented in [5].

4.1.1 Claims about the CORAS language

In the following we have a look at what should be considered “intended use” of the CORAS
language, and at the results of earlier evaluations of the language.

Early publications on the language (e.g. [12]) usually state the objectives of the language as:
e To describe the target of evaluation at the right level of abstraction.
e To facilitate communication and interaction between different groups of stakeholders
involved in a security risk analysis.

e To document security risk analysis results and the assumptions on which these results
depend to support reuse and maintenance.

In [6], the success criteria of the language are stated as:
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“[A] language for describing security risks, that:
a. is suitable for use in structured brainstorming sessions
b. is easily understandable for the participants in the brainstorming, including those who
receive the analysis results afterwards
c. has a precise syntax, meaning its design should be based on:
1. best practice within information visualization
ii. experiences with realistic security risk scenarios
1ii. users’ preferences
iv. existing risk modeling techniques
d. has a structured semantics that translates arbitrary diagrams into English
e. supports and documents the different steps in the security analysis process”

-

In [5], which focuses on the semantics of the language, three claims regarding “our graphical
approach to security risk modelling” are made. The claims are that the CORAS language
contributes to solving the issues of:
¢ How to facilitate communication in a group consisting of people with different
backgrounds and competences.

e How to estimate the likelihoods and consequences of identified risks.
e How to document the security analysis in a comprehensible manner.

In the setting of this evaluation, where the use of the language is in focus, the first bullet is the
most relevant. In the document, this claim is further elaborated:

“Our aim has been to provide the participants with a means of communication that covers
both technical and more high-level information, without being too complicated to
understand. Offering a common basis for communication will hopefully reduce
misunderstandings and thereby give a more correct risk picture.”

These formulations form the basis when we formulate our research questions with respect to the
intended use of the CORAS language.

4.1.2 Earlier evaluations of the CORAS language

Evaluations of earlier versions of the language include an empirical study of the terminology on
which the language is based [9] and an empirical study of the use of graphical icons in the
language [8]. The former concluded that the terminology of the language to a large degree is
intuitively understandable, while the latter concluded that using graphical icons increased the
readability (measured in reading speed) of diagrams made with the language. A qualitative
evaluation of the language [7] concluded that in most cases it has the necessary expressiveness for
modelling security risk analysis results, but that parts of the language was superfluous and that
some situations could not be modelled satisfactory. All these studies have led to changes in the
language where the identified shortcomings have been mitigated [10].

4.2 Case study design
We base our case study design for evaluation of the CORAS language on a methodology for case
studies describe by Robert K. Yin [14].

According to Yin a case study design should include:
1. research questions
2. proposition
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3. characterization of the unit(s) of the evaluation
4. the logic linking the data to the proposition
5. the criteria for interpreting the findings

In the following we characterize the design of the case study. While we do not follow the points
of Yin directly, our case study design does cover all of the points.

4.2.1 Setup of the case

The 1" DIGIT field trial is a real security risk analysis, conducted for the Norwegian branch of
Santander. Santander in Norway has responsibility for the online banking systems of Santander in
the Nordic countries. The target of analysis was a system for car loan applications in Finland. The
system is used by car dealers to apply for car loans on behalf of their constomers. The front-end of
the system consists of a framework, running locally at the car dealers’ computers, and a loan
calculator running in the framework. The framework communicates with Santander’s servers, and
part of the target is also the method used for publishing updates of the loan calculator on the
server from which they are downloaded by the framework.

A security risk analysis consists of several meetings. In this security risk analysis, the meetings
followed the structure recommended by the CORAS guidelines, documented in [3]. The security
risk analysis is lead by an analysis team. The analysis team always consists of an analysis leader
and an analysis secretary. In this analysis, the team also had an additional member who took part
in the discussions at the meetings, and an evaluator who observed the meetings.

In addition to the analysis team, the security risk analysis had participants from Santander. These
participants are what Yin calls the units of the evaluation. In this particular security risk analysis
they were IT professionals — IT architects, IT security experts, system developers and IT support

personnel.

At the beginning of each security risk analysis meeting, the participants were given a brief
introduction by the risk analysis secretary, presenting the risk analysis concepts and the elements
of the CORAS language that were relevant for the discussions on that meeting. These
presentations followed the definitions from [2] and the semantics of the language as defined in
[5]. An example of the introduction the participants were given at the risk analysis meeting is
shown in Appendix A.

4.2.2 Research question
Based on what has been said earlier about the desired properties of the CORAS language, we can
reformulate our overall hypothesis to the following:

“The participants of the security risk analysis trial use and understand the CORAS
language as intended (i.c. in accordance to definitions of concepts and the semantics)
regardless of background and with a minimum of training”

Yin recommends that the phrasing of the research questions should guide the choice of research
strategy. However, he also says that when you have a predisposition towards a specific research
strategy, as in our case, you should formulate your research questions to best match the strategy.
For case studies Yin recommends “how” and “why” questions as the form of the research
questions, which means following the interpretive school. Based on this recommendation and the
background information about the CORAS language, we formulate the following overall research
question:
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“How is the understanding of the language and the use of its concepts among the
participants in the security risk analysis trial?”

This can again be made more specific by the following sub-questions:

¢ “Do the participants understand the language as intended?”

e “Do the participants use the language as intended?”

e “Do the participants’ background influence how they use the concepts and understand the
language, and in case how?”

¢ “Do misunderstandings come to the surface when the diagrams are used (drawn), or when
the diagrams are to be understood (read)?”

e “Are there certain concepts that are more easy/faster understood, than others? Do some
particular misunderstandings occur more than once?”

By “understand the language™ we mean being able to interpret diagrams made in the language in
accordance with the structured English semantics defined in [5]. This is of course difficult to
investigate directly. We must therefore resort to an investigation of the use of the language.

When we continue to formulate propositions, we therefore make propositions that are related to
the use’of both concepts and the language.

4.2.3 Propositions

The difference between research questions and propositions is that research questions state what
we are interested in investigating, while propositions are statements more directly related to what
we are able to study.

Based on the overall research question we can formulate an overall proposition for the evaluation:

“After a short introduction on each meeting, the participants of the trial show a use of the
language and its concepts that indicate that they understand the language and its concepts

as intended.”

Again, we can define a number of sub-propositions that make the statement more specified. In
these propositions we try to state what kind of use we are looking for as indications of
understanding.
e "The duration of the discussions related to the meaning of the language and its concepts,
beyond the ones during the presentation of the concepts, is negligible.”
e “There are few misunderstandings in the discussion at the meetings originating from the
use of the language and its concepts.”
e “The participants of the meetings seldom have to ask the analysis leader about what
concepts, language elements or diagrams mean.”

4.2.4 Data collection
During the security risk analysis meetings we collected data that we use to investigate the validity
of the propositions formulated above. The main method of data collection was observation of the
meetings. These observations were made in two ways:
e The evaluator observed the meetings and made notes of the occurrence of specific events
during meeting.
* The meetings were recorded on video. The video from the meetings were analysed after
the security risk analysis using the video analysis software Observer [13] from Noldus.
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The subjects did mainly talk during the analysis, and the data collection therefore focused on their
actual speech rather than, for example, their body language. Both the observations by the
evaluator and the video analysis focused on the occurrence of specific events during the meeting.
These events are defined such as to be indicators of how the language and its concepts are used
during the meetings. An event is characterized by its duration, prelude (reason) and content. When
similar events occur more than once, we can find its frequency and possibly establish patterns.

The evaluator focused on observing “negative” indicators — i.e. events that indicate that there are
misunderstandings or participants have problems understanding the use of concepts or the
language. These indicator events were taken down on a form by the evaluator during the meetings
and categorized into event classes. The evaluator form and the event classes are shown in
Appendix B. These forms formed the basis for development of a coding scheme used in the video
analysis (see Section 4.2.6).

4.2.5 Interpretation/analysis of the data

When we analyse and interpret the data it is important that we establish a relation between the
analysis and the validity of the propositions. If the propositions are true, we expect the occurrence
of “negative indicators” to be few and short; and relatively stable throughout the trial (because a
large decrease could indicate that the experience gained though participation is more important
than the intuitive understanding).

In addition to count the number of occurrence of these indicator events, we have also used the
video analysis to find out what situations cause the events. Another part of the analysis was to find
out exactly which concepts were misunderstood, and which were understood. If the propositions
are true, the misunderstandings should not occur because of the reading of the diagrams. In other
words, as long as the reason for the misunderstanding was not about the reading of the diagram,
the hypothesis will be valid.

We also tried to see if we could establish patterns by finding resemblances in the events, and
maybe specific orders of events. If there are not any patterns to be found in the occurrence of
events, (but we are facing different specific events) our hypothesis will be strengthened.

4.2.6 Coding scheme

The basics of using the video analysis tool Observer is to code (or tag) the video with a predefined
coding scheme [13]. A thorough analysis of the video would make it possible to code every single
action of the observed persons, but this would be an enormous task and not all data would be
relevant to our research. The question is therefore which specific events we are looking for? We
have to specify the events we should be looking for and want to code.

Because the recorded meetings might show events we had not anticipated before we stared the
analysis, we did a repetitive coding. This made it possible to apply any new knowledge gained in
the coding process to our research. This means we had to stay open for new ways of analysing the
video and to change the coding scheme accordingly.

In the following we present the considerations made in the creation of the coding scheme.
e Actions/verbal interaction. Our main focus of coding was on the communication

between the participants. Even though body language of course is an important part of the
communication process, this is not a part of the coding.
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Subjects. The participants of the security risk analysis meetings can be divided in two
groups: the analysts and the clients. We focused mainly on the client’s actions.

Questions. We have not only coded the use of the CORAS language, but also wherever
the subjects have questions about it. Identifying the relevant questions can of course be a
delicate matter since the questions may not be directly related to the CORAS language or
its semantics.

Misunderstandings. What qualifies as a misunderstanding can be put up for discussion.
We differentiate misunderstanding from question by saying that when there is a question,
the subject knows that (s)he does not understand, while in a misunderstanding it is the
analyst who notices that something in not clear. We have concentrated on the
misunderstandings with respect to the semantics of the CORAS language.

Patterns. In order to find out if there is any pattern in the misunderstandings we also
coded the circumstances of the events — the situation the subject found themselves in while
the misunderstanding occurred. The two obvious situations are reading a diagram and
drawing (indirectly) it. '

We used the video analysis software Observer to code our videos. As stated earlier, the data
collection was conducted in an iterative way, open for improvements of the coding shceme. From
what we learned during the actual coding, the following considerations were made.

No starting/ending points. The total time of the videos was 796 minutes (around 13
hours). We soon noticed that the misunderstandings had so short durations that there was
no point in coding their starting and ending points.

“Remarks”. As mentioned earlier, the topics of the discussions could not always be
clearly divided into the two groups “about the CORAS language” and “not about the
CORAS language.” Some statements were, for instance, indirectly about conducting
security risk analysis using CORAS. We therefore found it interesting to code certain
remarks, expressed by the clients. The problem here is that they cannot be divided into the
two clear groups of positive and negative statements about the CORAS language.

Correct use, wrong word. We noticed that many times the semantics of the CORAS
language was understood correctly but the clients did not use the correct, specific
expression. We therefore found it interesting to have a coding for these situations, i.e.
situations the client has a clear difficulty in coming up with the correct word.

The resulting coding scheme used in the video analysis is presented in Table 4 below.

The semantics of CORAS

One of the concepts

Question asked by the client about:

Reading a diagram

Misunderstanding that occurs

while: Drawing a diagram

Talking about a diagram

Using a specific word (expression)

Understanding:
5 Using an unspecific word

Remark (anything else concerning CORAS)

Table 4: The final coding scheme
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4.3 Results

The videos are recordings of almost the whole security risk analysis, while the CORAS language
is not used in all the meetings [3]. It is therefore not surprising that there are no coded events for
some parts. The coded events are summarised in Table 5. As we can see, half of the events are
from meeting 4.

All Meeting | Meeting | Meeting | Meeting | Meeting
meetings 2 3 4 5 6
About the
Question semantics 4 4 I 0 : 0 0
About the concept 2 0 1 1 0 0
) While reading 1 0 0 1 0 0
Mis- While drawing | 7 | 4 0 0 4 0 0
understanding

While talking 2 l 1 0 0 0
Specific word 9 -] 0 5 3 0

Understanding L - 13
Unspecific word 4 0 0 2 2 0
. Remark 6 6 2 0 2 2 0
Sum 30| 30 § 2 16 7 0

Table 5: Overview of the coding

The CORAS language is mainly used when the threat diagrams are drawn, and it is therefore not
surprising that most coded events occurred during meeting 4 (Risk identification). We will
therefore first look at all the data, and thereafter look more closely on the events of the fourth

meeting.

4.3.1 Evaluation of propositions
In Section 4.2.3 we stated the following propositions:
e "The duration of the discussions related to the meaning of the language and its concepts,
beyond the ones during the presentation of the concepts, is negligible.”
o “There are few misunderstandings in the discussion at the meetings originating from the
use of the language and its concepts.”
e “The participants of the meetings seldom have to ask the analysis leader about what
concepts, language elements or diagrams mean.”

In the following we look at these propositions in the light of the analysis of the video of the
meetings. :

4.3.1.1 Short time

As already mentioned, the events were so short that there was no point of coding their starting and
ending points. The events were composed of one to two sentences from both the client and the
analyst. In some cases the clients had already found the answer themselves right after they had
articulated the question.

4.3.1.2 Few cases

The CORAS language was used in three of the meetings of the security risk analysis with a total
duration of 575 minutes (9.5 hours). During this period there were 4 questions and 7
misunderstandings (see Table 6). This means that the frequency of misunderstandings and
questions is 1 per 52 minute, and the frequency of misunderstandings only is 1 per 82 minute.
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About the 2

Question semantics 4
About the concept 2
While reading 1
Misunderstanding| While drawing 7 4
While talking 2

Table 6: Overview of the coded questions and misunderstandings in total

4.3.1.3 Stable frequency

In Figure | we see the coded events marked against the timeline for the parts of the security risk
analysis when the CORAS language was used. We can see quite clearly that the frequency of
neither misunderstandings nor questions is stable.

[ N |

& —o&
—

@

&
A

L3
L 3

¢ Misunderstandings ‘
’ © Questions |
00—0—0—————— - - -
0 60 120 180 240 300 360 420 480 540

Figure 1: Questions and misunderstandings

4.3.1.4 No patterns, no repetitions

The division of misunderstandings in their sub-categories is shown in Table 7. The
misunderstandings occurred mainly when the clients were asked to draw the diagrams (indirectly
in the sense that they were telling the analysts what to write and draw.)

While reading |1
Misunderstanding (While drawing |4
While talking 2

Table 7: Overview of misunderstandings

4.3.2 Analysis by expression
When analysing the understanding and use of icons by the clients, one must keep in mind how
much time and experience the client had with the icons. We can then note two interesting
situations:
e The clients face many new icons when the threat diagrams are drawn.
e The clients are meeting only one or two new icons when the asset diagrams and the
treatment diagrams are drawn.
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Diagrams
ovési?;wv Threat | Risk lzf;t:?:;t Treatment

Asset X X X X X
Party X

Threat X X X X
Vulnerability X X
Threat scenario X X
Unwanted incident X X
Risk X X X
Treatment scenario X X

Table 8: Use of icons in each diagram

The use of the icons in the different diagram types is shown in Table 8. All the icons and
expressions were used during the security risk analysis. In the following we look at the different
events coded for each icon and expression.

Some icons do not have any coded events, but this does not mean that the icon was not used
during the meetings. When something is intuitive, we take it for granted, and therefore we do not
mention it. It is only when something is special or unusual that we mention it. We may therefore
conclude that those icons and concepts which were the most intuitive for the clients are those that
are did not create special events that could have been coded. Three concepts do not appear in our
coded events. These absences have different reasons:

¢ Risk. During a security risk analysis, the word “risk” is used all the time, one may say it is
an *“overused word”: risk estimation, exposed to risk, risk matrix, etc. We may therefore
assume that the expression was familiar to the clients.

e Party. The party icon is one of the first ones to be introduced, when there are still few
icons, and it is used only in the beginning of the analysis process. Since it is representing
the company of the client, the identification is easy.

e Treatment seenario. The treatment icon, contrary to the party icon, is one of the lasts
ones to be introduced, when all the other icons have already been introduced and are in
use.

In the following sub-sections we summarise the coding of the remaining concepts.

4.3.2.1 Asset
The semantics: There are no positive or negative events concerning the semantics of asset. It leads
us to believe that the icon was intuitive.

The concept: The first reaction of the client towards the word “asset” was question about its
definition. The concept of asset seemed to be too wide.

Meeting Coding Event
Question | Concept “What do you put in the word assets?”
: Mis. Talk “To lose concession, is that an asset?”
4 Underst. Spes. word | “Asset, how often do you use that in everyday life?”

Table 9: Events related to the concept of asset
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4.3.2.2 Vulnerability

The semantics: The semantics of vulnerabilities was not mentioned during the analysis. This
indicates that the icon was intuitive. -

The concept: All the four events are evidence confirming that the concept of vulnerability was
understood. The use of “vulnerability” throughout the analysis, tells us that the concept was
familiar to the clients.

Meeting Coding Event
3 “The vulnerability is if we make a copy without encrypting it, “
“That it is not scalable, yes that’s one of our vulnerabilities,”
Underst. | Spes. word ==
_ 3 “The vulnerability is that one makes systems that often change.”
5
“How we configure it; that is our vulnerability.”

Table 10: Events related to the conéept of vulnerability

4.3.2.3 Threat

The semantics: The semantic difference between deliberate and accidental threats seems to be
clear. The difference between human and non-human threats, however, needed some clarification.

Meeting Coding Event
First reaction to the threat icons: “I see those threat buddies: there
is one that is mean, one that is good — and there is a flag?”

2 Question Semantic

Table 11: Events related to the semantics of threat

The concept: As we can see from Table 12, the clients had a hard time with the idea of deliberate
vs. accidental threats; instead they were fixed with the idea of authorised vs. unauthorised person.
Instead of “deliberate” and “accidental”, they used expressions like “person with goodwill”,
“mean intention”.

When discussing threats, clients already think of the consequences. Clients manage to find
consequences, while not always identifying the threat.
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Meeting Coding Event
. . & is i [t ility of
2 Mis Talking What li important here, the threat or the usability of the
system?
. L tolen; i ds if it is with i
Underst., | Unspecific word. no?gt the data can be stolen; it depends is with intent or
Question | Concept “Is not a deliberate threat also an authorised person?”
Underst. | Specific word *...a person that does it with mean intention...”
; 1 i ised ?
4 Readiii ' Why is thS unauthorised person a threat? Oh, yes because he
is stealing.
Mis “The threat is that the clients use the competitor’s because ours
) ; is not available”
Drawing : x = -
Looking for deliberate threats: “Others can be internal people
like me who accidentally take down the server.”
Underst. Knspezuile Pointing: “That person...”
5 work
“An unauthorised person does not have to be some strange
Remark . 5
man, but it can be one of our consultants.

Table 12: Events related to the concept of threat

4.3.2.4 Unwanted incident
The semantics: Since the unwanted incident is introduced at the same time as the threat scenario
one of the clients pointed out the unwanted incident icon’s similarity to that of the threat scenario.
It only took 5 minutes for the client to answer his own question, about their differences.

Meeting

Coding Event

Question | Semantics.

What is the difference between the box with the triangle and the
one with a star?

Underst.

Unspecific [ “Now I get it — the star, it is exploding. And the triangle is the

word warning.”

Table 13: Events related to the semantics of unwanted incident

The concept: Unwanted incident is mentioned throughout the security risk analysis. The clients

have no problems in understanding what the concept is.

“An unwanted incident is for instance that we get 10 applications a

Meeting Coding Event
2 Specific [day.”
Underst. -
. the data.”

word “The unwanted incident would be that someone manages to pick up

Table 14: Events related to the concept of unwanted incident

4.3.2.5 Relations

22

The semantics: The clients understood that an arrow symbolises some relation between two icons.

The concept: The kind of relation an arrow stands for seemed to be less obvious. They therefore

used only the word “arrow” to describe them.
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Meeting Coding Event
. . “We should have an arrow from here to there...”
4 Mis. Drawing - - - —
Proposing to have an arrow directly from vulnerability to asset.
Unspecifi ;
5 Underst, pecitic “There is no arrow there...”
word

Table 15: Events related to the concept of relation

4.3.2.6 Frequency
The semantics: There were no problems concerning the semantics of frequency.

The concept: The client’s remarks about the use of frequencies in a security risk analysis may
show how well CORAS nianages to motivate the use of frequencies.

Meeting Coding | Event

5 Remark

“Why do we have to put frequencies at all?”

?

Table 16: Events related to the concept of frequency

4.3.2.7 Summary
Table 17 summarises the above analysis of the intuitiveness the CORAS language, and states in
what way we can say that the concepts and language elements are intuitive and in what way we
can say that they are not intuitive.

Intuitive Not intuitive

Asset The semantics is understood. 1he coqcept 18 Bt wide. Lsinisual
expression.

Party Not coded Not coded

Human The semantics clearly shows the To identify that the difference between

threat “human aspect” of the threat. them is the intention.

Non human Unclear semantics about the kind of

threat the threat.

Vulnerability | Familiar expression.

Tl is enough time t ili By

lreat. TI.I ore 15 enong o gt Resemble each other. The client is
scenario with it. . p
TR : introduced to four new icons at once,

Unwanted Familiar expression and understood |. ;

e including these two.

incident concept.

Risk Not coded Not coded

t
Lreg Ir.aent Not coded Not coded
scenario

Table 17: Summary table of the intuitiveness of the icons
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5 Conclusions

This report evaluates the 1* DIGIT field trial, a security risk analysis conducted for Santander in
the autumn of 2007. The evaluation has two parts; a summary of the lessons learned from the
analysis and an empirical investigation into the use of the CORAS language in the security risk
analysis meetings. The more informal lessons learned evaluation is similar to the informal
evaluation we have made of earlier security risk analysis trials in projects like CORAS and
SECURIS, while the empirical evaluation is a first attempt at making our evaluations more formal
and scientific.

The main lessons learned can be summarised as follows:
e The CORAS method in its current form is starting to stabilise. By following the guidelines
of the CORAS method strictly, we were able to conduct a successful security risk analysis.
e Though the guidelines are starting to stabilise, there seems to be a potential for
improvement with respect to: '
o Formalising the system and target specifications.
o Definition of likelihood and consequence scales.
e The tool support of the CORAS method is still somewhat weak, and the CORAS diagram
* editor has still a large potential for improvements.

The empirical evaluation, without being conclusive, gives us some indications with respect to the
usability of the CORAS language:

* The “negative events”, i.e. misunderstandings and questions, with respect to the language
were relatively few. This indicates that the language is relatively intuitive for the group of
IT professionals that participated in the security risk analysis.

e The frequency of these *“‘negative events” seems to be higher when new concepts and
language elements are introduced, which indicates that there is a learning curve for the
participants.

e The time spent on “resolving negative events” is negligible, which indicates that even
though there is a learning curve for the use of the CORAS language, this is not a major
problem.

e An interpretive analysis of events during the security risk analysis indicates that most of
the concepts and language elements of the CORAS language is intuitively understandable
for the IT professionals in the analysis. The two notable exceptions are the categorisation
of threats into “human deliberate”, “human accidental” and “non-human”, and the
semantics of, and difference between, the relations that are represented as arrows in the
diagrams.

It should be noted that the data of this evaluation can be seen as somewhat sparse, and that for this
reason it can be difficult to draw strong conclusions. It should also be noted that this is the first
time we have carried out this particular kind of evaluation/case study, and that the learning curve
has been steep for the evaluators. We hope and believe that our new knowledge and insights on
case studies can help us conduct more conclusive empirical evaluations in the future.
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Appendix A: Example introduction slide
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Begreper

" Aktivum Noe som kunden (targeteier) tilordner verdi og
(Asset) derfor ensker & beskytte
Sarbarhet En svakhet, feil eller mangel ved systemet
% {(Vulnerability) som apner for at en trussel kan skade eller

redusere verdien av aktiva

Trussel En potenéiell arsak til en uensket hendelse.

@ ﬁ& [@j (Threat)

Trusselscenario Et scenario som leder fram til en ugnsket
(Threat scenario) hendelse

En hendelse som kan skade eller redusere

Uensket hendelse
ﬁf (Unwanted incident) | verdien av aktiva

@ SINTEF

Figure 2: Example introduction slide
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Appendix B: Evaluator form and event categories

Aktivitet: Data:
Tidspunkit: Hendelses- Kommentar:

Kategori:

Figure 3: Evaluator form

Hendelseskategorier

D — Diskusjon mellom deltagerne om betydningen av et begrep eller symbol
S — Spersmél til risikoanalyseleder om betydningen av et begrep eller symbol
R — Risikoanalyselederen retter pa en deltager for feil bruk av et begrep

X — Annet



