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Abstract 16 

 17 

Macrosegregation is a result of the interplay of various transport mechanisms, including natural 18 

convection, solidification shrinkage, and grain motion. Experimental observations also indicate the 19 

impact of grain morphology, ranging from dendritic to globular, on macrosegregation formation. To 20 

avoid the complexity arising due to modelling of an equiaxed dendritic grain, we present the 21 

development of a simplified three-phase, multiscale equiaxed dendritic solidification model based on 22 

the volume averaging method, that accounts for the above-mentioned transport phenomena. The validity 23 

of the model is assessed by comparing it to the full three phase model without simplifications. It is then 24 

applied to qualitatively analyze the impact of grain morphology on macrosegregation formation in an 25 

industrial scale direct chill (DC) cast aluminium alloy ingot.         26 

 27 
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 29 

1. 0BIntroduction 30 

Macrosegregation is a severe defect in DC casting of aluminium alloys. It refers to the solute 31 

inhomogeneity at the scale of the casting and is a direct result of microsegregation at the scale of the 32 

dendrite arm spacing. As the solubility of solute elements in the solid phase is lower than in the liquid, 33 

solidification is accompanied by rejection of the solutes into the liquid phase. Rejected solutes are 34 

transported due to the relative motion of solid and liquid phases, which eventually results in 35 

macrosegregation. Different mechanisms contribute to this relative motion in DC casting: solidification 36 

shrinkage induced flow, thermal and solutal natural convection, movement of the equiaxed grains and 37 

thermally induced deformations of the mushy zone. For a detailed description of these mechanisms, the 38 

reader is referred to Ref[1].  39 

 40 

Several modelling attempts have been made to describe macrosegregation formation[2–4]. Many 41 

researchers attempted to numerically analyze the formation of macrosegregation in DC casting[5–7] using 42 

models based on the volume averaging method[8]. It is commonly agreed that accounting for grain 43 

motion is important in order to provide a sound description of macrosegregation formation. Reddy and 44 

Beckermann[9]  made the first attempts to account for the impact of grain motion on macrosegregation 45 

formation assuming spherical grains. In DC casting, both globular and dendritic grain morphologies can 46 

be observed[10,11]. Simplifications of the dendritic morphology by considering globular grains in 47 

numerical models resulted in large discrepancies between model predictions and experiments[12]. Rappaz 48 

and Thévoz[13–15] were the first to propose a multiscale diffusion model to numerically simulate equiaxed 49 

dendritic solidification in castings accounting for grain morphology. To accurately describe the growth 50 

of dendritic grains they introduced the notion of the dendrite envelope and of three hydrodynamic phases 51 

– solid, intragranular (also called interdendritic) liquid and extragranular (also called extradendritic) 52 

liquid. Wang and Beckermann[16–18] introduced these ideas into volume-averaging multiphase models 53 
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and proposed the first model of equiaxed dendritic solidification that accounted for grain morphology 54 

in the presence of convection and grain motion. Wu and Ludwig[19] proposed a 5-phase solidification 55 

model by adding two hydrodynamic phases to the three thermodynamic phases. Vreeman  et al[20] 56 

proposed a numerical model accounting for grain motion to predict macrosegregation formation in DC 57 

cast aluminium alloys and applied the model to conduct a  study on DC cast billets with Al-Mg and Al-58 

Cu[21]. Solidification modelling with grain motion introduces complexities due to coupled macroscopic 59 

transport phenomena and microscopic growth kinetics. To overcome this issue, Založnik and 60 

Combeau[22]  proposed a splitting scheme for two-phase solidification models. In this scheme the 61 

contributions due to macroscopic transport and grain growth kinetics are solved in two separate stages. 62 

Their model was further extended to predict macrosegregation formation in DC casting but the 63 

morphology of the grain was limited to globular equiaxed grains[23].    64 

 65 

Although a a more detailed description of the grain morphology is possible by introducing additional 66 

phases, the complexity of the model also increases due to the larger number of transport equations. To 67 

avoid this pitfall, a simplification of a three-phase solidification model for the growth kinetics of 68 

dendritic equiaxed grains is proposed in this paper. The simplification allows us to integrate the three-69 

phase grain growth model into the framework of two-phase macroscopic transport equations.  This 70 

solidification model is then solved with the splitting scheme by Založnik and Combeau[22].  First, a 71 

validation study is conducted by comparing this simplified three-phase model with the full three-phase 72 

model. Subsequently, a preliminary application of the model to study the impact of grain morphology 73 

at the process scale is made by applying the model to predict macrosegregation formation in an industrial 74 

scale DC cast aluminium ingot in a qualitative manner. 75 

 76 

2. 1BModel Description 77 

The volume-averaged model of dendritic solidification is described in the following subsections. We 78 

first describe the general three-phase approach to dendritic equiaxed solidification, which is based on 79 

the model proposed by Wang and Beckermann[16]. We then go through the conservation equations and 80 

derive the complete dendritic model. Starting from the complete model we introduce several simplifying 81 

assumptions. These assumptions lead us to an approximate model that is formulated in a similar way 82 

and with the same number of equations as a two-phase model, although it retains the concepts and the 83 

physical ingredients of the three-phase model. We then carry out a validation study of the approximate 84 

model by comparing the most critical model outputs to the complete model. Note that only equiaxed 85 

solidification is considered here, but that the model can be combined with a model of columnar 86 

solidification. 87 

 88 

2.1. 6BThree-phase approach to dendritic equiaxed solidification 89 

Figure 1 shows an illustration of a representative elementary volume (REV) in the mushy zone. The 90 

REV contains solid in form of equiaxed dendritic grains and liquid. The morphology of the solid grains 91 

is characterized by the primary dendrite arms, with its tips marking the extremities of the grain and the 92 

secondary and higher-order dendrite arms growing out of the primary dendrites. The growth of the grains 93 

is controlled by solute rejection from the growing solid into the surrounding liquid. While solute 94 

transport at the scale of the REV is determinant for the growth, all phases in the REV can be considered 95 

to be thermally in equilibrium due to the high Lewis numbers of metals (Le ~ 104 for Al alloys). The 96 

extraction of sensible and latent heat is controlled by macroscopic heat transfer processes. Due to the 97 

intricate morphology, the solute transport from the growing grain into the surrounding liquid is 98 

controlled by diffusion and convection at multiple length scales. At the smallest scale, there is diffusion 99 

in the boundary layer around the dendrite tips, which controls the tip growth. In the liquid between the 100 

branches of the dendritic structure the solute transport is mainly by diffusion and the diffusion length is 101 

characterized by the spacing of the secondary dendrite arms. Outside the dendritic structure the 102 

convection and diffusion are characterized by the grain size and by the distance between the grains. To 103 

model dendritic solidification all these length scales need to be considered in the model. In a volume-104 
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averaging framework all local quantities (grain size, growth velocity, concentrations, etc.) are of course 105 

considered as spatial averages over the REV. 106 

To model the dendritic solidification, three separate regions (or hydrodynamic phases) are considered: 107 

i) the solid phase (denoted s), ii) the intragranular liquid (denoted d) and iii) the extragranular liquid 108 

(denoted e). It should be noted that the intra- and extragranular liquid are same as the inter- and 109 

extradendritic liquid described in Ref[16]. The intra- and extragranular liquids are separated by the grain 110 

envelope, i.e. a smooth surface enveloping the entire dendritic structure. While the two liquids are indeed 111 

the same thermodynamic phase, they are modeled separately in order to describe the different scales of 112 

diffusion arising from the dendritic morphology in a volume-averaged framework.  113 

Before deriving the dendritic model, its main assumptions are summarized: 114 

• Local thermal equilibrium. 115 

• Thermodynamic equilibrium in the intragranular liquid due to fast diffusion at the scale of the 116 

secondary dendrite arm spacing. 117 

• The densities of the intra- and extragranular liquids are identical and equal to the average liquid 118 

density (𝜌𝑑 = 𝜌𝑒 = 𝜌𝑙). 119 

• The diffusion coefficients of the solid and liquid phases are assumed constant, but unequal.  120 

• Macroscopic diffusion in solid and liquid phases is neglected.  121 

 122 

  

Figure 1: Representative Elementary Volume Figure 2: 1D Schematics of the three-phase 

model  

 123 

2.2. 7BVolume-averaged mass conservation equations 124 

The complete derivation of the volume-averaged conservation equations is described in[8] and only the 125 

final results are shown here. By starting with the local single-phase mass and solute mass conservation 126 

equation and applying volume-averaging theorems, the averaged mass conservation (Eq. (1)) and the 127 

averaged solute conservation equation for species i of phase k (Eq. (2)) are obtained. The interface 128 

balances between phases k and j are given in Eqs. (3) and (4) for mass and solute mass, respectively. 129 

𝐶𝑖
∗,𝑘−𝑗

is the interface concentration of solute i in phase k at the k-j interface, 𝛤𝑘−𝑗 is the mass transfer 130 

rate per unit volume from phase j to phase k due to phase growth, 𝑆𝑣
𝑘−𝑗

 is the specific surface area of 131 

the k-j interface, and 𝛿𝑖
𝑘−𝑗

 is the diffusion length in phase k at the k-j interface. The volume fraction, 132 

density, diffusion coefficient, velocity, and the average solute concentration of phase k are given by 133 

𝑔𝑘 , 𝜌𝑘 , 𝐷𝑘, 〈�⃗�𝑘〉
𝑘 and 〈𝐶𝑖,𝑘〉

𝑘, respectively. 134 

 135 
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𝜕

𝜕𝑡
(𝜌𝑘𝑔𝑘) + ∇. (𝜌𝑘𝑔𝑘〈�⃗�𝑘〉

𝑘) =∑ 𝛤𝑘−𝑗

𝑗≠𝑘

 
(1)  

𝜕

𝜕𝑡
(𝜌𝑘𝑔𝑘〈𝐶𝑖,𝑘〉

𝑘) + ∇. (𝜌𝑘𝑔𝑘〈�⃗�𝑘〉
𝑘〈𝐶𝑖,𝑘〉

𝑘) =  ∇. (𝜌𝑘𝐷𝑖,𝑘𝑔𝑘∇〈𝐶𝑖,𝑘〉
𝑘) + 

∑[𝛤𝑘−𝑗𝐶𝑖
∗,𝑘−𝑗

+ 
𝜌𝑘𝑆𝑣

𝑘−𝑗
𝐷𝑖,𝑘

𝛿𝑖
𝑘−𝑗

(𝐶𝑖
∗,𝑘−𝑗

− 〈𝐶𝑖,𝑘〉
𝑘)]

𝑗≠𝑘

 

 

 

(2)  

𝛤𝑘−𝑗 + 𝛤𝑗−𝑘 = 0 (3)  

[𝛤𝑘−𝑗𝐶𝑖
∗,𝑘−𝑗

+ 
𝜌𝑘𝑆𝑣

𝑘−𝑗
𝐷𝑖,𝑘

𝛿𝑖
𝑘−𝑗

(𝐶𝑖
∗,𝑘−𝑗

− 〈𝐶𝑖,𝑘〉
𝑘)]

+ [𝛤𝑗−𝑘𝐶𝑖
∗,𝑗−𝑘

+ 
𝜌𝑗𝑆𝑣

𝑗−𝑘
𝐷𝑖,𝑗

𝛿𝑖
𝑗−𝑘

(𝐶𝑖
∗,𝑗−𝑘

− 〈𝐶𝑖,𝑗〉
𝑗)] = 0 

 

(4)  

 136 

 137 

We neglect the first term on the right hand side of Eq. (2) based on the last assumption mentioned in the 138 

previous section.  139 

2.3. 9Three-phase volume-averaged approach to dendritic equiaxed solidification 140 

For equiaxed dendritic solidification, three phases are modeled: the solid (s), intragranular liquid (d) and 141 

extragranular liquid (e). We assume no direct interaction between the solid phase and the extragranular 142 

liquid, as expressed in Eq. (5). A simple 1D illustration can be seen in Figure 2. Using of the interface 143 

balance in Eq. (3) and introducing the averaged transfer rates of solid mass and of envelope mass 𝛤𝑠and 144 

𝛤𝑒𝑛𝑣, respectively, the notation of the phase mass transfer rate is reduced to Eq. (6). Similarly, we 145 

simplify the notation for the specific surface area, as given by Eq. (7). Furthermore, since the intra- and 146 

extragranular phases represent the continuous liquid phase, the interface concentrations at the e-d 147 

interface must be identical, as expressed by Eq. (8). The solid-liquid interface, s-d, is assumed to be at 148 

thermodynamic equilibrium, as expressed by Eq. (9). Also, the densities of the intragranular and 149 

extragranular liquid are equal (𝜌𝑙 = 𝜌𝑑 =𝜌𝑒). 150 

 151 

𝛤𝑠−𝑒 = 𝛤𝑒−𝑠 = 0,       𝑆𝑣
𝑠−𝑒 =  𝑆𝑣

𝑒−𝑠 = 0 (5)  

𝛤𝑠 = 𝛤𝑠−𝑑 = −𝛤𝑑−𝑠,     𝛤𝑒𝑛𝑣 = 𝛤𝑑−𝑒 = −𝛤𝑒−𝑑     (6)  

𝑆𝑣
𝑠 = 𝑆𝑣

𝑠−𝑑 = 𝑆𝑣
𝑑−𝑠,        𝑆𝑣

𝑒𝑛𝑣 = 𝑆𝑣
𝑑−𝑒 = 𝑆𝑣

𝑒−𝑑 (7)  

𝐶𝑖
∗,𝑑−𝑒 = 𝐶𝑖

∗,𝑒−𝑑
 (8)  

𝐶𝑖
∗,𝑠 = 𝑘𝑝,𝑖𝐶𝑖

∗,𝑑

 
(9)  

 152 

Now the complete set of averaged mass and solute balance equations for the three phases, s, d, and e, 153 

respectively, is presented from Eq. (10) through (15). Interface solute balances are given in Eqs. (16) 154 

and (17) for interfaces s-d and e-d, respectively.   155 

 156 
𝜕

𝜕𝑡
(𝜌𝑠𝑔𝑠) + ∇. (𝜌𝑠𝑔𝑠〈�⃗�𝑠〉

𝑠) = 𝛤𝑠 
(10)  

𝜕

𝜕𝑡
(𝜌𝑙𝑔𝑑) + ∇. (𝜌𝑙𝑔𝑑〈�⃗�𝑙〉

𝑑) = −𝛤𝑠+𝛤𝑒𝑛𝑣 
(11)  

𝜕

𝜕𝑡
(𝜌𝑙𝑔𝑒) + ∇. (𝜌𝑙𝑔𝑒〈�⃗�𝑙〉

𝑒) = −𝛤𝑒𝑛𝑣 
(12)  

𝜕

𝜕𝑡
(𝜌𝑠𝑔𝑠〈𝐶𝑖,𝑠〉

𝑠) + ∇. (𝜌𝑠𝑔𝑠〈�⃗�𝑠〉
𝑠〈𝐶𝑖,𝑠〉

𝑠) =  𝛤𝑠𝐶𝑖
∗,𝑠−𝑑  +  

𝜌𝑠𝑆𝑣
𝑠𝐷𝑖,𝑠

𝛿𝑖
𝑠−𝑑 (𝐶𝑖

∗,𝑠−𝑑 − 〈𝐶𝑖,𝑠〉
𝑠) 

 

(13)  
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𝜕𝑡
(𝜌𝑙𝑔𝑑〈𝐶𝑖,𝑑〉

𝑑) + ∇. (𝜌𝑙𝑔𝑑〈�⃗�𝑙〉
𝑑〈𝐶𝑖,𝑑〉

𝑑) =  −𝛤𝑠𝐶𝑖
∗,𝑑−𝑠 + 𝛤𝑒𝑛𝑣𝐶𝑖

∗,𝑑−𝑒
 

+ 
𝜌𝑙𝑆𝑣

𝑠𝐷𝑖,𝑙

𝛿𝑖
𝑑−𝑠 (𝐶𝑖

∗,𝑑−𝑠 − 〈𝐶𝑖,𝑑〉
𝑑) + 

𝜌𝑙𝑆𝑣
𝑒𝑛𝑣𝐷𝑖,𝑙

𝛿𝑖
𝑑−𝑒 (𝐶𝑖

∗,𝑑−𝑒 − 〈𝐶𝑖,𝑑〉
𝑑) 

 

 

(14)  

𝜕

𝜕𝑡
(𝜌𝑙𝑔𝑒〈𝐶𝑖,𝑒〉

𝑒) + ∇. (𝜌𝑙𝑔𝑒〈�⃗�𝑙〉
𝑒〈𝐶𝑖,𝑒〉

𝑒) =  −𝛤𝑒𝑛𝑣𝐶𝑖
∗,𝑒−𝑑 +  

𝜌𝑙𝑆𝑣
𝑒𝑛𝑣𝐷𝑖,𝑙

𝛿𝑖
𝑒−𝑑 (𝐶𝑖

∗,𝑒−𝑑 − 〈𝐶𝑖,𝑒〉
𝑒) 

 
 

 

(15)  

𝛤𝑠(𝐶𝑖
∗,𝑑−𝑠 − 𝐶𝑖

∗,𝑠−𝑑) =
𝜌𝑠𝑆𝑣

𝑠𝐷𝑖,𝑠

𝛿𝑖
𝑠−𝑑 (𝐶𝑖

∗,𝑠−𝑑 − 〈𝐶𝑖,𝑠〉
𝑠) + 

𝜌𝑙𝑆𝑣
𝑠𝐷𝑖,𝑙

𝛿𝑖
𝑑−𝑠 (𝐶𝑖

∗,𝑑−𝑠 − 〈𝐶𝑖,𝑑〉
𝑑) 

 

 

(16)  

0 =
𝜌𝑙𝑆𝑣

𝑒𝑛𝑣𝐷𝑖,𝑙

𝛿𝑖
𝑑−𝑒 (𝐶𝑖

∗,𝑑−𝑒 − 〈𝐶𝑖,𝑑〉
𝑑) + 

𝜌𝑙𝑆𝑣
𝑒𝑛𝑣𝐷𝑖,𝑙

𝛿𝑖
𝑒−𝑑 (𝐶𝑖

∗,𝑒−𝑑 − 〈𝐶𝑖,𝑒〉
𝑒) 

 

(17)  
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 159 

2.4. 9AAA simplified formulation of the three-phase model 160 

In this section we introduce several assumptions that will enable us to simplify the formulation of the 161 

model, while retaining its principal physical ingredients. First we introduce the assumption of perfect 162 

diffusion in the intragranular liquid, as expressed by Eq. (18). 163 
𝑆𝑣
𝑠𝐷𝑖,𝑙

𝛿𝑖
𝑑−𝑠 → ∞,      

𝑆𝑣
𝑒𝑛𝑣𝐷𝑖,𝑙

𝛿𝑖
𝑑−𝑒 → ∞ 

 

(18)  

Because the diffusion time at the scale of the secondary arm spacing is much smaller than the 164 

solidification time in typical process conditions, the concentration gradients in the intragranular liquid 165 

vanish and the average concentration of the intragranular liquid becomes identical to the interface 166 

concentration. This is expressed in (19) and we introduce the sole liquid interface concentration, 𝐶𝑖
∗,𝑙

.  167 

𝐶𝑖
∗,𝑙 = 𝐶𝑖

∗,𝑑−𝑠 = 𝐶𝑖
∗,𝑑−𝑒 = 𝐶𝑖

∗,𝑒−𝑑 = 〈𝐶𝑖,𝑑〉
𝑑  

(19)  

Under this assumption the diffusion length in the intragranular liquid tends to infinity and the 168 

expressions for the averaged solute diffusion fluxes in the last two terms on the right-hand side of Eq. 169 

(14) become indeterminate. By expressing these indeterminate formulations of the flux via the interface 170 

balances of Eqs. (16) and (17), a determinate form of the solute conservation equation for the 171 

intragranular liquid is obtained:  172 
𝜕

𝜕𝑡
(𝜌𝑙𝑔𝑑𝐶𝑖

∗,𝑙) + ∇. (𝜌𝑙𝑔𝑑〈�⃗�𝑙〉
𝑑𝐶𝑖

∗,𝑙) = 𝛤𝑒𝑛𝑣𝐶𝑖
∗,𝑙 − 𝛤𝑠𝐶𝑖

∗,𝑠−𝑑 −
𝜌𝑠𝑆𝑣

𝑠𝐷𝑖,𝑠

𝛿𝑖
𝑠−𝑑 (𝐶𝑖

∗,𝑠−𝑑 − 〈𝐶𝑖,𝑠〉
𝑠) 

−
𝜌𝑙𝑆𝑣

𝑒𝑛𝑣𝐷𝑖,𝑙

𝛿𝑖
𝑒−𝑑 (𝐶𝑖

∗,𝑙 − 〈𝐶𝑖,𝑒〉
𝑒) 

 

 

(20)  

By expanding the first term on the left hand side of Eq. (20) and applying the mass balance for the 173 

intragranular liquid in Eq. (11) we finally arrive at Eq. (21) – a formulation of the balance of the solute 174 

flux passing from the solid through the intragranular liquid to the extragranular liquid. 175 

𝜌𝑙𝑔𝑑
𝐷𝐶𝑖

∗,𝑙

𝐷𝑡
= 𝛤𝑠(𝐶𝑖

∗,𝑙 − 𝐶𝑖
∗,𝑠−𝑑) −

𝜌𝑠𝑆𝑣
𝑠𝐷𝑖,𝑠

𝛿𝑖
𝑠−𝑑 (𝐶𝑖

∗,𝑠−𝑑 − 〈𝐶𝑖,𝑠〉
𝑠) −

𝜌𝑙𝑆𝑣
𝑒𝑛𝑣𝐷𝑖,𝑙

𝛿𝑖
𝑒−𝑑 (𝐶𝑖

∗,𝑙 − 〈𝐶𝑖,𝑒〉
𝑒) 

 

(21)  

 176 

A key step for the simplification of the model is the assumption of identical velocities of the intra- and 177 

extragranular liquid phases (〈�⃗�𝑑〉
𝑑 = 〈�⃗�𝑒〉

𝑒=〈�⃗�𝑙〉
𝑙). This assumption allows us to simplify the model to 178 

a three-phase growth kinetics model coupled with two-phase macroscopic transport equations. This 179 

treatment is different from previous three-phase models, which proposed various assumptions on the 180 

velocity of the intragranular (interdendritic) liquid. Appolaire, Combeau & Lesoult[24], Wu & Ludwig[19], 181 

and Wu, Fjeld & Ludwig[25] supposed that the interdendritic liquid moves with the same velocity as the 182 
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solid. Wang & Beckermann[16,17] introduced a flow partitioning model based on the intragranular drag 183 

model of Wang et al[26]. The flow partitioning model indeed indicates that the intragranular velocity at 184 

low and moderate grain volume fractions should be closer to the solid than to the liquid velocity. Yet, 185 

simplified treatments are viable; Combeau et al[27] successfully used a two-phase dendritic model with 186 

a single liquid phase for the simulation of large industrial ingots. By assuming equal velocities of the 187 

intragranular and the extragranular liquid we can conveniently sum the conservation equations for the 188 

solute in both liquids, Eqs. (14) and (15), respectively. We obtain a solute conservation equation for the 189 

whole liquid, i.e. the extra- and intragranular liquids combined. If we additionally account for the mass 190 

balances of Eqs. (11) and (12), the equation can be further simplified and the indeterminate diffusion 191 

terms are canceled out. It is convenient to express the solute mass balance for the whole liquid in terms 192 

of the averaged liquid concentration, 〈𝐶𝑖,𝑙〉
𝑙, defined by 193 

𝑔𝑙〈𝐶𝑖,𝑙〉
𝑙 = 𝑔𝑑𝐶𝑖

∗,𝑙 + 𝑔𝑒〈𝐶𝑖,𝑒〉
𝑒. (22)  

The newly formulated solute conservation equation for the liquid is given in Eq. (23).  194 

 195 

 196 
𝜕

𝜕𝑡
(𝜌𝑙𝑔𝑙〈𝐶𝑖,𝑙〉

𝑙) + ∇. (𝜌𝑙𝑔𝑙〈�⃗�𝑙〉
𝑙〈𝐶𝑖,𝑙〉

𝑙) = −𝛤𝑠𝐶𝑖
∗,𝑙 +

𝜌𝑙𝑆𝑣
𝑒𝑛𝑣𝐷𝑖,𝑙

𝛿𝑖
𝑒−𝑑

𝑔𝑙
𝑔𝑒
(𝐶𝑖

∗,𝑙 − 〈𝐶𝑖,𝑙〉
𝑙) 

+𝜌𝑙𝑔𝑑
𝐷𝐶𝑖

∗,𝑙

𝐷𝑡
 

 

 

(23)  

𝜕

𝜕𝑡
(𝜌𝑠𝑔𝑠〈𝐶𝑖,𝑠〉

𝑠) + ∇. (𝜌𝑠𝑔𝑠〈�⃗�𝑠〉
𝑠〈𝐶𝑖,𝑠〉

𝑠) =  𝛤𝑠𝐶𝑖
∗,𝑠−𝑑 + 

𝜌𝑠𝑆𝑣
𝑠𝐷𝑖,𝑠

𝛿𝑖
𝑠−𝑑 (𝐶𝑖

∗,𝑠−𝑑 − 〈𝐶𝑖,𝑠〉
𝑠) 

 

 

(24)  

𝛤𝑠(1 − 𝑘𝑝,𝑖)𝐶𝑖
∗,𝑙 =

𝜌𝑠𝑆𝑣
𝑠𝐷𝑖,𝑠

𝛿𝑖
𝑠−𝑑 (𝑘𝑝,𝑖𝐶𝑖

∗,𝑙 − 〈𝐶𝑖,𝑠〉
𝑠) +

𝜌𝑙𝑆𝑣
𝑒𝑛𝑣𝐷𝑖,𝑙

𝛿𝑖
𝑒−𝑑

𝑔𝑙
𝑔𝑒
(𝐶𝑖

∗,𝑙 − 〈𝐶𝑖,𝑙〉
𝑙)

+ 𝜌𝑙𝑔𝑑
𝐷𝐶𝑖

∗,𝑙

𝐷𝑡
 

  

 

(25)  

Eqs. (23) and  (24) now describe the evolution of the averaged concentration in the liquid and solid 197 

phases. The solute conservation equation for the intragranular phase, which would give the respective 198 

concentration, 〈𝐶𝑖,𝑑〉
𝑑, is eliminated and the equilibrium concentration, 𝐶𝑖

∗,𝑙
, is determined from 199 

thermodynamic relations. Eq. (21) takes the form of a solute flux balance that the mass transfer rates 200 

and solute diffusion fluxes must satisfy. This balance is also reformulated in Eq. (25) in terms of the 201 

average liquid concentration, 〈𝐶𝑖,𝑙〉
𝑙, to replace the extragranular concentration, 〈𝐶𝑖,𝑒〉

𝑒. 202 

 203 

Through the process of assuming equal velocities of intragranular and extragranular liquid, and perfect 204 

mixing in the intragranular liquid, the three transport equations and two interface balances in Eqs. (13) 205 

through (17) have now been reduced to two transport equations and one flux balance in Eqs. (23) through 206 

(25). The variables 〈𝐶𝑖,𝑑〉
𝑑 and 𝐶𝑖

∗,𝑑−𝑒
 were eliminated in the process. The term involving the material 207 

time derivative of 𝐶𝑖
∗,𝑙

 in Eqs. (24) and (25) is the variation of the concentration of intragranular liquid 208 

concentration during the growth of the grain. It corresponds to the sum of the total local variation at a 209 

fixed Eulerian point (partial derivative of the intragranular concentration) and of the contribution due to 210 

convection of the intragranular liquid. Because the model is in an Euler-Euler formulation, only the total 211 

local variation of the intragranular liquid concentration is known. It is calculated from thermodynamic 212 

equilibrium relations. The contribution of convection is calculated only for the average liquid and is not 213 

known separately for the intragranular liquid. This information was lost due to the simplification of the 214 

model that eliminated the distinct macroscopic solute transport equation for the intradendritic liquid. 215 

Generally, the material derivative 𝐷𝐶𝑖
∗,𝑙 𝐷𝑡⁄  therefore cannot be evaluated. We therefore propose to 216 

neglect this term: 217 

 218 
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𝜌𝑙𝑔𝑑
𝐷𝐶𝑖

∗,𝑙

𝐷𝑡
≈ 0 

 

(26)  

 219 

By introducing this approximation, the volume-averaged dendritic model, which conceptually remains 220 

a three-phase model, is now formulated as a two-phase model, where the averaged liquid and solid 221 

phases are the primary unknowns. Instead of three, only two macroscopic transport equations need to 222 

be solved for the solute concentration, and the microscale solute transport is described by a single 223 

interface balance. As such, the reformulated three-phase model has a structure similar to a two-phase 224 

model and is thus significantly easier to implement as a numerical model. A validation study assessing 225 

the validity of the approximation introduced in Eq. (26) is conducted in Section 3. 226 

 227 

This model is solved using the splitting method[22]. The scheme for operator splitting is described in full 228 

detail in the reference and only the main features of the scheme are described here. Two separate stages 229 

are considered in the splitting scheme, where in the first, the transport stage, the macroscopic transport 230 

terms are integrated globally on the whole domain, while neglecting the growth and nucleation terms. 231 

Then, in the second, the growth stage, the contributions from the phase interaction terms are integrated 232 

locally, initialized from the transport solution. Effectively, the two contributions are summed to obtain 233 

the total variation. In a fully implicit timestepping formulation this integration scheme is iterated at each 234 

timestep.  235 

 236 

2.5. 10BClosing relations for the dendritic growth model 237 

Closing relations for the dendritic growth model are given in Table 1. The specific surface area of the 238 

solid phase is approximated by that of an equivalent sphere of radius 𝑅𝑠,𝑒𝑞, based on the volume of solid. 239 

The grain envelope is assumed spherical and the growth of the envelope is calculated from the velocity 240 

of the primary dendrite tips. The envelope shape can have a noticeable influence on the model 241 

predictions[25,28]. Nielsen et al[28] have shown that spherical envelopes tend to result in lower predicted 242 

internal solid fractions in the dendritic grains than octahedral envelopes. The proposed model can 243 

however easily accommodate other envelope shapes. The dendrite tips are assumed to be hemispherical 244 

and the expression for the dependence of the tip velocity, 𝑉𝑡𝑖𝑝, on the supersaturation of the liquid is 245 

taken from Ref.[29] for multi-component alloys. The average diffusion length for the solid phase, 𝛿𝑖
𝑠−𝑑, 246 

is taken from Ref.[22] and is calculated for the equivalent solid sphere of radius, 𝑅𝑠,𝑒𝑞. For the 247 

extragranular liquid phase the average diffusion length at the grain envelope, 𝛿𝑖
𝑒−𝑑, is calculated by the 248 

stagnant-film model described in Ref.[30]. This model gives the diffusion length for solute transfer from 249 

a spherical envelope growing in confined space (due to the presence of other grains) under the influence 250 

of convection. The influence of the interface motion is accounted for and the influence of convection is 251 

described by a stagnant-film formulation. The corresponding relations for dimensionless supersaturation 252 

(Ω), Reynolds number (Re), Sherwood number (Sh), and Schmidt number (Sc) are also presented. The 253 

temperature and equilibrium interface composition are linked by a simplified multicomponent phase 254 

diagram. The liquidus temperature, 𝑇𝑙𝑖𝑞, is linearly dependent on the alloy concentration, and the 255 

liquidus slopes, 𝑚𝑙,𝑖, and partition coefficients, 𝑘𝑝,𝑖, for each species, i, are assumed to be constant.  256 

  257 
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 258 

Table 1: Closing relations for the dendritic growth model 

Geometrical relations for the dendritic grains 
 

𝑅𝑓 = (
3

4𝜋𝑁𝑔
)

1/3

,            𝑅𝑒𝑛𝑣 = 𝑅𝑓𝑔𝑒𝑛𝑣
1/3
 ,            𝑅𝑠,𝑒𝑞 = 𝑅𝑓𝑔𝑠

1/3
 ,

𝑆𝑣
𝑒𝑛𝑣 = 4𝜋(𝑅𝑒𝑛𝑣)2𝑁𝑔 ,             𝑆𝑣

𝑠 = 4𝜋(𝑅𝑠,𝑒𝑞)2𝑁𝑔 
 

Dendrite tip kinetics 
 

𝛤𝑒𝑛𝑣 =  𝜌𝑙𝑆𝑣
𝑒𝑛𝑣𝑉𝑡𝑖𝑝 

𝑉𝑡𝑖𝑝 =
𝜕𝑅𝑒𝑛𝑣

𝜕𝑡
= [

(𝐷𝑖=1
𝑙 )

2

𝛤𝐺𝑇
∑

𝑚𝑙,𝑖𝐶𝑖
∗,𝑙(𝑘𝑝,𝑖 − 1)

𝐷𝑖
𝑙

𝑖

] (Ω𝑖=1)
2 ,           Ω𝑖=1 =

𝑔𝑙
𝑔𝑒

(𝐶𝑖=1
∗,𝑙 − 〈𝐶𝑖=1,𝑙〉

𝑙)

𝐶𝑖=1
∗,𝑙 (1 − 𝑘𝑝,𝑖=1)

 

 

Diffusion lengths 
 

𝛿𝑖
𝑠−𝑑 =

𝑅𝑠,𝑒𝑞

5
 ,    𝛿𝑖

𝑒−𝑑 = 𝑑𝑖 {
𝑑𝑖

𝑅𝑒𝑛𝑣
− 

𝑓(𝑅𝑒𝑛𝑣,∆𝑖)+𝑔(𝑅𝑓,𝑅
𝑒𝑛𝑣,∆𝑖)

𝑑𝑖[𝑅
𝑒𝑛𝑣+𝑑𝑖−(𝑅

𝑒𝑛𝑣+∆𝑖+𝑑𝑖)𝑒
−∆𝑖/𝑑𝑖]−𝑓(𝑅𝑒𝑛𝑣,∆𝑖)+(𝑒

−∆𝑖/𝑑𝑖−1)𝑔(𝑅𝑓,𝑅
𝑒𝑛𝑣,∆𝑖)

}
−1

 

𝑑𝑖 = 𝐷𝑙,𝑖/ 𝑉𝑡𝑖𝑝 ,           𝑓(𝑅𝑒𝑛𝑣, ∆𝑖) =
[(𝑅𝑒𝑛𝑣+∆𝑖)

2−(𝑅𝑒𝑛𝑣)2]

2
 ,           𝑔(𝑅𝑓 , 𝑅

𝑒𝑛𝑣, ∆𝑖) =
[(𝑅𝑓)

3
−(𝑅𝑒𝑛𝑣+∆𝑖)

3]

[3(𝑅𝑒𝑛𝑣+∆𝑖)]
 

∆𝑖=
2𝑅𝑒𝑛𝑣

𝑆ℎ𝑖
,             𝑆ℎ𝑖 = 

2

3(1−𝑔𝑒𝑛𝑣)
𝑆𝑐𝑖

1

3𝑅𝑒𝑛(𝑅𝑒) ,            𝑆𝑐𝑖 =
𝜇𝑙

𝜌𝑙𝐷𝑙,𝑖
 , 𝑛(𝑅𝑒) =

2𝑅𝑒0.28+4.65

3(𝑅𝑒0.28+4.65)
 

𝑅𝑒 =
𝜌𝑙(1 − 𝑔𝑒𝑛𝑣)(2𝑅

𝑒𝑛𝑣)

𝜇𝑙
|〈�⃗�𝑠〉

𝑠 −  〈�⃗�𝑙〉
𝑙| 

 

 

Phase diagram 
 

𝐶𝑖
∗,𝑠−𝑑 = 𝑘𝑝,𝑖𝐶𝑖

∗,𝑙
,      𝑇𝑙𝑖𝑞 = 𝑇𝑚 + ∑  𝑚𝑙,𝑖𝑐𝑙,𝑖

∗
𝑖  

 

 259 

  260 
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2.6. 11BModeling of nucleation 261 

Nucleation of grains in aluminum alloys is assumed to occur on grain-refiner (inoculant) particles. 262 

According to the athermal nucleation theory of Greer et al.[31], the critical undercooling for free growth 263 

of a grain on an inoculant particle of diameter d is given by ΔTc(d)=4ΓGT/d, where ΓGT is the Gibbs-264 

Thompson coefficient. According to this model the activation of an inoculant particle is instantaneous 265 

as soon as the constitutional undercooling of the liquid becomes large enough. The undercooling is given 266 

by Eq. (27). The number of activated particles then depends on the size distribution of the particle 267 

population, which can be represented by an exponential distribution density function given by Eq. (28).  268 

 269 

∆𝑇 =∑𝑚𝑙,𝑖(𝐶𝑖
∗,𝑙 − 〈𝐶𝑖,𝑒〉

𝑒)

𝑖

 
 

(27)  

𝑛(𝑑) =
𝑁0
𝑑0
𝑒𝑥𝑝 (−

𝑑

𝑑0
)     

 

(28)  

 270 

N0 is a characteristic inoculant population density and d0 is the characteristic width of the distribution. 271 

This representation holds for the largest particles, which are activated at small undercoolings and 272 

therefore successful as nuclei. The full distribution, including the smaller particles, can be described by 273 

a Gaussian[31,32] or a log-normal distribution[33]. In our modeling, the size distribution is first transformed 274 

into a distribution with respect to the activation undercooling, ΔTc. This gives the following distribution 275 

density function. 276 

 277 

𝑛(𝛥𝑇𝑐) =
4𝛤𝐺𝑇𝑁0

𝛥𝑇𝑐
2𝑑0

𝑒𝑥𝑝 (−
4𝛤𝐺𝑇
𝑑0𝛥𝑇𝑐

) 
 

(29)  

 278 

This distribution is then discretized into m classes of inoculants. Each class, i, is represented by a 279 

volumetric population density, Ni
nuc, and a critical undercooling, Δ𝑇c

𝑖. They are determined by taking the 280 

portion of the distribution in Eq. (29)  that covers the range between the smallest and the largest inoculant 281 

particles measured experimentally and dividing it into m intervals with respect to the undercooling,  ∆𝑇𝑐. 282 

Ni
nuc is then the integral of the distribution density function (Eq. (29)) over the i-th interval. Δ𝑇c

𝑖 is the 283 

arithmetic mean of the two undercoolings delimiting the i-th interval. When the local undercooling 284 

reaches the critical undercooling of class i, its local inoculant density, Ni
nuc, is instantaneously added to 285 

the grain density, NG, and Ni
nuc becomes locally zero. The population balances for the density of each 286 

inoculant class and for the grain density are Eqs. (30) and (31), respectively, where Φi represents the 287 

transfer of population density from inoculants of class i to grains upon nucleation and 𝛿 is the Dirac 288 

delta function. 289 
𝜕

𝜕𝑡
(𝑁𝑛𝑢𝑐

𝑖 ) + ∇. (〈�⃗�𝑙〉
𝑙𝑁𝑛𝑢𝑐

𝑖 ) = −Φ𝑖 

Φ𝑖 = {
𝑁𝑛𝑢𝑐
𝑖  𝛿(𝑡 − 𝑡𝑜)  ,    ∆𝑇(𝑡0) < ∆𝑇𝑐

𝑖  
    0  ,   else

, 𝑖 = 1,… ,𝑚     

 

(30)  

𝜕

𝜕𝑡
(𝑁𝑔) + ∇. (〈�⃗�𝑠〉

𝑠𝑁𝑔) = ∑ Φ𝑖

𝑁𝑛𝑢𝑐
𝑖

𝑖=1

 

 

(31)  

 290 

2.7. 12BConservation of energy 291 

As local thermal equilibrium is assumed, the enthalpy of the intra- and extragranular liquid is identical 292 

and equal to the averaged liquid phase. The definition of the volume-averaged mixture enthalpy and the 293 

energy conservation equation follow from Ref.[22] and are given by Eqs. (32) and (33), respectively. 294 

 295 

〈ℎ𝑠〉
𝑠 = 𝑐𝑝𝑇,        〈ℎ𝑙〉

𝑙 = 𝑐𝑝𝑇 + 𝐿𝑓 ,         ℎ𝑚 = 𝜌𝑠𝑔𝑠〈ℎ𝑠〉
𝑠 + 𝜌𝑙𝑔𝑙〈ℎ𝑙〉

𝑙    

(32)  

𝜕

𝜕𝑡
(𝜌𝑚ℎ𝑚) + ∇. (𝜌𝑠𝑔𝑠〈�⃗�𝑠〉

𝑠〈ℎ𝑠〉
𝑠) + ∇. (𝜌𝑙𝑔𝑙〈�⃗�𝑙〉

𝑙〈ℎ𝑙〉
𝑙) =  ∇. ((𝑔𝑙𝑘𝑙 + 𝑔𝑠𝑘𝑠)∇𝑇) 

 

(33)  
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2.8. 13BConservation of momentum 296 

As the intrinsic velocities of the intra- and extragranular liquid are assumed equal, the momentum 297 

equations are derived for the averaged liquid and solid phase. The grains move freely everywhere where 298 

the envelope fraction,  𝑔𝑒𝑛𝑣, is smaller than the imposed volume fraction for grain packing, 𝑔𝑝𝑎𝑐𝑘. When 299 

the envelope fraction exceeds the packing fraction, the grains are assumed to form a rigid porous solid 300 

matrix moving with the casting velocity, �⃗⃗�𝑐𝑎𝑠𝑡. For the moving solid phase, the inertial and viscous 301 

terms are neglected in the momentum balance. Furthermore, the inter-phase momentum transfer due to 302 

nucleation and growth is assumed to be negligible.  Following the derivation in Ref.[22], the liquid and 303 

solid momentum equations are given in Eqs. (34) and (35), respectively. The interfacial drag term, given 304 

in Eq. (37), is modeled in the same manner as in Ref.[34] for spherical particles, with the exception that 305 

the particle size is now evaluated based on the envelope volume and radius (𝑔𝑒𝑛𝑣, 𝑅
𝑒𝑛𝑣 ) rather than the 306 

solid volume and equivalent radius (𝑔𝑠, 𝑅
𝑠,𝑒𝑞 ). As a result, for a given solid fraction the drag force 307 

increases as the grain becomes more dendritic. When the envelope volume fraction exceeds the packing 308 

fraction, 𝑔𝑝𝑎𝑐𝑘, and the solid phase forms a porous rigid structure, the interfacial drag is modeled by a 309 

Darcy term. The hydrodynamic permeability, K, is calculated from the Kozeny-Carman relation, using 310 

a characteristic length of the porous structure, 𝑙𝐾𝐶. 311 

 312 
𝜕

𝜕𝑡
(𝜌𝑙𝑔𝑙〈�⃗�𝑙〉

𝑙) + ∇. (𝜌𝑙𝑔𝑙〈�⃗�𝑙〉
𝑙〈�⃗�𝑙〉

𝑙) =  −𝑔𝑙∇𝑝𝑙 + ∇. (𝑔𝑙𝜇𝑙∇〈�⃗�𝑙〉
𝑙) + 𝑔𝑙𝜌𝑙

𝑏�⃗� + 𝑀𝑙𝑠 
 

(34)  

{
0 = −𝑔𝑠∇𝑝𝑙 + 𝑔𝑠𝜌𝑠

𝑏�⃗� − 𝑀𝑙𝑠            𝑔𝑒𝑛𝑣 < 𝑔𝑝𝑎𝑐𝑘

〈�⃗�𝑠〉
𝑠 = �⃗⃗�𝑐𝑎𝑠𝑡                                      𝑔𝑒𝑛𝑣 > 𝑔𝑝𝑎𝑐𝑘

 

 

(35)  

𝜌𝑙
𝑏 = 𝜌𝑜 (1 − 𝛽𝑇(𝑇 − 𝑇𝑟𝑒𝑓) −∑𝛽𝐶,𝑖(〈𝐶𝑖,𝑙〉

𝑙 − 𝐶𝑟𝑒𝑓)

𝑖

) 
(36)  

𝑀𝑙𝑠 =

{
 
 

 
 

3𝑔
𝑒𝑛𝑣
𝐶𝐷𝜇𝑙𝑅𝑒

4(2𝑅𝑒𝑛𝑣)
2(1 − 𝑔

𝑒𝑛𝑣
)
(〈�⃗�𝑠〉

𝑠 −  〈�⃗�𝑙〉
𝑙)                       𝑔𝑒𝑛𝑣 < 𝑔𝑝𝑎𝑐𝑘

𝑔
𝑙
2𝜇

𝑙

𝐾
(〈�⃗�𝑠〉

𝑠  −  〈�⃗�𝑙〉
𝑙) , 𝐾 =

𝑙𝐾𝐶
2

180

𝑔
𝑙
3

(1 − 𝑔
𝑙
)
2        𝑔𝑒𝑛𝑣 > 𝑔𝑝𝑎𝑐𝑘           

 

 

(37)  

 313 

 314 

3. Validation of the approximate dendritic model 315 

The approximation introduced in Eq. (26) could significantly affect the predictions of the model. The 316 

approximate model must therefore be tested by comparison to the full three-phase model. The 317 

comparison will enable us to estimate the error made by neglecting the accumulation of solute in the 318 

intragranular liquid. The test configuration is a small, initially liquid sample of a binary alloy, solidified 319 

by cooling with a constant heat flux. This corresponds to a closed isothermal system, without mass and 320 

solute exchange with the environment (which is equivalent to setting all velocities in the conservation 321 

equations to zero: 〈�⃗�𝑠〉
𝑠 =  〈�⃗�𝑙〉

𝑙 = 0). A constant volumetric heat sink (�̇�) extracts the heat necessary 322 

to solidify the binary alloy. In this situation, there is no fluid and no solid motion, thus all convective 323 

terms are nil. The substantial derivative of the intragranular concentration is then simply equal to the 324 

total time derivative, 
𝐷𝐶𝑖

∗,𝑙

𝐷𝑡
=

𝜕𝐶𝑖
∗,𝑙

𝜕𝑡
. This means that the accumulation term that is neglected in the 325 

approximate model can be easily calculated and the full three-phase model is thus recovered. 326 

Consequently, the complete dendritic model can be resolved and the error arising from the approximate 327 

model can be assessed. Both the full and the approximate three-phase models are additionally compared 328 

to the three-phase model of Wang and Beckermann[18]. 329 

 330 
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a) b) 

Figure 3: Evolution of a) the dimensionless temperature and b) envelope volume fraction as a function 

of dimensionless time shown for the proposed complete dendritic model (solid lines) and approximate 

dendritic model (dashed lines). The three cases are defined as A: Ng=2.39x1011 m3, B: Ng=2.39x108 

m3, C: Ng=2.39x105 m3. The dimensionless temperature is given by 𝜃 =
𝑇𝑜−𝑇

𝑇𝑜−𝑇𝑒𝑢𝑡
, and the dimensionless 

time is given by 𝜏 = (
�̇�

𝐿𝑓
)𝑡.  

 331 

The test case is that of solidification of a binary Al-5wt.%Si alloy, described in Ref.[18,13]. Three densities 332 

of the grain population, 𝑁𝑔, are considered, leading to different levels of solutal interaction between the 333 

grains and thus to different levels of growth kinetics. All thermophysical properties are defined in 334 

Ref.[13]. The diffusion in the solid is assumed to be nil in this test case. The evolution of the dimensionless 335 

temperature, 𝜃 = (𝑇0 − 𝑇)/(𝑇0 − 𝑇eut), and of the envelope volume fraction as a function of 336 

dimensionless time,  𝜏 = (
�̇�

𝐿𝑓
)𝑡, are shown in Figure 3 for the complete and the approximate model for 337 

the three cases. The complete dendritic model perfectly matches the results of Wang and Beckermann[18]; 338 

the comparison is not shown in Figure 3 because the curves superpose entirely. In all three cases the 339 

nucleation is triggered at the liquidus temperature 𝜃 = 0 at 𝜏 = 0. The temperature then drops quickly 340 

down to a minimum and then undergoes recalescence. This stage indicates a strong departure of the 341 

extradendritic liquid from equilibrium (constitutional undercooling). As growth progresses, interaction 342 

between grains starts due to soft impingement and the concentration of the extradendritic liquid starts to 343 

approach equilibrium. Equilibrium is indicated by the baseline of the temperature curve in the plot in  344 

Figure 3a. Interactions start later for smaller grain densities and the maximum departure from 345 

equilibrium (undercooling) is thus larger. A substantial decrease of the envelope growth rate is noticed 346 

when the liquid approaches equilibrium (Fig. 3b). Although the tip growth speed is much larger at higher 347 

undercoolings, the time needed for the envelopes to fill the space is longer at lower grain densities. Note 348 

that the mean distance between grains varies as 𝑑𝑓 ∝ 𝑁𝑣
−1/3

. 349 

  350 
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a)  

 

 

 

 

 

 

 

 

 

b) 

 

 

 

 

 

 

 

 

 

c) 

Figure 4: Evolution of the internal solid fraction, gintern, for a) Ng=2.39x1011 m3, b) Ng=2.39x108 m3 

and c) Ng=2.39x105 m3, for the proposed complete dendritic model (colored line) and approximate 

dendritic model (black line). The dimensionless time is defined as: 𝜏 = (
�̇�

𝐿𝑓
)𝑡.  

 352 

The approximate model predicts the same temperature evolution as the complete model up to the lowest 353 

recalescence temperature. The two models start to differ during the temperature increase. Initially the 354 

approximate model displays a steeper temperature increase after recalescence. Consequently, the 355 

undercooling is smaller compared to the complete model and the envelopes therefore grow at a slower 356 

rate. During later stages of recalescence the approximate model gives a higher undercooling than the 357 

complete model and the envelopes thus keep growing, while the envelope growth slows down for the 358 

complete model because of the smaller predicted undercooling. As a result, the approximate model gives 359 

a less dendritic morphology during the early stages of recalescence, while the final grain morphology is 360 

more dendritic than that predicted by the complete model, especially for Case A, as shown in Figure 361 

4(a-c). Morphology description here is given by measuring the internal solid fraction (𝑔𝑖𝑛𝑡𝑒𝑟𝑛 =362 

𝑔𝑠/𝑔𝑒𝑛𝑣). The grain is globular as 𝑔𝑖𝑛𝑡𝑒𝑟𝑛 approaches one and is dendritic as 𝑔𝑖𝑛𝑡𝑒𝑟𝑛 ≪ 1. In order to 363 

analyze the role of the different solute fluxes in the predicted growth kinetics, Figure 5 shows the 364 

evolution of the individual terms in the solute flux balance of Eq. (25) as a function of dimensionless 365 

time. Note that the case is defined with zero solid diffusion, thus only three terms are shown. The 366 

variation of the intragranular liquid concentration depends linearly on the temperature variation and can 367 

thus be directly related to the cooling curves shown in Figure 3a. During the initial sharp temperature 368 

decrease the fraction of the intragranular liquid is very small and therefore the neglected term of the 369 

approximate model, 𝑔𝑑
𝜕𝐶𝑖

∗,𝑙

𝜕𝑡
, is negligible. During recalescence the neglected term represents around 370 

20% of the contribution of the remaining terms, which can be seen in Figure 5a, Figure 5b, and Figure 371 

5c. By neglecting the term, the solidification rate is increased (𝛤𝑠), and the release of latent heat 372 

decreases the undercooling, as noted in the previous paragraph. It should be noted that when the 373 

constitutional undercooling of the extragranular liquid becomes small, this neglected term becomes 374 

important, as can be seen from Figure 5b. The reason is that when the envelopes coalesce (at 𝜏 ≈ 0.09, 375 

in Case B) the only liquid remaining is the intragranular liquid. All solute rejected by the growing solid 376 

is thus rejected into the intragranular liquid. 377 

 378 

 
a)  

 
b) 

 
c) 

Figure 5: Evolution of the different terms in Eq. (25) for a) Ng=2.39x1011 m3, b) Ng=2.39x108 m3 and 

c) Ng=2.39x105 m3, calculated with the complete dendritic model. The different terms are shown as: 
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𝑔𝑑
𝐷𝐶𝑖

∗,𝑙

𝐷𝑡
, 

𝛤𝑠

𝜌𝑙
(1 − 𝑘𝑝,𝑖)𝐶𝑖

∗,𝑙
, 

𝑆𝑣
𝑒𝑛𝑣𝐷𝑖,𝑙

𝛿𝑖
𝑒−𝑑

𝑔𝑙

𝑔𝑒
(𝐶𝑖

∗,𝑙 − 〈𝐶𝑖,𝑙〉
𝑙) 

 

 379 

The cases shown in Figure 3 and Figure 5 test the approximate model for a wide range of grain 380 

interaction levels due to the varying distance between grains. The neglected term is generally expected 381 

to be larger at fast temperature variations and strongly dendritic grain morphologies (large intragranular 382 

liquid fraction). This corresponds to Case C, which has a high cooling rate and a small grain density. In 383 

order to assess the error in a more general manner and for a wider range of process and material 384 

parameters, the case by Wang and Beckermann[18] is additionally calculated for three different nominal 385 

solute concentrations of the alloy, 𝐶𝑜, and over a larger range of grain sizes. In a more general 386 

framework, the influence of 𝐶𝑜 shows the influence of the growth restriction factor, 𝑄𝑠𝑖 =387 

𝐶𝑜,𝑆𝑖𝑚𝑙.𝑆𝑖(𝑘𝑝,𝑆𝑖 − 1), a characteristic temperature range of solidification. The influence of the grain size 388 

can be generalized to the influence of the Fourier number in the liquid. The Fourier number is the ratio 389 

between the solidification time tsol and the diffusion time in the liquid at the grain scale, and thus 390 

characterizes the grain growth kinetics. It is defined as 𝐹𝑜 = 𝐷𝑆𝑖,𝑙𝑡𝑠𝑜𝑙/𝑅𝑓
2, where Rf is the final grain 391 

radius. The error of the approximate model is assessed in terms of the maximum undercooling occurring 392 

during solidification and of the morphology factor, defined in Eq. (38).  393 

𝑓𝑚𝑜𝑟𝑝ℎ𝑜𝑙𝑜𝑔𝑦 = (
1

𝑔𝑒𝑛𝑣|𝑔𝑠=0.5
− 1) 

 

(38)  

 394 

By recording the value of the envelope fraction at the instant when the solid fraction reaches 0.5, 395 

𝑔𝑒𝑛𝑣|𝑔𝑠=0.5, a measure of morphology can be formulated. The factor ranges from 1.0 for globular 396 

morphology (𝑔𝑒𝑛𝑣|𝑔𝑠=0.5) to 0.0 for dendritic morphology (𝑔𝑒𝑛𝑣|𝑔𝑠=0.5 = 1.0). The maximum 397 

undercooling is an essential output of the growth model for coupling with nucleation. The predicted 398 

maximum undercooling and morphology factor are shown in Figure 6 for the complete and approximate 399 

models. It is observed that the maximum undercooling is generally predicted very accurately by the 400 

approximate model and the relative error remains between 0.0% to +0.5 % for all data points. This is in 401 

accordance with the recalescence curves shown in Figure 3a, where the error at maximum undercooling 402 

was already shown to be small. Figure 6b shows that the transition from globular to dendritic 403 

morphology occurs in the range of Fourier numbers between 0.01 to 10 for the complete model. On the 404 

other hand, the approximate model displays a narrower transition range and fully dendritic morphology 405 

occurs at a Fourier numbers that are an order of magnitude higher than in the complete model. Thus, the 406 

approximations made in the solute conservation equations result in the prediction of a more globular 407 

microstructure compared to the complete model. 408 

 409 

a)  b)  

 

Figure 6: Predicted a) maximum undercooling and b) grain morphology shown for complete dendritic 

model (solid lines) and approximate model (dashed lines) for three different growth restriction factors 

(𝑄𝑠𝑖 = 𝐶𝑜,𝑆𝑖𝑚𝑙.𝑆𝑖(𝑘𝑝,𝑆𝑖 − 1)) as a function of the liquid Fourier number (F𝑜 = 𝐷𝑆𝑖,𝑙𝑡𝑠𝑜𝑙/𝑅𝑓
2).  

  410 
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4. 2BApplication of the model to DC casting 411 

4.1. Case description 412 

 413 

 
 

 
 

Figure 7: Ingot geometry with corresponding 

boundary conditions given in Table 2.  

Figure 8: Distribution of the inoculant particle 

population density with respect to the activation 

undercooling. 20 particle classes were used.  

 

 414 

As a first application of the simplified three-phase dendritic model on a casting process we simulate an 415 

industrial scale aluminum-alloy DC casting and we study the impact of the equiaxed grain morphology 416 

on macrosegregation. The DC casting geometry and the alloy system used are based on the case study 417 

performed by Založnik et al.[23] with slightly different boundary conditions. An industrial scale ingot 418 

with thickness of 350 mm is considered. The geometry is simplified to 2D and symmetry is assumed at 419 

the central axis. The schematics of the simulation domain is shown in Figure 7. Liquid metal maintained 420 

at the casting temperature, 𝑇𝑐𝑎𝑠𝑡, the reference solute concentration, 𝐶𝑜, and the nominal inoculant 421 

population density, 𝑁nuc
𝑖 , enters the domain through the mold inlet at the top. The inlet velocity is 422 

calculated based on a mass balance accounting for solidification shrinkage. The solidified metal leaves 423 

the domain at the bottom at a predefined casting speed, 𝑉𝑐𝑎𝑠𝑡, of 60 mm/min. The acceleration due to 424 

gravity, g = –9.81 m/s2 is in the vertical direction. The heat is extracted by primary cooling through the 425 

mold by and by secondary cooling directly to the falling water film flowing over the ingot surface. 426 

Primary cooling consists of three zones: meniscus, mold, and air gap. The boundary conditions are 427 

specified in Table 2. The heat transfer coefficient due to secondary cooling is modeled using the 428 

Weckmann-Niessen[35]  correlation,  429 

 430 

ℎ𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑦(𝑇) = {𝐴 + 𝐵 ∙ (𝑇[K]+ 𝑇𝑤𝑎𝑡𝑒𝑟[K])}∙ (
𝑄𝑤𝑎𝑡𝑒𝑟

𝑃
)

1

3
+ 𝐶 ∙ 

(𝑇−𝑇𝑠𝑎𝑡)
3

𝑇−𝑇𝑤𝑎𝑡𝑒𝑟
 

𝐴 = −167000 [W∙s
1
3∙m–8/3];          𝐵 = 352 [W∙s1/3∙m–8/3∙K–1];          C=20.8 [W∙m–2∙K–2]  

 

(39)  

 431 

Where hSecondary is the heat transfer coefficient, T is the surface temperature of the ingot, Twater is the water 432 

temperature, Tsat is the boiling temperature of the water, Qwater is the water volumetric flow rate per ingot, 433 

and P is the ingot perimeter. All parameter values are given in Table 2. 434 

  435 
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 436 

 437 

The size distribution of TiB2 inoculant particles taken from Ref.[32] for 2 kg/ton of Al-Ti-B grain refiner 438 

is shown in Figure 8. The distribution of inoculant particle population density against the undercooling 439 

is plotted. In this study, the inoculant distribution is discretized into 20 classes (m=20). It should be 440 

noted that the grain refiner type and particle distribution density used here are different from the one 441 

used in Založnik et al[23], where 0.4 kg/ton of Al-Ti-C grain refiner was used.  442 

 443 

The 7449 alloy system was modeled as an equivalent pseudo-binary Al-Zn alloy[23]. The linearized phase 444 

diagram of the binary alloy, defined by the liquidus slope, the partition coefficient, and the melting 445 

temperature of pure Al, has been adjusted to fit the solidification path of AA7449, calculated from a 446 

CALPHAD model[23]. The upper limit of the envelope fraction for moving grains, called packing 447 

fraction, is set to 0.3. The thermophysical properties of the pseudo-binary alloy are given in Table 3. For 448 

the mass balances the densities of solid and liquid phase are different, but are assumed to be constant.  449 

 450 

The transport equations were solved with a finite volume method and the SIMPLE algorithm for 451 

staggered grid was used for pressure-velocity coupling. The convective terms were discretized with a 452 

first-order upwind scheme and for time discretization a fully implicit first-order scheme was used. For 453 

all simulations, a structured grid of 16384 cells (NxNy=64256) was employed. A constant time step of 454 

0.02 s was used and the calculations were run until steady state.  455 

 456 

Table 3: Thermophysical data for Al-Zn binary alloy used in the numerical simulations. 
Property Unit Value Property Unit Value 

cp J.kg-1K-1 1.3x103 ρl kg/m3 2519.0 

Lf J kg-1 3.63x105 ρs kg/m3 2662.5 

ΓGT K.m 1.9x10-7 ρs
b kg/m3 2662.5 

µl N.S.m-2 1.28x10-3 ρl0 kg/m3 2519.0 

kl W.m-1K-1 75.0 βT K-1 1.5 x10-4 

ks W.m-1K-1 185.0 lKC m 1.0 x10-4 

Tm K 950.95 gpack - 0.3 

Teut K 750.70 Dl m2 s-1 5.66 x10-9 

C0 wt.% 8.375 Ds m2 s-1 5.60 x10-13 

kp - 0.257 βc (wt.%)-1 -1.23 x10-2 

ml Kwt.%-1 -6.05    

457 

Table 2: Boundary Conditions for Energy, Liquid Momentum and Solid Momentum 

Boundary Energy Liquid Momentum Solid Momentum 

Inlet 𝑇𝑐𝑎𝑠𝑡 = 953.15 K calculated - 

Meniscus h = 1 W/(m2K) , 𝑇𝑎𝑚𝑏 = 293.15 K Nonslip Nonslip 

Mold Contact h = 350 W/(m2K) , 𝑇𝑎𝑚𝑏 = 293.15 K Nonslip Nonslip 

Air Gap h = 50 W/(m2K) , 𝑇𝑎𝑚𝑏 = 293.15 K Nonslip Nonslip 

 

Direct Chill 

Based on Equation (39)  

𝑇𝑤𝑎𝑡𝑒𝑟 = 293.15 K, 𝑇𝑠𝑎𝑡 = 373.15 K 

𝑄𝑤𝑎𝑡𝑒𝑟 = 20 𝑙/𝑚𝑖𝑛 
 

 

Nonslip 

 

Nonslip 

Outlet - - 𝑉cast 
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4.2. 4BResults and Discussion 458 

We investigate the impact of grain morphology on macrosegregation in the DC cast ingot. This study 459 

extends the investigation of Založnik et al.[23,36] on the influence of the motion of globular grains on 460 

macrosegregation. For a given alloy and for given solidification conditions the grain morphology 461 

depends principally on the final grain size, which is given by the number of nucleated grains per unit 462 

volume. At high grain densities the grains become globular due to the strong solutal interactions between 463 

growing grains; at lower grain densities the grains develop a dendritic morphology[37]. We can thus 464 

control the grain morphology by varying the inoculant particle population density. The reference 465 

inoculant particle density distribution, given in Figure 8, is for 2 kg/t of Al-5Ti-1B grain refiner. This 466 

corresponds to two cases – Case 2a and Case 2b. In Case 2a, globular grain growth is assumed by 467 

imposing 𝑔𝑒𝑛𝑣 = 𝑔𝑠. By doing this, the grain envelope is assumed to be same as the solid volume, 468 

resulting in the internal solid fraction of 1. This imposes a globular grain morphology. In Case 2b, the 469 

grain morphology is simulated, revealing the impact of dendritic grain growth. The same comparison is 470 

made with a reduced inoculant density by ten times (Cases 1a and 1b) and with an increased inoculant 471 

density by ten times (Cases 3a and 3b). This is achieved by multiplying or dividing N0 in Eq. (29) by 472 

10; the shape of the distribution of the activation undercooling of the inoculant particles thus stays the 473 

same. A summary of the cases can be seen in Table 4.  474 

 475 

Table 4: Simulation Cases 

 

 

Driving Mechanisms 

 

Growth Model 

 

 

Description 

Globular 

 

Dendritic 

SH+NC+GM 

 

Case 1a Case 1b 0.2 kg/t 

SH+NC+GM 

 

Case 2a Case 2b 2 kg/t (Reference) 

SH+NC+GM 

 

Case 3a Case 3b 20 kg/t 

 476 

Figure 10 shows the macrosegregation in all six cases. Figure 11 (a-c) shows the comparison of the 477 

relative segregation across the ingot cross-section, predicted by the globular and dendritic growth 478 

models for different grain refiner levels. Figure 11d depicts the horizontal profile of internal solid 479 

fraction (𝑔𝑖𝑛𝑡𝑒𝑟𝑛) for Cases 1b, 2b and 3b.  480 

 481 

A dendritic grain is represented by a solid skeleton (𝑔𝑠) that is circumscribed by a grain envelope 482 

(𝑔𝑒𝑛𝑣)[38]. The volume of the envelope depends on the growth velocity of the primary dendrite tip, 483 

whereas the volume of the solid skeleton depends on the rate of solidification or melting given by the 484 

mean velocity of the solid-liquid interface. Thus, the evolution of dendritic grain morphology can be 485 

understood as a result of competition between the dendrite tip velocity and the mean interface velocity. 486 

The tip growth is promoted with increase in undercooling[38] and undercooling is linked again to grain 487 

density[24]. For a given cooling configuration, a higher grain density increases the total grain surfaces 488 

rejecting solute into the surrounding intergranular liquid. The concentration gradient around the grain 489 

decreases, resulting in lower undercooling. This decrease in undercooling slows down or effectively 490 

blocks dendritic tip growth. With increase in grain density, the morphology therefore tends to be more 491 

globular. For decreasing grain density, the grain tends to be more dendritic. A measure of morphology 492 

can be obtained by the ratio between the volume of the solid phase and the volume of the envelope, the 493 

internal solid fraction: 𝑔𝑖𝑛𝑡𝑒𝑟𝑛 = 𝑔𝑠/𝑔𝑒𝑛𝑣. The grain is globular as 𝑔𝑖𝑛𝑡𝑒𝑟𝑛 approaches one and is 494 

dendritic as 𝑔𝑖𝑛𝑡𝑒𝑟𝑛 ≪ 1. The grain morphology also affects the grain motion. For dendritic grains it is 495 

more reasonable to consider that they pack at a certain envelope fraction, 𝑔𝑒𝑛𝑣, rather than a solid 496 

fraction, 𝑔𝑠. Dendritic grains therefore effectively pack at lower solid fractions than globular grains 497 

(𝑔𝑒𝑛𝑣 ≫ 𝑔𝑠). 498 

 499 
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The velocity field for the solid phase 〈�⃗�𝑠〉
𝑠 − �⃗⃗�𝑐𝑎𝑠𝑡 and the development of the dendritic grain 500 

morphology by measuring 𝑔𝑖𝑛𝑡𝑒𝑟𝑛 in the mushy zone of the casting are shown in Figure 9 (a-c) for Cases 501 

1b, 2b and 3b. Note that a virtually steady state is obtained and the solid velocity vectors thus indicate 502 

the grain trajectories. Due to an intricate coupling between the grain nucleation, growth, heat transfer, 503 

and flow, all grains nucleate in an elongated narrow region in the outer zones of the casting[23,39]. The 504 

initial grain morphology upon nucleation is assumed to be globular, before the dendritic ramifications 505 

develop. The nucleation region is thus clearly visible as a narrow zone of globular grains. On their way 506 

through the mushy zone the grains then develop a dendritic morphology. The extent of the dendritization 507 

depends on the grain density, as discussed before. At lower nucleation densities the grains are clearly 508 

more dendritic. This can be seen in Figure 9a. It corresponds to a case with low grain density and the 509 

grains are packed at very low internal solid fraction, indicating dendritic morphology. As we move to 510 

higher grain densities, from Figure 9b to Figure 9c, grains pack at higher internal solid fraction values, 511 

indicating globularization. Furthermore, the morphology evolution of the grains depends on their 512 

trajectory through the mushy zone. A part of the grains travels through the central part of the slurry zone 513 

before settling to the bottom or rejoining the main current of descending grains. Because the central 514 

zone has a very low undercooling the growth conditions there promote globularization. The final grain 515 

morphology at the packing front therefore depends not only on the number of nucleated grains, but also 516 

on the macroscopic flow pattern that determines the trajectory of the grains through zones with different 517 

solidification conditions. 518 

 519 

The grain morphology has a decisive impact on macrosegregation, an important defect of chemical 520 

homogeneity in DC casting. The origin of macrosegregation in DC casting is attributed to three different 521 

phenomena of solute transport: motion and packing of equiaxed grains, melt flow due to thermosolutal 522 

natural convection and due to entrainment by the solid grains, and melt flow induced by solidification 523 

shrinkage[23]. Grain motion carries settling solute-lean solid grains towards the center of the ingot and 524 

thus causes negative segregation at the center with immediate positive segregation in the mid-section. 525 

Natural convection causes negative segregation close to the surface and reduces the grain settling 526 

velocity in the center, in turn reducing the negative segregation at the center. Shrinkage induced flow 527 

has an important contribution to macrosegregation only at high solid fraction and thus acts entirely in 528 

the region of packed grains. It promotes negative segregation at the center and slightly positive 529 

segregation in the other parts of the domain. 530 

 531 

With varying grain refiner, the macrosegregation intensity changes, even though the fundamental way 532 

in which transport mechanisms act remains unchanged. Let us consider Cases 1a, 2a and 3a, 533 

corresponding to the globular grain growth model. In this case, the internal solid fraction is 1, as we 534 

impose 𝑔𝑠 = 𝑔𝑒𝑛𝑣. Referring to Table 1, the grain radius (𝑅𝑠,𝑒𝑞) is inversely related to grain density 535 

(𝑁𝑔). As grain density is reduced, the grain size increases, which results in an increase in relative velocity 536 

between solid and liquid. This manifests itself by increased negative segregation at the center, resulting 537 

in large regions of enriched zone above the slurry region, as seen in Figure 10a. While the shape of the 538 

macrosegregation profile remains similar, the negative segregation in the center and the corresponding 539 

enriched zone above the slurry region reduce as we move from Case 1a (Figure 10a) to Case 2a (Figure 540 

10c) and to Case 3a (Figure 10e). This sequence corresponds to an increasing grain refiner level resulting 541 

in a decreasing size of globular grains, which in turn leads to less negative segregation at the center. The 542 

average grain size for all cases is summarized in Table 5. 543 

 544 

 545 

Table 5: Average equivalent Grain Diameter (𝜇𝑚) 

Case 1a Case 1b Case 2a Case 2b Case 3a Case 3b 

253 360 133 191 80 96 
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c) 

Figure 9: Internal solid fraction int erng  fields with envelope fraction envg isolines from 0 to packg  for 

a) Case 1b, b) Case 2b and c) Case 3b. Relative solid velocity vectors 〈�⃗�𝑠〉
𝑠 − �⃗⃗�𝑐𝑎𝑠𝑡 are plotted.  

 546 

Unlike for globular grains, the solid mass transported due to settling of dendritic grains is quite small 547 

and the impact of the transport of the solid phase on the macrosegregation is reduced. Furthermore, a 548 

packed layer of dendritic grains is looser (has a higher liquid fraction) and can therefore have a higher 549 

permeability than a packed layer of globular grains. This promotes the percolation of intragranular liquid 550 

due to natural convection through the packed zone. As a result, positive segregation in the center and 551 

negative segregation close to the surface are observed. This can be seen in Figure 10b. The influence of 552 

the grain morphology on macrosegregation is clearly seen by comparing simulations with dendritic 553 

growth in the order of increasing grain refiner addition: Cases 1b, 2b, and 3b (Figure 10b, Figure 10d, 554 

and Figure 10f, respectively). As the grain refiner addition level increases, the shape of the 555 

macrosegregation profile changes significantly. The centerline segregation moves from strongly positive 556 

in Case 1b, to weakly positive in Case 2b, and negative in Case 3b. This is a result of grains becoming 557 

more globular as the grain refiner level is increased from 0.2 kg/t to 20 kg/t and the dominant solute 558 

transport mechanism changes from liquid flow through the porous packed layer to grain settling. An 559 

illustration of the morphology transition can be seen in Figure 11d. The internal solid fraction across the 560 

cross-section of the ingot is plotted for Cases 1b, 2b, and 3b. We move from dendritic morphology for 561 

Case 1b (𝑔𝑖𝑛𝑡𝑒𝑟𝑛 ≪ 1) to globular morphology in Case 3b (𝑔𝑖𝑛𝑡𝑒𝑟𝑛 ~ 1). Average equivalent grain sizes 562 

for all cases are reported in Table 5. Similarly as in the simulations with globular grains, the size of 563 

dendritic grains decreases with increasing grain refiner level. But for a given inoculant density, the 564 

model with globular morphology predicts lower grain size the model with dendritic morphology. This 565 

has been previously observed and reported by Heyvaert et al[40]. The predicted grain size variations 566 

across the ingot thickness were weak, of up to 10% in most of the ingot thickness and up to 25% in the 567 

vicinity of the ingot surface. Overall, the grain sizes predicted in this model are realistic and similar to 568 

sizes reported in Refs[11,41]. A more detailed discussion of grain size prediction in process-scale modeling 569 

of DC casting was presented recently by Bedel et al[42]. 570 

 571 
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Thus, for the extreme case of grain refining (20 kg/t), the dendritic and the globular grain growth model 572 

converge and the differences between the models increase significantly as the grain refinement is 573 

reduced. This can be seen in the relative segregation profiles in Figure 11 (a,b,c). This preliminary study 574 

shows the close link between the morphology of the grain and the macroscopic transport mechanisms, 575 

which invariably affects the final macrosegregation in a DC cast ingot. 576 

 577 
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Figure 10: Relative macrosegregation fields and isolines of envelope fraction overplotted with vectors 

of liquid relative velcity 〈�⃗�𝑙〉
𝑙 − �⃗⃗�𝑐𝑎𝑠𝑡 for different grain refiner levels. Globular morphology is 

imposed for a) Cases 1a, c) 2a, and e) 3a, morphology is calculated with the simplified three-phase 

model for b) Cases 1b, d) 2b, and f) 3b. g) The common color bar of relative macrosegregation for all 

cases. 

 578 

5. 5BConclusions 579 

 580 

A simplified formulation of a three-phase multiscale solidification model, in which macroscopic 581 

transport of heat, mass and momentum are coupled with microscopic grain nucleation and growth, 582 

accounting for morphology, was presented and the validity of model was assessed by comparing it with 583 

the full three phase model. The novelty of the proposed model formulation is the reduction of the number 584 

of coupled transport equations. Only three PDEs (for envelope volume, solid mass and solid 585 

concentration) instead of five (envelope volume, mass and concentrations for solid and intragranular 586 

liquid) need to be solved to describe the grain transport. This considerably reduces the computational 587 

cost as well as the complexity of implementation and of numerical solution of the model. It was shown 588 
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Figure 11: (a-c) Horizontal relative segregation profiles across the ingot for globular and dendritic 

growth models for different grain refiner levels, d) Horizontal profile of internal solid fraction for the 

cases simulated with the dendritic model.   
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that the simplified model formulation is viable. The prediction of recalescence, important for coupling 589 

with nucleation models, is highly accurate. The simplified model gives somewhat more dendritic grain 590 

morphologies than the full model, but captures the morphology transition well.  591 

 592 

The simplified model was then applied on an industrial sized DC cast ingot, accounting for grain motion, 593 

thermosolutal natural convection and shrinkage induced flow, to qualitatively study the impact of grain 594 

morphology on macrosegregation. The simulations indicate a strong link between grain morphology and 595 

macrosegregation. Grain morphology plays a key role in the macrosegregation formation due to its 596 

influence on grain settling and packing, and on intergranular liquid flow in the packed layer. The 597 

presented results suggest that a correct description of grain morphology is an important model ingredient 598 

to accurately predict negative segregation at the center of the ingot. Also, at higher grain density the 599 

model predicts a globularization of the morphology, similar to other results in the literature[38].  600 

 601 

Although this model has been qualitatively tested on a DC cast case, a more rigorous experimental 602 

validation is necessary. Comparison of predicted grain structure and macrosegregation to experimental 603 

data can improve the confidence on this model and this will be the focus of future work.  604 
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