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Abstract 

Background: Within modern health systems, the possibility of accessing a large amount and a 
variety of data related to patients' health has increased significantly over the years. The source 
of this data could be mobile and wearable electronic systems used in everyday life, and 
specialized medical devices. In this study we aim to investigate the use of modern Machine 
Learning (ML) techniques for preclinical health assessment based on data collected from 
questionnaires filled out by patients. 

Method: To identify the health conditions of pregnant women, we developed a questionnaire 
that was distributed in three maternity hospitals in the Mureș County, Romania. In this work 
we proposed and developed an ML model for pattern detection in common risk assessment 
based on data extracted from questionnaires.  

Results: Out of the 1278 women who answered the questionnaire, 381 smoked before 
pregnancy and only 216 quit smoking during the period in which they became pregnant. The 
performance of the model indicates the feasibility of the solution, with an accuracy of 98% 
confirmed for the considered case study.  

Conclusion: The proposed solution offers a simple and efficient way to digitize questionnaire 
data and to analyze the data through a reduced computational effort, both in terms of memory 
and computing power used. 

Keywords: public health; big data; feature extraction; machine learning; Hopfield neural 
network 

1. Introduction

The use of modern health systems has brought up the possibility of accessing a significant 
amount and a variety of data related to patients’ health. The source of this data could be mobile 
and wearable electronic systems used in everyday life, and specialized medical devices. These 
devices with access to communication networks and implicitly to the Internet enable storing 
collected data in traditional databases or more complex storage solutions offered by the cloud. 
This paves the way for long-term and real-time patient monitoring. Additionally, the 
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availability of medical data that could be collected through current solutions allows faster 
tracking of changes and evolutions in many fields of medicine [1,2]. The realization of 
international standards by which a set of data related to a medical condition or intervention are 
identically collected, even if they are taken from different places, would lead to a better 
understanding of the diseases and even to faster treatments [3].  

A very large part of medical data is in unstructured or even undefined formats. With the help 
of natural language processing (NLP), this problem could be alleviated by using methods such 
as semantic analysis and text mining [4-6]. In a broader sense, the processing and interpretation 
of medical data with the help of Artificial Intelligence (AI) and Machine Learning (ML) has 
become a topic of great interest in the literature. This direction of research is due to the progress 
achieved in the area of Big Data analysis and developments in storing and accessing structured 
and unstructured data, data mining, natural language processing, as well as to emerging 
technologies in the field of Internet of Things (IoT) [7]. Several studies in medicine have been 
carried out with the help of ML and Big Data technologies, examples including [8,9] for the 
control of colorectal cancer and nicotine, respectively. Supervised and unsupervised ML are 
well known ML subsets. The former requires labeled data to infer test data, while the latter 
looks for patterns and trends within unlabeled data [10]. Neural networks are another subset of 
ML and are at the heart of deep learning algorithms. Hopfield networks are neural networks 
which are associative memory networks. These networks were created to store and process 
samples [11]. Modern Hopfield networks can exponentially store the data they process, and 
these data can be retrieved only through a single access [12]. These networks have been 
successfully applied to various models [13], however, their usage is focused on retrieving the 
expected results, for example predictions, the correct interpretation of obtained results being 
nowadays still a challenge [14]. The use of ML enables processing of large volumes of data for 
identification of several important characteristics that the human specialist can omit. Using ML 
enables the rapid identification of complex patterns that result from training data and thus can 
make predictions for newly collected data [15]. The initialization and exploitation of the 
models represented by means of neural networks are based on ML methods that use the neuron 
as the fundamental processing unit, principally through the connections made imitating the 
functioning of the human brain. This approach has been used successfully in medical image 
processing [16].  

The purpose of this study is to demonstrate the possibility of processing data collected through 
a questionnaire using ML techniques with conventional processing and memory resources. 
With the help of Hopfield networks, we classify health data collected through a questionnaire. 
The questions from the questionnaire are transposed into images that are then analyzed to allow 
predictions of patients’ health conditions. The proposed network HopDetect (Hopfield detect) 
allows the identification of the life-style health index of pregnant women who are smokers 
based only on questions from a questionnaire. The unique feature of the present proposal 
consists in the way of encoding the answers based on the questionnaire and the possibility of 
automatic processing with a Hopfield type structure. The main advantage of this method is its 
suitability for direct analysis of the collected data. This, combined with one of the easiest ways 
to obtain data, in this case through questionnaires, leads to a new tool that provides fast and 
efficient support in medical decision-making. The area of collecting data through a 
questionnaire can be either restricted by specific requirements (certain areas of interest, 
population, etc.) or can be considered for a large geographical area, or for certain purposes, 



worldwide, easily accessible via social networks that have an important role in the distribution 
and data collection. The proposal presented in this article allows making predictions, useful for 
identifying health conditions at a specific group level or a population, based on the data 
collected through a questionnaire. The disadvantages of this model are closely related to the 
collected data that in certain situations may not be very accurate, the answers to the questions 
in a questionnaire can be subjective compared, for example, to the data that are collected from 
medical equipment characterized by high accuracy. 

The rest of the article is structured as follows. Section 2 presents materials and methods, while 
Section 3 presents the results. Section 4 provides a discussion, and finally Section 5 concludes 
the article. 

2. Materials and methods 

Data collection 

To identify the health conditions of pregnant women, we developed a questionnaire that was 
distributed in three maternity hospitals in Mureș County, Romania. This questionnaire was 
applied between March 2015 and March 2016 to all women who were admitted to maternity 
hospitals to give birth. The questionnaire included questions related to the condition of the 
pregnant woman as well as socio-demographic questions. A section of the questionnaire 
included questions related to patient’s smoking, but also questions about passive smoking to 
which the patient is subject to. In the county there are around 2,500 births per year for a 
population of 130,000 inhabitants. 

In this cross-sectional study, data were collected from 1278 pregnant women who were 
admitted to the hospital to give birth, the questionnaire was validated and contained 109 
questions, of which 50 questions were meant to identify the attitude related to smoking. 

Measurements 

In the questionnaire, pregnant women were grouped into three categories, all closely related to 
smoking: women who did not smoke, women who quit during pregnancy, and women who 
continued to smoke throughout pregnancy. In the first part of the questionnaire, the questions 
were related to the personal socio-economic situation of the patient, the health status of the 
pregnant woman, and the pregnancy.  

The goal of the questionnaire was to highlight the potential life-style risk in the studied group. 
The measurement of this risk is proposed to be evaluated through a three-state life-style health 
index: 

𝑖! ∈ {𝑎", 𝑎#, 𝑎$} 

where iR gets values from the set ∈ {𝑎!, 𝑎", 𝑎#}, where a1 has the meaning of “No risk of 
smoking”, the subject didn’t belong to the existing risk group; a2 is associated with a “Lowered 
risk of smoking”, subjects that belong to the risk group (smoked) but they quit smoking; and, 
a3 has the associated meaning of ”Risk of smoking”, representing subjects with high potential 
of continuing or adopting the risks factor life-style. 

Methodologically, we excluded all the patients who did not answer all the questions related to 
smoking, since these questions were considered essential for the study. The research protocol 
was approved by the ethics committee at the “George Emil Palade’’ University of Medicine, 



Pharmacy, Science and Technology of Târgu Mureș, Romania, and the study was conducted 
in accordance with the Helsinki Declaration. 

Machine learning 

The developed solution based on Hopfield networks and proposed data representation, namely 
Code-map model, with parameters correlated with the socio-demographic status of pregnant 
women, allows the identification of the patient’s status related to smoking. The algorithm was 
implemented in MatLab 2022A update 5. Considering the number of questions and the number 
of possible associated answers, a Hopfield-type associative memory is adopted with several 
units per elementary layer that is multiplied by the number of questions of the matrix expressed 
through neural networks. 

The model was trained to identify women who smoke during pregnancy on a data set of 70% 
of those collected. These were randomly selected from the people who were included in the 
study and the testing was performed on the remaining 30% of the patients. The list of 
parameters included in the learning process is presented in Table 1. Since the selected data 
were not numerical data, we used data encoding. The tests carried out led to results that can be 
implemented in other fields as well. 

Encoding data 

Encoding was performed according to the number of variables that will determine the space 
and the number of neurons. Encoding using the binary representation was done to obtain a two-
level mapping array. Such encoding allowed the use of more questions from the questionnaire 
and thus enabled a better accuracy of the results. The number of neurons that were needed to 
perform the tests was identified depending on the number of questions used and the number of 
variables that were found in the answers to the questions in the questionnaire. 

The data prior to the training and further the analysis were transformed using the function from 
equation (4) and then provided as input to the parameterized Hopfield network, which learns 
and analyzes it as a binary data map. 

Statistical analysis 

Descriptive statistics were performed to highlight smoking during pregnancy but also to 
highlight the factors that are considered for the developed model. For the data containing 
nominal variables, we applied the Chi-square test and for the data containing nominal variables 
we applied the Kruskal-Wallis test. To verify the normality of the data, the Shapiro-Wilk 
normality test [17] was applied to the nominal variables. 

Two multivariable logistic regression models were used to assess the odds of continuing 
smoking versus never smoking and the odds of continuing smoking versus never smoking. 
Analyzes were performed using SPSS v22.0 statistical software and the statistical significance 
threshold was set to 0.05.  

3. Results 

Out of the 1278 women who answered the questionnaire, 381 smoked before pregnancy and 
only 216 quit smoking during the period in which they became pregnant. The age of the 
questioned subjects is between 14 and 47 years with an average of 29.46 years. Most pregnant 



women have university degrees (660, i.e., 51.64%) and reside in urban areas (752, i.e., 58.84%) 
(Table 1). 

Table 1. Basic characteristics used in the model 

Variable Total 
(N=1278) 

Non-smoker 
(n=894) 

Smokers who 
quit smoking 
during 
pregnancy 
(n=216) 

Smokers who 
continued to 
smoke during 
pregnancy 
(n=165) 

p 

Residence 
• Urban 
• Rural 

 
752 
526 

 
499 
398 

 
144 
72 

 
109 
56 

0.0016* 

Number of weeks the 
mother gave birth 

• Min 
• Max 
• Mean/SD 

 
 
25 
42 
38.26/2.57 

 
 
27 
42 
38.27/2.56 

 
 
31 
41 
38.57/1.80 

 
 
25 
41 
37.84/3.30 

0.4365** 

Mother’s age 
• Min 
• Max 
• Mean/SD 

 
14 
47 
29.46/5.49 

 
14 
44 
29.69/5.47 

 
20 
50 
29.90/4.91 

 
16 
52 
28.44/7.54 

0.0003** 

Marital status 
• Married 
• Concubinage 
• Divorce 
• Living separately 

 
1056 
204 
3 
12 

 
780 
102 
- 
12 

 
177 
39 
- 
- 

 
99 
63 
3 
- 

<0.0001* 

Studied 
• Eight classes 
• High school 
• Professional 
• Post high school 
• University 

 
218 
169 
78 
153 
660 

 
102 
111 
48 
111 
513 

 
36 
24 
21 
30 
105 

 
69 
30 
9 
12 
42 

<0.0001* 

Social status 
• Employee 
• Housewife 
• Unemployed 
• Parental leave 

 
843 
183 
90 
81 

 
627 
99 
57 
66 

 
147 
30 
6 
9 

 
69 
54 
27 
6 

<0.0001* 

*Chi-square test, **Kruskal-Wallis test 

Table 1 shows the number of women who are pregnant and continue to smoke (n=165) and the 
number of women who quit smoking when they found out they were pregnant (n=216). 
According to the calculations performed, it can be observed that there is statistical significance 
between the studied categories (p<0.0003), but also an association between residence 
(p=0.0016), marital status (p<0.0001), level of education (p<0.0001) and social status 
(p<0.0001). 

Table 2. Identification of factors that facilitate smoking during pregnancy 

 Smokers who quit smoking 
during pregnancy (n=216) vs 
non-smokes (n=897) 

Smokers who continued to 
smoke during pregnancy 
(n=165) vs non-smokes (n=897) 

OR 95%CI OR 95%CI 
Residence (rural) 0.56* 0.40 – 0.79 0.51* 0.34 – 0.75 
The number of weeks at which 
the mother gave birth (<37 
weeks) 

0.61 0.37 – 1.03 0.61 0.35 – 1.07 



Marital status (single mother) 1.70* 1.06 – 2.72 2.42* 1.52 - 3.84 
Studies (below university level) 1.76* 1.22 - 2.53 2.66* 1.67 - 4.25 
Salary level (less than 100 Euro) 0.79 0.51 - 1.21 1.67* 1.07 - 2.58 

* statistical significance 

According to the data, 381 of the surveyed women were smoking when they found out they 
were pregnant, of which 165 continued to smoke throughout their pregnancy. According to 
Table 2, single mothers (OR=2.42, 95% CI: 1.52–3.84) and those with a high level of education 
(OR=2.66, 95% CI: 1.67 -4.25) are more likely to smoke during pregnancy compared to non-
smokers. 

Code-map model 

Human’s natural way of data and knowledge representation are difficult to be directly used in 
machines processing. In this work, we proposed and developed a methodology of data obtained 
from questionnaires encoding for fast pattern detection in common risk assessment. 

The main principle of the solution resides on a bijective transformation of the input data 
through a code-map representation (CMR): 

𝑟$ = 𝐹(𝑝$)      (1) 

with 

𝐹(𝑝$) = ⋀ 𝑓%.𝑝$,%/'
%(!      (2) 

and 

𝑓%:𝑀% → 𝑁%      (3) 

where: i is the index of the question item from the questionnaire; Mi is the set of possible values 
for a question in the questionnaire; Ni is positive integer binary coded set of the possible values 
corresponding to the i-th question item in the questionnaire; n represents the numbers of 
question item in the questionnaire; k is the index of the k-th item acquired in the questionnaire; 
f is the linguistic to binary encoding function; and, L is the internal binary mapping function. 

The aim is to obtain a representation that could be processed in frequency domain to easily 
reveal generic patterns. In this way, an image-like representation is obtained and thus 
established algorithms can be used in the process of achieving the intended goal. 

Considering as input data results coming from a questionnaire, we first have to consider the 
inference transformation described by the fi function in the form: 

 𝑓%.𝑝$,%/ = 𝑠𝑒𝑙{𝑀%}     (4) 

with sel function mapping the input into binary apriori defined code. 

The size of the obtained code-map model is related to the number of questions from the 
questionnaire and of their type. The following formula can be used to predetermine the required 
dimension for CMR for a particular application: 

 dim)*+ = ∑ 𝑛,%(⌊log" 𝑣,%⌋ + 1)	
'
-(!     (4) 



where: ⌊∙⌋ denotes the round down function; 𝑛,% represents the occurrences number of a 
specific type of question in the questionnaire, e.g., Likert type, two options responses or a value 
with known maximum size; and, 𝑣,% represents the number of adopted point in Liker scale, the 
number of options or maximum allowed value in responses as required. 

The encoding verification was performed using the ROC curve. In the case of verification, we 
obtained the following results: Sensitivity=69.77, Specificity=72.32, Youden index J = 0.4209, 
95% CI= 0.710 - 0.845, p<0.001 and Area under the ROC curve (AUC)=0.783 (Fig. 1). 

 

Figure 1. Verifying the encoding of the collected data 

 

Feature extraction 

Feature extraction could be considered as a classification problem. Given the obtained CMR 
encoding that resembles a similarity with images representation, corresponding processing 
approaches are adopted. 

In this article, based on existing literature [18-22], a recurrent neural network (RNN) is 
proposed in the form of an associative memory, also known as Hopfield network. The main 
goal is to identify if a previously learned pattern is present in the analyzed response from the 
used questionnaire, see Fig. 2. 
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Figure 2. Feature extraction with RNN 

As illustrated in Fig. 2 the process was developed in two stages: a learning phase and then the 
effective pattern detection phase. In the learning phase each available response of the 
questionnaire is encoded in CMR and used for training the RNN. At the end of this one-time 
stage any new available response can be evaluated. 

For the cases when it is known that the model of the analyzed process is changing, an “on-line” 
type approach can be adopted for dynamic learning as questionnaire acquires new responses 
and evolve. However, if rarely, new, unknown or unclassified entry becomes available the 
RNN, due to its generalization power, does not need to be retrained, as it has already been 
tested with noisy images but still good responses were obtained. The decision on the adopted 
version should be taken based on percentage rate change of the questionnaire responses. 

Solution integration 

The integrated solution links together the questionnaire response preprocessing and encoding, 
feature extraction and then transformation to end-user compliant results. Figure 3 illustrates the 
structure of the proposed ML-based solution where the main components and processes can be 
identified. 

 

Figure 3. ML based poll responses analysis process flow. 

The analysis flow is depicted in Fig. 3, identifying the classification for each new response set 
relying on the learnt model. 

Testing the associative memory model allowed the identification of people who smoke based 
only on the information requested in the questionnaire. This model has a performance of 98% 
confirmed based on the tests carried out. 

4. Discussions 

The management and interpretation of medical data is facilitated by the use of new and 
emerging technologies such as AI and ML, e.g., drug synergy prediction [23], drug-target 
prediction [24], and drug discovery [25]. With the emergence of various AI-based solutions, 
such solutions can also be adapted to the automatic learning of prototypes by implementing 
neural networks [26]. The use of ML methods in the case of longitudinal medical data can 
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provide better results than classical statistical models [27], however the learning techniques 
must use strong regularizations to be used for tabular data [28]. Medical databases offer many 
elements for understanding health conditions, but also many challenges related to data 
management and processing. The use of Big Data technologies is necessary to process large 
databases that grow in size but also in complexity [29]. A known case, reported in [30], includes 
the medical data of UK patients that were used to identify the incidence of cardiovascular 
disease using four ML approaches. The results encouraged the authors to make 
recommendations to benefit as many patients as possible.  

Other studies have identified the fact that parallel processing can improve the learning process. 
Thus, the tasks are learned simultaneously, but by communicating information between them, 
more accurate models can be created than if the learning had been carried out separately. The 
first multitask Hopfield network for classification purposes that is capable of simultaneously 
learning multiple tasks was presented in [31]. The Hopfield model was also used in the case of 
dementia, for investigating the associated occurrence possibility of disruption in the neural 
network. In the situation of weak connectivity state, it was found a similar disruption behavior 
in case of the Hopfield network structure, as in the case of the neural network observed in 
dementia subjects [32]. In the case of Hopfield networks [33,34] with at least two neurons, we 
may find various other applications, valuable results being obtained in case of system 
engineering in adaptive control implementation. This network works by minimizing an energy 
function, in which the result is represented by the obtained extrema [35]. Prediction models 
can be found in the identification of viral diseases, fungal infections and even cancer. The 
treatments performed with pectites allow the use of prediction models that have a high degree 
of accuracy using algorithms such as pAVP_PSSMDWT-EnC [36], cACP-DeepGram [37], 
and iAFPs-EnC-GA [38]. 

Some researchers have created Deep Learning architectures that include modern Hopfield 
networks that allow the storage of two types of data: all the training data or the vectors of the 
original inputs [39]. The application of all these techniques for large databases brings benefits 
due to the complexity of the models used, and also contributes to the accuracy in which the 
results of a model are interpreted and put into medical practice. There are tested models that 
have the same utility, but there is still no explanation related to which model should be applied 
in special situations [40,41]. The formalization of the processes would allow an understanding 
of their limitations and how these models work, a fact that will lead to much more innovative 
solutions [42,43]. 

The results of the study presented in this paper complement the results of related works, and 
highlight the possibility of fast assessment of clinical states based on learnt features. 

The limitation of the study is related to the quality of input data, more specifically related to 
the questionnaires designs and the accuracy of the obtained responses. Another limitation of 
the study is related to the relatively limited number of answers collected through this method, 
that of the questionnaire. The number of questions included in this model was relatively small 
for practical considerations. 

5. Conclusion 

In the medical field, patient anamnesis and the study of health in various communities have 
standardized questionnaires as a basic tool. Automatic processing solutions could come to the 



aid of practitioners in the field. In this work, we proposed, developed and tested such a solution, 
which is based on ML techniques. The proposed solution uses a "recurrent neural network" 
with associative memory functionality. In order to ensure a low computation effort, an 
encoding solution was proposed, and subsequently, a tuned parametrized machine learning 
model. The integration of encoding, machine learning and decoding parts lead to the proposed 
solution. The performance of the model indicates the feasibility of the solution for the proposed 
study. Overall, the proposed solution offers a simple and efficient way to digitalize 
questionnaire answers, and to analyze it through a reduced computational effort, both in terms 
of the amount of memory and the computing power used. 

6. Summary points 

What we already knew: 

• AI is used to make medical predictions. 
• The applied questionnaires are easy to implement and can be used for various medical 

investigations. 

What this study added to our knowledge: 

• Quick identification of vulnerable patients or those who have harmful health habits 
based on answers to the questions in a questionnaire. 

• The use of encoding of questionnaire data helps to quickly find answers to the medical 
needs of patients. 

• Application of ML in medicine for fast data processing and accurate predictions. 
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