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Abstract— Situation awareness is of great importance for
autonomous ships. One key aspect is to estimate the sea state in
a real-time manner. Considering the ship as a large wave buoy,
the sea state can be estimated from motion responses without
extra sensors installed. However, it is difficult to associate
waves with ship motion through an explicit model since the
hydrodynamic effect is hard to model. In this paper, a data-
driven model is developed to estimate the sea state based on
ship motion data. The ship motion response is analyzed through
statistical, temporal, spectral, and wavelet analysis. Features
from multi-domain are constructed and an ensemble machine
learning model is established. Real-world data is collected
from a research vessel operating on the west coast of Norway.
Through the validation with the real-world data, the model
shows promising performance in terms of significant wave
height and peak period.

I. INTRODUCTION

Remotely operated and autonomous ships are a topic of
increasing interest among the maritime industry. These ships
have the potential to reduce human-based errors while lower
fuel consumption and extend the operational window [1].
The dependency on situation awareness is a common basis
for autonomous systems. The system must be able to process
the current environment and use it for safe and effective
decisions. The sea state is crucial environmental information
for the vessel operated on the sea. Real-time estimation of
sea state are of key importance for autonomous ships.

In oceanography, a sea state refers to the general condition
of the ocean with respect to wind waves and swell at a certain
location and moment. A sea state is usually characterized by
statistical parameters, e.g., significant wave height, average
wave frequency, peak frequency [2]. The primary tools nowa-
days to collect accurate statistical wave data are floating wave
buoys. However, wave buoys are not practical for a vessel in
maneuvering since they are present at fixed locations. Other
methods include meteorological satellite and wave radar. The
meteorological satellite image quality may be affected if the
cloud is low and it is often subjected to a time delay of
several hours. Wave radar satisfies the need to estimate on-
site sea state in real-time. But these systems are expensive
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Fig. 1. Illustration of the data we collected from R/V Gunnerus operating
on the west coast of Norway. R/V Gunerus is showed in the upper left
corner. The red lines indicate the area where the ship has been. The data
contains that the ship either in a DP operation or heading in a straight
line with constant speed. The data is used to build data-driven model for
real-time sea state estimation.

to install, require frequent calibration [3], and only equipped
to limited vessels.

The majority of marine vessels are equipped with sensors
that measure the ship motions in 6 degrees of freedom. A
ship can be considered as a large wave buoy and the motion
responses reflect the sea state condition. From this perspec-
tive, a ship is essentially equipped with an environmental
condition estimation system [4]. Estimating the sea state
based on the ship motion responses is of interest and has
been investigated. Several challenges exist to estimating the
sea state using motion data: (1) ocean waves are stochastic
processes and wave energy is distributed over frequencies
and directions; (2) the relationship between wave and ship
motion is difficult to model; (3) the moving of the ship
adds extra complexity. Previous works involve model-based
methods that use response amplitude operators (RAOs) to
relate the sea state to vessel responses. RAOs are complex-
valued transfer functions that are calculated using strip theory
and sometimes computational fluid dynamics. Ship responses
are, in general, non-linearly related to the wave excitation.
However, the transfer functions are linear and therefore only
hold for light and moderate sea states [5]. Besides, the
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RAOs are difficult to estimate exactly and might need to
be tuned with real-world data. On the other hand, data-
driven approaches can be employed to learn the mapping
from measured ship motion responses to actual sea state.
The advantage of these approaches is that they are able to
discover the pattern between ship motion and sea state based
on historical experience.

While this task can naturally be posed as a supervised ma-
chine learning problem, how to extract salient features make
this a challenging task. The extracted features not only have a
significant influence on the model performance but also can
enhance understandings of this problem. End-to-end deep
learning methods can produce hierarchical representation but
prevent interpretation of the generated features. However,
features are essential for interpreting signals because it is
not like images, which are straightforward to understand for
humans. A certain degree of feature interpretability, e.g., how
each feature contributes to the prediction, can provide post-
hoc validation to examine if the model actually learns some
useful rules. Besides, it could be beneficial for the user to
trust the model, which is of key importance in the maritime
industry.

In this paper, a data-driven model is proposed to estimate
the sea state based on ship motion responses. Features are
generated by means of statistical, temporal, spectral, and
wavelet analysis. The features are then used to predict the
sea state information with machine learning models. Real-
world operation data is collected from a vessel as illustrated
in Fig. 1. Validation is performed to show the effectiveness
of the proposed method.

The remainder of this paper is organized as follows: an
introduction to sea state estimation is given in Section II.
Section III presents the design of network. The experiments
are discussed in Section IV. Section V concludes the paper.

II. RELATED WORK

Estimating the sea state from measured ship motion re-
sponses has been studied by many researchers. Most of the
research focuses on the field of frequency domain anal-
ysis. The ship motion response is first transformed into
the frequency domain through fast Fourier transform or
autocorrelation analysis. The RAOs are then used to relate
the wave spectrum to the motion spectrum. The fundamental
idea is to minimize the difference between the measured
ship spectrum and the calculated ship spectrum [6]. If a
wave spectra, e.g., JONSWAP, Bretschneider, is assumed, the
wave parameters are obtained in the nonlinear optimization
process [7], [8], [9]. Otherwise, a Bayesian approach can be
applied [10], [11], in which the wave spectrum is represented
in a discrete frequency-directional domain and the original
least square problem is transformed into the maximization
of posterior. The methods are initially developed for dynam-
ically positioned (DP) vessel, Iseki and Ohtsu [10] extend
this method to ship with forward speed by addressing the
triple-valued function problem in the following seas.

Considering this method highly relies on spectral analysis
which may influence the outcome, the estimation of sea

state from ship motion response can be also addressed
in the time domain. Pascoal and Soares [12] propose an
estimation algorithm established based on Kalman filter.
The wave components are introduced as state variables. The
method is further extended to ship with forward speed and
validation is performed through sea trial data [13]. A similar
observer-based approach is developed by Belleter et al. [14],
[15] to estimate the wave frequency using the measured
roll or pitch angle. Nielsen et al. [16] propose a step-wise
method that uses the frequency estimator above together with
nonlinear least square for estimating wave amplitude and
phase. Nevertheless, these two methods, either frequency or
time domain, are dependent on RAOs to relate the wave to
the ship motion. RAOs are simplified linear transfer function
and hard to obtain exactly (tuning with real-world data is
often needed). Errors may be produced and RAOs only hold
for mild and moderate sea state [5].

Data-driven methods are alternative methods that learn the
mapping between ship motion and sea state directly. The
advantage of these methods is that it does not rely on an
explicit model to link waves to ship motion. Tu et al. [17]
extract time and frequency domain statistical information of
the measured motion data and apply a three-layer classifier
to classify the sea state. Arneson et al. [18] integrate the
frequency components over the frequency range for the
motion response spectrum as features and use them to train
the machine learning models. A concern is how to extract
useful features. Even though the end-to-end deep learning
method also has been developed [19], [20], [21], the features
generated automatically from this method are impossible
to interpret. This paper focuses on generating interpretable
features and applying them to develop a machine learning
model for sea state estimation.

III. DATA-DRIVEN SEA STATE ESTIMATION

A. Overview

The overview of our proposed method is shown in Fig. 2.
The measured motion data are time-series data. The mea-
sured motion data are analyzed by means of statistical
analysis, temporal analysis, spectral transform, and wavelet
transform. In this manner, a thorough analysis of the signals
is conducted to capture more information. To avoid the curse
of dimensionality, a filter-based feature selection technique
is applied to limit the feature space. With the selected
salient features, z-score normalization is first applied and
then three different machine learning models are trained. The
predictions from these three models are then ensembled using
the voting method to provide the final prediction.

B. Signal detrending

In order to reduce the impact from ship actuation and
eliminate possible offset introduced by the sensor measure-
ment, local regression [22] is used to detrend the signal and
assure the displacement has almost zero mean. At each point
a weighted least-squares fit is applied to the local subset of
the data, the signal trend is obtained after all the points in the
data are fitted. Subsequently, the final displacement history
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Fig. 2. A schematic illustration of the proposed model.
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Fig. 3. Example of the detrending process.

is found as the difference between the original displacement
and the signal trend. Fig. 3 shows an example from the signal
detrending process.

C. Multi-domain feature construction

Considering a signal is a discrete time series data
(x1,x2, . . . ,xn) with length n, four broad categories of features
are constructed to describe sea state pattern.

1) Domain-knowledge features: Two basic features are
extracted. speed: the forward speed is important for esti-
mating wave characteristics due to the Doppler shift [5],
diff angle: the difference between course angle and heading
angle during ship maneuvering.

2) Statistical features: Seven basic statistical features
are extracted from each DOF measurement. Six standard
features of the signal including maximum, minimum, mean,
variance, skew, and kurtosis are considered. Additionally, the
q quantile information of the signal is extracted, which is the
value greater than q of the ordered values from the signal.
The variable q is selected as 0.2, 0.4, 0.6, and 0.8.

3) Temporal features: Firstly five temporal features
are considered, which include: absolute sum of change
(∑n−1

i=1 |xi+1 − xi|), absolute energy (∑n
i=1 x2

i ), mean second
derivative center ( 1

2(n−2) ∑
n−2
i=1

1
2 (xi+2 − 2xi+1 + xi)), zero

cross (the number of the signal crossings zero), longest
strike above mean (the length of the longest consecutive
subsequence in a signal that is largest than its mean).

Two advanced temporal features are also extracted:
Sample entropy: This feature uses −log A

B to measure the
complexity of a time series. Given a subsequence seqm(t) =
[xt ,xt+1, ...,xt+m] with length m, B is the number of sub-
sequence pairs have d(seqm(i),seqm( j)) < r while A is the

number of pairs that after being extended to length m+ 1
have d(seqm+1(i),seqm+1( j))< r, where d is the Chebychev
distance and r is a tolerance threshold.

Autocorrelation: This feature measures the similarity be-
tween observations as a function of the time lag between
them. For a discrete process, the autocorrelation is obtained
as R̂(k) = 1

(n−k)σ2 ∑
n−k
i=1 (xi− µ)(xi+k− µ), where µ and σ2

are the mean and variance respectively. k denotes the time
lag. Five different time lags 10, 20, 30, 40, 50 are used to
extract this feature.

4) Welch spectral features: Welch method [23] is an
approach to transform a signal from the time domain to
the frequency domain and estimate the power of a signal
at different frequencies. The method is based on the concept
of using periodogram spectrum estimates by computing the
fast Fourier transform (FFT). However, the periodogram is
a high variance estimate due to the use of a finite data
stream. Hamming window is used to smooth the spectrum.
After the signal is transformed into frequency domain, four
basic spectral features including max power spectrum, fun-
damental frequency, max frequency, and median frequency
are extracted. Additionally, five features related to the shape
of the spectrum [24] is also extracted: centroid, variation,
spread, skewness, kurtosis.

5) Wavelet features: The wavelet transform is a time-
frequency analysis method which selects the appropriate
frequency band adaptively based on the characteristics of the
signal. This enables wavelet transform to analyze a signal
with multi-scales both in time and frequency domain. The
wavelet transform is used to split a signal into different
frequency sub-bands. The Daubechies wavelet of order 1
(db1) is selected as the basis function and the decomposition
level is five. In total five approximation components and five
detail components are obtained. For each components, the
mean, variance, median, skewness, kurtosis, absolute energy,
absolute sum of changes, and zero cross are extracted.

D. Minimum-redundancy maximum-relevance (mRMR) fea-
ture selection

In order to select salient features from the constructed
multi-domain features, mRMR [25] feature selection frame-
work is utilized. The mRMR criterion is a filter feature
selection method which can effectively reduce the redundant
features while keeping the relevant features for the model.
The mRMR criterion can be expressed as:

fmRMR(xi) = I(y,xi)−
1
|S| ∑x∈S

I(xs,xi) (1)

where the function I(·, ·) denotes the mutual information
(MI). |S| is the size of the feature set and xs ∈ S is one feature
out of the feature set. The first term in Eq.(1) represents the
relevant to the target y while the second term measures the
redundancy. Since the MI is computationally expensive for
continuous variables, the redundancy is replaced with corre-
lation. The MI used to measure the relevance is normalized
to [0,1] to have a same range with the correlation:



fmRMR(xi) = Inorm(y,xi)−
1
|S| ∑x∈S

ρ(xs,xi) (2)

where the function Inorm(·, ·) denotes the normalized mutual
information and ρ(·, ·) denotes the Pearson correlation. The
criterion is used to rank the features and provide a basis for
feature selection of learning models.

E. Learning models
1) k-nearest neighbor (kNN): kNN is an intuitive and

efficient method that has been used extensively in the ma-
chine learning literature. The basic idea of kNN is to predict
a testing point based on a fixed number k of its closest
neighbors in the feature space. These neighbors are chosen
from a set of training points ((x1,y1), ...,(xn,yn)) whose
targets are known. For a novel test point x, kNN regression
computes the mean of the function values of its k-nearest
neighbors. A distance-based version kNN is used here, where
the k-nearest neighbors are weighted by the inverse of their
distance:

fkNN(x) =
1
k ∑

i∈Nk(x)

1
d(x,xi)

∑i∈Nk(x)
1

d(x,xi)

yi (3)

where set Nk(x) containing the indices of the k-nearest
neighbors of x. d(x,xi) =

√
|x− xi|2 is Euclidean distance.

2) Support vector regression (SVR): SVR is an effective
method for modeling and interpolating nonlinear functions.
Due to the cost function that ignores any training data close
to the model prediction, it depends only on a subset of the
training data. The basic idea of SVR is to fit a function
f (x) = 〈w,x〉+b onto a training data set. The weights vector
w,b can be obtained by solving the optimization problem:

min
w,b

1
2
||x||2 +C

n

∑
i=1

(ξi−ξ
∗
i )

s.t. − ε−ξ
∗
i ≤ 〈w,xi〉+b− yi ≤ ε +ξi

ξi,ξ
∗
i ≥ 0

(4)

where ξ and ξ ∗ are slack variables representing the deviation
from a predefined gap with hyperparameter ε . The hyperpa-
rameter C denotes the strength of the regularization which
is inversely proportional to C. Solving this problem requires
the application of the Lagrangian multiplier technique, which
by itself leads to a dual optimization problem:

min
α,β

1
2

n

∑
i, j=1

(αi−βi)(α j−β j)κ(xi,x j)

+ ε

n

∑
i=1

(αi +βi)−
n

∑
i=1

yi(αi +βi)

s.t. 0≤ αi,βi ≤C

(5)

where κ(xi,x j) is a kernel function which is used to account
for nonlinearities. In this paper, radial basis function (RBF)
kernel is used, which is expressed as κ(xi,x j) = exp(−γ||xi−
x j||2). γ is a hyperparameter in the RBF kernel. The details
of SVR and the solving process for its dual optimization
problem can be refer to [26].

3) Gradient boost decision tree (GBDT): GBDT is an
ensemble model using gradient boost technique with decision
trees as base learners. The prediction of the GBDT is the sum
of M trees:

ŷi =
M

∑
t=1

ft(xi) (6)

In t iteration, a tree model ft(·) is generated by minimizing
the following function:

Ob j(t) =
n

∑
i=1

l(yi, ŷ
(t−1)
i + ft(xi))+Ω( ft)

'
n

∑
i=1

[gi ft(xi)+
1
2

hi f 2
t (xi)]+Ω( ft)+ constant

(7)

where l(·, ·) denotes the loss function, mean square error
is usually used for regression problem. Ω(·) is a regular-
ization term for decision tree. The objective function can
be approximated by second-order Taylor expansion, where
gi = ∂ŷ(t−1) l(yi, ŷ(t−1)) and hi = ∂ 2

ŷ(t−1) l(yi, ŷ(t−1)).
4) Model ensemble: Model ensemble is a commonly

used method to improve model performance. The above
three models are ensemble using voting method, which is
simply averaging the predictions from the three models.
Tree-based model (GBDT), kernel-based model (SVR) and
distance-based model (kNN) are used here to ensure the
diversity of sub-models, which also influences the ensemble
performance.

IV. EXPERIMENT

A. Data collection

The ship operation data is collected from the Norwegian
University of Science and Technology’s research vessel, R/V
Gunnerus. R/V Gunerus is a multi-purposed vessel with
length 31.25m and draught 2.7m. The data is collected
from 2017 to 2019. The trajectory of the vessel is first
filtered to obtain the data in nearly stationary operation
conditions, where the course angle and forward speed do not
change significantly. As shown in Fig. 1, the red line in the
figure indicates the position of the ship when the data was
collected and used in this paper. Four ship motion time-series
responses are extracted: sway velocity, roll, pitch, and heave.
The forward speed and the difference between the heading
angle and course angle are extracted as domain-knowledge
features. The sampling frequency for these sensors is 1 Hz.
The data stream is then cut into 10 minutes segment without
overlapping.

The sea state information is collected from the Norwegian
Meteorological Institute. Three sea state characteristics are
considered: significant wave height hs, mean wave direction
Dm, and peak period Tp. The three sea state characteristics are
then used to label the ship motion data by nearest neighbor
search in coordinate with latitude and longitude. Fig. 4 shows
the distribution of the collected data.

A multi-target regression dataset is formed with forward
speed, sway, roll, pitch, heave as input and significant wave
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height hs, mean wave direction Dm, and peak period Tp as
output. The forward speed is constant variable while the
sway, roll, pitch, heave are time-series data. Fig. 5 presents
a random sample drawn from the dataset.

B. Experimental setup

The mean absolute error (MAE) is used as the evaluation
metric. We performed 5-fold cross-validation to avoid possi-
ble selection bias on splitting the dataset. It also helps to give
an insight into how the model will generalize to the dataset.
The hyperparameters of all the models are tuned using a
random search strategy [27].

C. Performance comparison

To evaluate the performance of the proposed method, four
baselines model are also implemented: (1) Random Guess:
a simple model that makes the predictions by randomly
drawing from the training data distribution. (2) Linear Re-
gression with Elastic Net regularization (EN): a regularized
linear regression method that linearly combines the l1 and
l2 penalties, the hyperparameter for l1 and l2 are tuned.
(3) Multilayer Perceptron (MLP): a class of feedforward
artificial neural network, ReLU is used as the activation
function and Adam is used as the optimizer. The learning rate
and the weight for l2 regularization are tuned. (4) Random
Forest (RF): an ensemble model that uses the decision trees
as base learners and bagging to improve the performance.
The maximum depth, the minimum number of samples
required to be at a leaf node, number of features to consider
when looking for the best split are tuned.

In addition, an end-to-end model SeaStateNet [19] is
implemented. This model consists of a convolutional neural
network block, a long-short-term memory block, and an FFT
block. The model uses the time series data as input directly
and therefore does not rely on our constructed features. Since
the model is originally designed for classification, the output
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nodes in the last layer are changed to three and the loss
function is changed to mean square error in order to adapt
to the dataset.

Table I reports the MAE of the models, evaluated through
the 5-fold cross-validation. The results are presented in
mean±std format. For the feature-based approaches, GBDT
consistently outperforms the other approaches. The high
MAEs of the EN model suggest that the sea state charac-
teristics are better captured using nonlinear relationships.
The ensemble model consists of GBDT, kNN, and SVR
outperforms any individual models. The end-to-end approach
SeaStateNet outperform the ensemble model in Dm but have
a slightly higher MAE in hs and Tp. The reason might be that
the mean wave direction is not so sensitive to the constructed
features. Besides, the errors for hs and Tp are in an acceptable
range, while the error for Dm is relatively high even though
it is clearly better than the random guess. The reason might
be that most of the time the vessel is operating near the
coast and the mean wave direction from the weather forecast
system is not so accurate in this region.

TABLE I
THE MAE VALUES OF THE DIFFERENT METHODS

Model Wave Characteristics
hs (m) Dm (◦) Tp (s)

EN 0.484±0.027 77.59±3.32 2.032±0.172
MLP 0.431±0.045 71.84±6.50 1.851±0.119
RF 0.378±0.024 64.34±4.62 1.686±0.116

kNN 0.359±0.025 60.02±3.58 1.655±0.095
SVR 0.361±0.024 60.96±2.58 1.649±0.100

GBDT 0.337±0.027 59.28±2.26 1.607±0.096
SeaStateNet 0.348±0.019 53.82±3.09 1.659±0.178
Our ensmble 0.334±0.030 57.72±1.30 1.528±0.084

D. Evaluation on generated features
In order to verify the effect of the generated features,

the four groups of features are added sequentially for per-
formance validation. Table II summarizes the comparison
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Fig. 7. Feature importance in GBDT measured by gain-based Gini importance.

results with the feature groups, where f1, f2, f3, f4 and
f5 denote domain-knowledge features, statistical features,
temporal features, welch spectral features and wavelet fea-
tures, respectively. The performance of the model in terms
of hs, Dm and Tp increases with an increased group of
features. It shows that the features from the multi-domain are
beneficial. With the addition of spectral features and wavelet
features, the overall performance of the model on these three
characteristics improves around 10%.

TABLE II
COMPARISON OF DIFFERENT FEATURES

Features Wave Characteristics
hs (m) Dm (◦) Tp (s)

f1 + f2 0.431±0.034 73.26±4.43 1.956±0.091
f1 + f2 + f3 0.351±0.027 61.96±4.41 1.634±0.130
f1 + f2 + f3 + f4 0.338±0.025 58.21±2.30 1.546±0.093
f1 + f2 + f3 + f4 + f5 0.334±0.030 57.72±1.30 1.528±0.084

Fig. 6 shows the MAE of hs, Dm, and Tp versus the number
of selected features using mRMR criterion. The results of
GBDT, kNN, and SVR are also presented since they are the
bases for the ensemble model. The subgraph in the bottom
right shows the mRMR score with the features in descending
order. The performance of the model first increases with the
number of features and then the performance degrades. The
effect of the features redundancy is much obvious at Dm.
The optimal number of selected features for hs, Dm and Tp
is 160, 130 and 130, respectively.

Understanding how the features contribute to its prediction
can be used to inspect the model with domain-knowledge as
well as build trust for the users. The GDBT in our ensemble
model provides a way to inspect the importance of features.
Fig. 7 shows the top 20 most important features. The feature
importance is measured by total Gini gains of splits that
use the feature. The strength of the signal, represented by
abs energy, absolute sum of change, is important for signifi-
cant wave height. The mean wave direction gives much focus
on the shape of the spectrum. As for the peak period, the
wavelet features occupy an important part since it represents
the signal in the different frequency ranges.
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Fig. 8. The effect of the number of training samples.

E. Sensitivity of training data size

The sensitivity of the model with respect to the training
data size is studied since it is difficult to collect a large
dataset for different kinds of ships. Fig. 8 shows the vali-
dation error versus the fraction of the used training set. The
subgraph in the bottom right shows the training time. The
errors increase when fewer training samples are used. The
end-to-end model is a little bit more sensitive to the training
data size than our feature-based model.

V. CONCLUSIONS

This paper presents a data-driven model for performing
real-time onboard sea state estimation for vessels. The model
is based on extracting features with statistical, temporal,
spectral, and wavelet analysis. Data collected from real-
world scenarios show that the method can provide relatively
accurate results in terms of significant wave height and peak
period. A detailed analysis of the model is performed, which
shows that the features from the multi-domain are beneficial.
Future work should include more data far from shore to
examine the model’s ability in estimating wave direction.
Also, a more detailed analysis of the extracted features
should be conducted and the model uncertainty should be
included for actual usage.
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