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� A gravity-diffusion model for predicting water droplet concentration profiles in oil/water pipe flow was implemented.
� In the model, the droplet size distributions could be replaced by the Sauter mean values without loss of accuracy.
� The effect of turbulence of the droplet/fluid drag force was found to be important.
� In general, a good match between the model predictions and data was found, although there was room for improvement for the lowest flow rates.
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a b s t r a c t

A gravity-diffusion model was implemented for predicting water concentration profiles in dispersed oil-
continuous oil–water flows. In this model, the measured droplet size distributions were used instead of a
droplet size closure law. The turbulent diffusion was modelled assuming single-phase flow while the
gravitational drift was based on closure laws from the literature, including hindrance effects. The results
showed that including the effect of turbulence on the drag force was important, where the turbulent fluc-
tuations cause an increase in the average drag because of the non-linearity of the drag law. The model
yielded a good match with the experimental data reported by Gonzales et al. (Gonzalez et al., 2022), espe-
cially at the highest flow rates.
We also concluded that the following model simplification could be introduced without changing the

results significantly:

1) The droplet size distributions could be replaced by the Sauter mean droplet size.
2) The diffusivity profile model could be replaced by a uniform diffusivity model.

� 2022 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Multiphase flow has many application areas, and one area of
particular importance is related to hydrocarbon transport from
wells to the associated processing facilities. Here, the ability to pre-
dict the flow characteristics accurately is crucial for both design
and operation of such systems. The increased focus on minimizing
the carbon footprint of hydrocarbon transport systems has led to
the proliferation of tie-back solutions, where new hydrocarbon
assets are connected to existing infrastructure instead of building
standalone installations. One of the main challenges with this
approach is that the produced fluids must be transported over
longer distances, which leads to larger uncertainties in the total
pressure drop and flow stability. The development of these
tie-back solutions thus requires simulation tools that are as accu-
rate as possible to mitigate these uncertainties.

Oil-water flow is an important special case in the realm of mul-
tiphase flow. Oil transport lines often contains large water frac-
tions, either because pre-separation of water is not feasible, or
because water is injected to reduce the flow resistance (Joseph
et al., 1997). It is then important to understand how the two phases
interact, and how this influences the pressure drop. A good under-
standing of oil–water flow is also a prerequisite for predicting
three-phase gas/oil/water flows, which is the most common sce-
nario in hydrocarbon transport.

In many practical oil/water flow scenarios, such as petroleum
production and transport, the fluids are transported over long dis-
tances (tenths of kilometres), and the simulation method must
then be selected accordingly. Specifically, full 3D simulations are
not feasible in such cases because of the computational cost, and
a more pragmatic approach must then be applied. It is thus the
aim of this paper to propose a model that contains the most
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important physical phenomena for predicting dispersed oil/water
flows, but at the same time make simplifications that can lessen
the computational time for simulations.

There are many experimental studies of oil–water flows in the
literature, but most of them do not have many detailed measure-
ments (Kumara et al., 2009; Brauner, 2003; Yang et al., 2021;
Santos et al., 2019). This is regrettable because to obtain a proper
understanding of the mechanics of dispersed oil/water flows,
simultaneous measurements of both phase fraction profiles and
droplet sizes are needed. A few oil–water experimental studies
include local phase fraction measurements, but with no droplet
size measurements (Amundsen, 2011; Elseth, 2001; Soleimani,
1999). Although such phase fraction measurements are certainly
very useful, the absence of droplet size measurements leaves the
door open for model developers to tune the droplet size model to
match the experiments. This droplet size tuning can very easily
cover up other weaknesses in the modelling without the devel-
oper’s knowledge, possibly leading to a model with several closure
law errors that largely cancel each other out. Even if such a flawed
model is shown to provide good overall predictions in one partic-
ular data set, there is every chance that it will not work in other sit-
uations. It is thus important that the closure laws used in flow
simulation models are calibrated and validated independently.

To our knowledge, the oil–water pipe flow campaign conducted
by Gonzalez et al. (Gonzalez et al., 2022) is the only study of its
kind where both local phase fractions and droplet size were mea-
sured simultaneously in a sufficiently long test section (212 m) to
reach developed flow. This data set thus provides a unique oppor-
tunity to make progress on the modelling of oil–water flows, and
arguably also particle-laden flows, which is essentially the same
type of situation. In this paper we have elected to focus on fully
dispersed oil-continuous flow, where all the water is entrained as
droplets in the oil phase. This flow regime is ideal for examining
some of the most important physical mechanisms in oil–water
flows, namely turbulent diffusion and gravitational drift.

There are some interesting works on the modelling of oil/water
flows in the literature, and we will briefly describe some of them
here. Amundsen (Amundsen, 2011) implemented a unified model
for dispersed/separated oil/water flow based on a gravity/diffusion
balance to describe the behaviour of the dispersed droplets. A
tuned version of the Richardson-Zaki model (Richardson and
Zaki, 1954) (described in Section 3.3) was used to account for dro-
plet hindrance effects. Good agreement with the experimental data
was reported. However, the droplet sizes were not known in the
experiments, and the droplet size used to calculate the settling
velocity was obtained by multiplying the maximum stable droplet
size given by the Hinze model (Hinze, 1955) by 0.557.

d ¼ 0:557 � dmax ð1Þ

where dmax is given by:

dmax ¼ 0:725
r
q

� �0:6

e�0:4 ð2Þ

Here, r is the surface tension between the phases, q is the den-
sity of the continuous phase, and e is the energy dissipation rate. It
was pointed out that droplet size measurements would have been
useful since the accuracy of the droplet size model was not known.

Paolinelli (Paolinelli, 2020) proposed a model for dispersed oil/
water flow using the same modelling principle, i.e., a gravity/diffu-
sion balance, and compared to phase fraction profiles reported in
the literature. A normalized diffusivity of 0.255 was used, which
is more than three times the generally accepted value for single
phase flow (0.074) (Skartlien et al., 2011). Again, droplet size mea-
surements were not available in any of the data sets, and the dro-
2

plet size was calculated by multiplying the maximum stable
droplet size given by the Hinze model (Eq. (2)) by the expression:

0:5 1þ K � Cð Þ ð3Þ
where C is the volumetric droplet concentration K is a parameter
taking on values in the range 3–5.4 depending on the droplet con-
centration. No droplet hindrance was considered in the model.
The model was reported to give good agreement with measured
phase fraction profiles. The phase fraction profiles were further
used for predicting the transition between separated and dispersed
oil/water flow, using the assumption that the transition took place
when the maximum concentration exceeded the phase inversion
point.

Pouraria et al. (Pouraria et al., 2021) performed CFD simulations
of dispersed oil/water flows using ANSYS FLUENT (Fluent User’s
Guide Release 14, Washington, PA, USA: Ansys Inc., 2011). Droplet
size distributions were calculated using a transient population bal-
ance model. The forces on the water droplets included drag, lift,
turbulent dispersion, and virtual mass forces. The turbulence was
modelled by employing the standard k-e model. The predicted
phase fraction profiles were compared to experiments with rea-
sonable agreement. The droplet size model was validated against
droplet size measurements, but those measurements were not
from the experiments where the phase fraction profiles were
recorded.

Berrio et al. (Berrio et al., 2021) also performed CFD simulations
of oil/water flows, comparing to experimentally obtained phase
fraction profiles. The droplet size distributions were calculated
using a transient population balance model, but the droplet size
supplied at the inlet was tuned for each case to obtain a best pos-
sible match with the phase fraction profiles.

Santos et al. (Santos et al., 2020) performed CFD simulations
using COMSOL Multiphysics (COMSOL, 2019) in a 2D geometry
using a Eulerian–Eulerian approach and the k-e model for turbu-
lence modelling. The droplet size was given a value of 120 lm.
The predicted pressure gradients and phase fraction profiles com-
pared favourably to experimental data. The phase fraction profiles
were however completely homogeneous in all cases, making it dif-
ficult to assess the accuracy of the droplet dispersion model.

A common theme in all these modelling efforts is that the dro-
plet sizes were not measured in the experiments, compelling the
authors to use droplet size models found in the literature. Since
the accuracies of those droplet size models are not known, the
accuracies of the proposed closure laws related to the turbulent
dispersion and gravitational drift cannot be assessed, because the
overall agreement or lack thereof can always potentially be attrib-
uted to uncertainties in the droplet size model. Indeed, different
authors have proposed widely different values for the normalized
turbulent diffusivity, ranging from 0.049 (Amundsen, 2011) to
0.255 (Paolinelli, 2020) for systems that are very similar. We sus-
pect that the main reason for these disparities has to do with
uncertainties in the droplet size closure laws.

The primary novelty of this paper is that we have implemented
a model for predicting phase fraction profiles that uses measured
droplet size distributions instead of a droplet size model. This
has not been possible before the paper by Gonzales et al.
(Gonzalez et al., 2022) since there appears to be no previous oil/
water experiments where both phase fraction profiles and droplets
sizes have been measured simultaneously. The benefit of this is
that we can focus on the modelling of the droplet dispersion pro-
cess and gravitational drift, without worrying about uncertainties
in the droplet sizes.

In the following sections we first provide a brief description of
the experiments conducted by Gonzalez et al. (Gonzalez et al.,
2022). We then propose a model based on a balance between tur-
bulent diffusion and gravity using the measured droplet size distri-
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butions instead of a droplet size model. Next, we simplify the mod-
elling significantly by replacing the droplet size distributions with
the Sauter mean droplet size, and by assuming a homogeneous tur-
bulent diffusivity. Finally, we introduce a correction to the settling
velocity model by including the effect of the turbulent velocity
fluctuations.
2. Experiments

The oil–water pipe flow experiments used in this paper were
conducted by Gonzalez et al. (Gonzalez et al., 2022) and we will
briefly describe them here. The experiments were conducted in a
stainless-steel flow loop with inner diameter D = 56.3 mm and
total length of L = 212 m, and the pipe inclination was 0.13�. A
schematic illustration of the flow loop is shown in Fig. 1. The oil
phase used in the experiments was Exxsol D60, and the water
phase consisted of tap water with 3.5 wt% sodium chloride. The
thermodynamic properties of these fluids are listed in Table 1.
The experiments cover mixture velocities UM in the range 2–4 m/
s, and water cuts WC = 5–38 %.

In the experiments shown in this paper, the oil/water flow
regime is supposedly oil continuous, with water droplets dispersed
in the oil. The flow regime assessment was done using conductance
probes mounted on the pipe wall, which measure the local conduc-
tance in the immediate vicinity of each sensor. By comparing the
measured values to values obtained with pure oil/water, we could
assess if the continuous phase at the wall was either oil or water.
This system is described in detail in (Gonzalez et al., 2022).

It should be noted that the conductance measurements were
open to some interpretation, as the values obtained were usually
somewhere in between the values for oil and water. We should
also point out that in the experiments with UM = 2 m/s and
WC � 20 %, we did observe conductance-values close to that of
water at the bottom of the pipe, hence the flow regime for those
cases might not have been fully dispersed. We have however
nonetheless elected to include these experiments in the analyses.
Fig. 1. Sketch of the test section and placement of instrumentation (Distances not to s
represent pressure transmitters, and the symbols labelled ‘‘Trav. Gamma” represent trave
equipment used to measure the droplet sizes.

Table 1
Fluid properties (IFT = Interfacial Tension).

Phase Viscosity [kg/m3] Density [kg/m3]

Oil 1.3 777
Water 1.0 1023

3

The average Reynolds numbers of these experiments are in the
range 104 to 105, which is well into the turbulent flow regime. At
the lowest velocities (UM = 2 m/s), the local volumetric water con-
centrations become high at the bottom of the pipe, potentially
leading to high local effective viscosities because of emulsion
effects (Pal and Rhodes, 1989), yielding Reynolds numbers lower
than 104, but it was found that the flow was still turbulent in those
circumstances.
2.1. Droplet size measurements

Droplet sizes were measured using a particle-sizing camera
(CANTY InFlowTM) near the outlet of the pipe (209.5 m from the
inlet). The sampling tubes pointed opposite to the flow direction
and could be traversed in the vertical direction, such that samples
at different heights could be taken (0.8 cm from top, centre, 0.8 cm
from bottom). The sampling tubes were connected to the particle-
sizer taking in-situ videos of the passing droplets. The droplets
were measured and counted using a machine learning algorithm
based on an open-source code in TensorFlow.

The droplet counting obtained with the algorithm was verified
by comparison with manual counting done with the program Ima-
geJ. Three random experimental points were selected for the auto-
matic counting verification. Based on previous experiences, at least
1000 droplets were manually counted for each video. Characteris-
tic droplet diameters were estimated for the automatic and the
manual counting, for the same test points, and compared against
each other. The Sauter mean diameter obtained with the automatic
counting, deviated from the manual counting by less than 7 %, for
all the experimental points tested.

Fig. 2 shows some examples of the measured cumulative dro-
plet size distributions. The size distributions shown here are
volume-weighted, meaning that the distributions indicate the vol-
ume fractions of droplets within the respective droplet size ranges.
Fig. 3 shows the Sauter mean droplet diameters plotted versus the
water cut WC for mixture velocities UM = 2, 3 and 4 m/s. For refer-
cale and instrument placements are just indications.) The symbols labelled ‘‘PDT”
rsing gamma densitometers (see Section 2.2). The ‘‘particle sizer” box represents the

IFT – initial value [mN/m] IFT – after 10 min [mN/m]

53.4 42.0



Fig. 2. Cumulative volume-weighted droplet size distributions for WC = 30 %.

Fig. 3. The Sauter mean droplet diameter plotted against the water cut WC. The error bars represent the range of Sauter mean values measured at the three different vertical
positions.
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ence, the Sauter mean droplet diameter d32 is the area-weighted
droplet diameter, and is defined as:

d32 ¼
d3
D E
d2
D E ð4Þ

The error bars in Fig. 3 represent the range of Sauter mean val-
ues measured at the three different vertical positions.
4

2.2. Traversing gamma densitometers

Five vertically traversable gamma beam densitometers were
used to non-intrusively measure cross sectional density profiles
of the test section. In this paper we consider only the one at the
end of the pipe, 206.7 m downstream of the inlet, about 5 m
upstream the outlet. The liquid rates covered in this campaign
were sufficiently high to preclude any unwanted outlet effects.
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Indeed, even if the oil and water had been stratified (which was not
the case), the flow velocities were too high to allow interfacial
waves to travel in the opposite direction.

This gamma densitometer consisted of an Americium radiation
source on one side of the pipe and a photon detector on the other
side. The attenuation of the photon beam decreases exponentially
with the density of the medium between the source and detector,
yielding a measurement of the average density along the rays’ tra-
vel path. In other words, the slice-average density is measured at
each vertical position. By recording the photon count rates with
pure oil and pure water in the pipe, the density profiles calculated
in oil/water experiments were converted to water fractions, which
is what we show in this paper. The gamma densitometer was
logged at 50 Hz, scanning the pipe from bottom to top with a con-
stant velocity of 0.2 mm/s. The associated results for all the exper-
iments included in this paper are shown in Fig. 4.

The gamma densitometer data has a certain level of random
noise originating from the stochastic nature of the photon emission
process. This noise has a standard deviation of 0.05–0.06. In addi-
Fig. 4. Volumetric water concentration profiles measured by the traversing gamma den
represents the top of the pipe.

5

tion to this random uncertainty component, it is estimated that the
measured values have an additional uncertainty with a standard
error of about 0.015.
3. Modelling

To model the droplet concentrations presented in the preceding
section, we have elected to use the classical steady-state gravity/
diffusion equation, which has been deployed by numerous authors
on problems related to the transport of particles in near-horizontal
flows (Amundsen, 2011; Batchelor, 1966; Skartlien, 2009; Skartlien
et al., 2011):

eP
dC
dy

þ C � UT Cð Þ ¼ 0 ð5Þ

Here, C is the volumetric particle/droplet concentration, y is the
vertical coordinate (normal to the flow direction), eP is the particle
diffusivity, and UT is the terminal velocity of the particles in the
sitometer near the end of the pipe. y/D = 0 represents the pipe bottom, and y/D = 1
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vertical direction relative to the liquid. The first term in Eq. (5) rep-
resents the average vertical particle flux due to turbulent diffusion
of particles. The second term represents the average vertical parti-
cle flux due to gravitational drift, accounting for drag and hin-
drance effects. We have in this equation defined UT to be
positive, even though it points in the negative y-direction. In the
remainder of this section we will use the terms ‘‘droplet” and ‘‘par-
ticle” interchangeably.

In the literature we have observed that some authors (Hunt,
1954; Karbelas, 1977; Paolinelli, 2020) have multiplied the second
term by (1-C) on the grounds that this factor must be included to
account for the upward displacement current induced by the fall-
ing particles. Our view is that including this term is incorrect
because in the steady-state scenarios that are addressed here, the
particle concentration is on average constant in time, hence there
is on average no displacement current. However, as will be dis-
cussed in Section 3.4, large particle concentrations can cause sig-
nificant interaction effects or hindrance, and this in fact compels
the introduction of some similar amendments of the gravity term.

The gravitational drift of the droplets, here represented by the
terminal velocity UT depends critically on the droplet size. In the
model outlined in this paper, we have elected to use the measured
droplet sizes instead of introducing a droplet size closure law. The
proposed model is thus incomplete, but this approach allows us to
investigate the other aspects of the modelling, without any con-
cerns about the accuracy of the droplet size model. This has to
our knowledge not been done before, as no previous oil/water flow
studies in the literature have reported both phase fraction profiles
and droplet size distributions for the same experiments.

The model described here assumes that the flow is fully dis-
persed, where the water is exclusively in the form of droplets dis-
persed in the oil, and the experiments included in this analysis
have been selected accordingly. We assume that the axial water
droplet velocity is equal to the local oil velocity. This assumption
is supported by the fact that the average measured oil/water slip
velocities in these experiments were close to zero, and that the
deviations from zero slip could be attributed to measurement
error. We also assume that the volumetric water concentration C
is constant in the lateral direction.

When the flow is fully dispersed, we can solve Eq. (5) without
introducing a boundary condition for C. Instead, we simply impose
the condition of mass conservation in the axial direction. This is
explained in more detail in Section 3.1.

In the following sections we start out by implementing a rela-
tively detailed model for the volumetric droplet concentration,
where the turbulent diffusion is modelled locally, and we also
use detailed droplet size distributions to calculate the overall vol-
umetric droplet concentrations. We then propose various simplifi-
cations, and we show that the simplified modelling gives
essentially the same results as the detailed model. In the final sec-
tion on the modelling (Section 3.6), we introduce a correction to
the gravitational drift term, accounting for the effect of the turbu-
lent velocity fluctuations on the average drag force.
3.1. Mass conservation

Assuming that the water phase is incompressible, mass conser-
vation for the water droplets in the flow direction requires that the
total volumetric water flux equals the supplied water flux USW:

USW ¼ 1
A

Z D

0
C yð Þ � Ux yð ÞdA ð6Þ

As noted previously, we have implicitly assumed that the volu-
metric water droplet concentration C is only a function of the ver-
tical coordinate y, implying that C is constant in the lateral
6

direction. We do not know how accurate this assumption is, so this
may add some uncertainty in our model. However, without mea-
surements of concentration profiles in the lateral direction, this
seems like the only viable alternative.

The velocity profile Ux(y) has been calculated assuming homo-
geneous turbulent flow, using the power law model:

Ux rð Þ ¼ UMAX 1� rð Þ1=m ð7Þ
Here, r is the dimensionless radial coordinate, and the parame-

ter m has been calculated using the algorithm derived by Chen
(Chen, 1990):

m ¼ j �
ffiffiffi
2
f

s
ð8Þ

where j is the von Karman constant (�0.41), and f is the average
Fanning wall friction factor, which was calculated from the mea-
sured frictional pressure gradient:

f ¼ � dp=dxð Þfric � D
2qMU

2
M

ð9Þ

The parameter UMAX was subsequently calculated from mass
conservation, i.e. that the velocity profile integrated over the pipe
cross section equals the total volumetric flux:

UM ¼ 1
A

Z
Ux rð ÞdA ð10Þ

The prevailing expression for UMAX is then:

UMAX ¼ UM
mþ 1ð Þ 2mþ 1ð Þ

2m2 ð11Þ

Based on the radial velocity profile Ux(r), a slice-averaged veloc-
ity profile Ux(y) was calculated numerically and used in the evalu-
ation of the integral in Eq. (6).

We may note that while the ‘‘single-phase” velocity profile
model applied here might not be entirely realistic in the presence
of a heterogeneous droplet field, this does not seem to be too
important for the sake of predicting droplet concentration profiles.
Indeed, we tested the model using a completely flat velocity pro-
file, and the results remained almost unchanged. However, as we
point out in the next section, simplifying assumptions about the
turbulence and the associated diffusivity may still have a negative
impact on the predictions.

3.2. Eddy diffusivity and particle diffusivity

The driving force of the water droplet dispersion is the eddy dif-
fusivity. There is an abundant literature on the topic of turbulent
diffusion of particles, especially with respect to modelling particle
deposition (Taylor, 1954; Reeks, 1983; Gudmundsson and Bott,
1977; Reeks, 1977; Vames and Hanratty, 2004; Hinze, 1972;
Reeks, 1992; Johansen, 1991; Guha, 2008; Reeks, 2005; Pan and
Hanratty, 2002). We must however be aware that the current work
does not consider particle deposition since we are only modelling
flows where all the droplets are dispersed. This is an important dis-
tinction because modelling particle deposition often revolves
around getting the effective particle diffusivity in the wall bound-
ary layer right. Indeed, the effective diffusivity of heavy particles
tends to be elevated in the wall boundary layer because of inertial
effects (Gudmundsson and Bott, 1977; Liu and Ilori, 1974). We will
however show that the treatment of the boundary layer is not
important for the modelling of our experiments, mainly because
the boundary layer represents a relatively small part of the total
volume of droplets.

For single phase fully turbulent flow, the eddy diffusivity is a
relatively well-known quantity. Based on the measurements of
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Nikuradse (Nikuradse, 1933); Reichardt (Reichhardt, 1951) derived
a model for the local eddy diffusivity eF in single phase turbulent
flow:

eF
R � U� ¼

j
3

1
2
þ r2

� �
1� r2
� � ð12Þ

where R is the pipe radius, and U* is the friction velocity:

U� ¼
ffiffiffiffiffiffiffiffiffi
savg
qM

r
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D � dp=dxj jfric

4qM

s
ð13Þ

Here, savg is the average wall shear stress, qM is the mixture
density, and dp/dxfric is the frictional pressure drop. This is the
model that we have elected to use in this work, in addition to
the simpler constant-diffusivity approach. It should be noted that
in our model implementation we amended Eq. (12) by introducing
a lower limit of 0.01, so that the local diffusivity at the wall did not
reach zero. The exact choice of this lower limit is not critical with
respect to the results, but a non-zero value at the wall is necessary
to solve the gravity/diffusion equation. The expression derived by
Reichardt can be viewed as universal in the sense that it is in prin-
ciple valid for any single phase flow.

The dimensionless diffusivity obtained with Eq. (12) is plotted
in Fig. 5. We observe that the values in the core region are around
0.07 and approaches zero at the walls. For reference, Vames & Han-
ratty (Vames and Hanratty, 2004) found that a reasonable value for
dimensionless diffusivity in the Reynolds number range 104-105

was 0.074, which is close to the core values predicted by the Reich-
ardt model. This value was confirmed by Young (Young and
Hanratty, 1991). We can also mention that Biberg (Biberg, 2005)
proposed a multiphase diffusivity model that is almost identical
to the Reichardt model in the single phase limit.

In our case it is the particle diffusivity eP that is needed in Eq.
(5), which is not necessarily the same as the eddy diffusivity eF.
However, the most conventional approach to modelling the parti-
cle diffusivity is to assume that it is equal to the eddy diffusivity eF
(Binder and Hanratty, 1992; Lee et al., 1989; Vames and Hanratty,
2004; Guha, 2008; Swailes and Reeks, 1994), and this is essentially
the approach that we have used in the current work. This assump-
tion is supported by the theoretical work conducted by Reeks
(Reeks, 1977), as well as experiments conducted by Lee et al.
(Lee et al., 1989); Vames & Hanratty (Vames and Hanratty, 2004),
and Young & Hanratty (Young and Hanratty, 1991). Guha (Guha,
2008) showed that this assumption is adequate as long as other
migration mechanisms, such as turbophoresis (Reeks, 1992) and
Fig. 5. The dimensionless diffusivity plotted versus the normalized distance from the pi
represents the pipe bottom, and y/D = 1 represents the top of the pipe.
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lift forces (Saffman, 1965), are accounted for separately. We do
however not believe these other migration effects to be important
in the experiments examined in this paper. The reason is that these
migration mechanisms are associated with the large velocity gradi-
ents near the pipe walls, and our results indicate that near-wall
effects generally do not substantially impact the predictions.

The effective particle diffusivity can deviate from the eddy dif-
fusivity when the particles are heavy compared to the surrounding
fluid. Picart et al. (Picart et al., 1986) derived a model accounting
for cross-trajectory effects, imposing a reduction in the particle dif-
fusivity depending on the particle fluid slip:

eP ¼ eFffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0:85 DUPj j2

2ke=3

q ð14Þ

In our case, DUP is the average local particle–fluid slip velocity
normal to the flow direction (i.e., the settling velocity), and ke is
the average turbulent kinetic energy per unit mass. In our model,
ke is approximated by:

ke � 3
2

0:9 � U�ð Þ2 ð15Þ

The latter approximation may be called into question for the
cases examined in this paper, where the droplet field is sometimes
very dense. However, because the cross-trajectory effect is quite
subtle in our cases, it is not necessary to include a more elaborate
model.

This cross-trajectory effect was qualitatively confirmed by
Young et al. (Young and Hanratty, 1991) who conducted experi-
ments in a vertical pipe using steel spheres. The estimated dimen-
sionless diffusivity was found to be 0.042 for the steel spheres,
while the classical value of 0.074 was retained for glass spheres.
For our cases, this amendment yields diffusivity corrections in
the range 1–9 %, which is only barely noticeable on the prevailing
results. We have however elected to include this contribution in
our model.

We may also note that Reeks (Reeks, 1977) showed that the
particle diffusivity can in principle exceed the eddy diffusivity in
certain circumstances when the particle relaxation time is very
long. This is however not the case for our experiments.

Skartlien (Skartlien, 2009) applied a slightly elevated value for
the particle diffusivity compared to the eddy diffusivity in the
modelling of gas/liquid flows with droplets to match the experi-
mental data. However, a possible reason for why this increase in
diffusivity was necessary may have been a weakness in the droplet
pe bottom, according to the model derived by Reichardt (Reichhardt, 1951). y/D = 0
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size model, as the droplet sizes were not measured in those exper-
iments. Indeed, in a subsequent study on a similar data set, Skar-
tlien (Skartlien et al., 2011) used a normalized diffusivity close to
the classical value of 0.074.

Amundsen (Amundsen, 2011) conducted oil/water experiments
similar to the ones presented in this paper, covering both dispersed
and separated flow. Amundsen implemented a gravity/diffusion
model that used a somewhat low value of 0.049 for the normalized
diffusivity, but as in the cases with Skartlien (Skartlien, 2009;
Skartlien et al., 2011), the droplet sizes were not known. Conse-
quently, it is difficult to evaluate the legitimacy of this diffusivity
value since errors in the diffusivity and droplet size may very easily
cancel out.

For the experiments presented in Section 2, we assume that the
particle diffusivity can be adequately modelled by assuming that it
equals the eddy diffusivity, and the results shown in this paper
arguably support this supposition. It should however be noted that
we use a diffusivity model for single phase flow, which might not
be accurate when the volumetric droplet concentration is high
(Skartlien, 2007). However, since we do not have any measure-
ments to support a more rigorous diffusivity model, we have
elected to proceed with this simplified approach. It is however
worth noting that this simplification may ultimately be a one of
the most important limitations of the model because the turbu-
lence can be affected by the presence of droplets. This is discussed
in more detail in Section 3.6.

3.3. Terminal settling velocity in dense flows

Eq. (5) requires a closure model for the terminal settling veloc-
ity UT. From a simple force balance between gravity, buoyancy and
drag, the terminal velocity of a droplet with diameter dD and den-
sity qD immersed in a fluid with density qF, is given by:

U2
T ¼ 4dDgy qD � qFð Þ

3CDqF
ð16Þ

where gy is the gravity acceleration in the y-direction, and CD is the
drag coefficient of the droplet. According to Haider & Levenspiel
(Haider and Levenspiel, 1989), there are well over 30 different mod-
els for CD in the public literature. However, the different models are
mostly identical in form, differing only in the selected model coef-
ficients. In this paper we have chosen the classical model proposed
by Clift et al. (Clift and Weber, 1988) as the basis for this closure
law:

CD ¼ 24
1þ 0:15Re0:687D

ReD
ð17Þ

where ReD is the particle/droplet Reynolds number:

ReD ¼ qFdDUT

lF
ð18Þ

We use the term ‘‘basis” here because in dispersions that are
densely populated with droplets, the terminal velocity given by
these equations will severely over-predict the settling velocity.
This is called the ‘‘hindrance” effect and is related to the notion
that interactions between the droplets yields a lower average ter-
minal velocity. This matter was investigated in detail by Richard-
son & Zaki (Richardson and Zaki, 1954), who derived an
empirical formula expressing the relationship between the termi-
nal particle velocity and the particle concentration:

UT ¼ UT0 � 1� Cð Þn ð19Þ
where UT0 is the terminal velocity at zero concentration, and n is a
parameter that depends on the particle/droplet Reynolds number
ReD and the ratio between the particle diameter and the pipe diam-
8

eter d/D. The latter dependency was attributed to wall effects in
experiments where particles were settling in a vertical pipe. This
effect is not relevant in our case because we are considering dro-
plets falling in the direction normal to the pipe wall, hence we
ignore this dependency in our model. Rowe (Rowe, 1987) showed
that the expression suggested by Richardson & Zaki is adequately
represented by the following formula:

n ¼ 4:7þ 2:35 � K
1þ K

ð20Þ

where

K ¼ 0:175 � Re0:75d ð21Þ
For the sake of simplicity, we will use the expression suggested

by Rowe in this work, as the results will be undistinguishable from
the original Richardson & Zaki model. For the calculation of UT0, we
use the drag coefficient given by Eq. (17).

An important note about Eq. (19) is that UT in this case relates to
the velocity of particles/droplets falling through a liquid column
measured in the laboratory reference frame. When particles are
in a static liquid column, there will be an upward displacement
current of liquid balancing the downward particle flux, hence this
settling velocity is not the same as the slip velocity between the
particles and the liquid. The slip velocity DUT is defined as the dif-
ference between the droplet settling velocity UT and the surround-
ing fluid velocity UF:

DUT ¼ UT � UF ð22Þ
By multiplying this expression by (1-C), we get:

1� Cð ÞDUT ¼ 1� Cð ÞUT � 1� Cð ÞUF

¼ UT � C � UT þ 1� Cð ÞUF½ � ð23Þ
The expression inside the right-most parentheses is the total

mixture velocity in the vertical direction, which in our case is zero.
This means that the relationship between the laboratory frame set-
tling velocity UT and the slip velocity DUT is:

UT ¼ 1� Cð ÞDUT ð24Þ
In Eq. (5), we are considering a steady-state situation where

there is no net flux of particles in the vertical direction, and hence
no net liquid flux either. Consequently, the contribution to UT

related to liquid displacement, which Richardson & Zaki included
in their model, should not be included in our model. We must
therefore replace UT with DUT in Eq. (5), where DUT is given by:

DUT ¼ UT0 � 1� Cð Þn�1 ð25Þ
In other words, to adapt the Richardson & Zaki model to our sys-

tem, we need to reduce the value of the model coefficient n by 1.

3.4. Detailed droplet concentration model

In this section we compare predictions obtained by solving Eq.
(5) using the closure laws listed in the preceding sections. As pre-
viously noted, we use the droplet size distributions measured near
the bottom of the pipe instead of using a model for the droplet
sizes. The reason for using the bottom values is that we integrate
Eq. (5) from the pipe bottom, and we thus need the droplet sizes
there as a boundary condition.

We divide the measured droplet sizes into 15 bins with uniform
bin widths, where the ‘‘height” of bin i equals pi. Here the values of
pi represent the volume fractions of droplets at the pipe bottom,
normalized such that

P
ipi ¼ 1.

For simplicity we have assumed that there is no droplet coales-
cence or breakup. The gravity/diffusion equation for droplet size
class i can then be written as:
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eP yð ÞdCi yð Þ
dy

þ Ci yð Þ � UT0;i � 1�
X
j

Cj yð Þ
 !n�1

¼ 0 ð26Þ

We see that because of the Richardson & Zaki hindrance term
(Richardson and Zaki, 1954), the equations for each droplet size
class are coupled, which is rather inconvenient from a computa-
tional perspective. The numerical procedure that we used to solve
this equation system was as follows:

1) Guess the total volumetric droplet concentration C0 at the
bottom of the pipe.

2) Calculate the bottom volumetric droplet concentration for
each droplet size class i: C0i = pi�C0.

3) Integrate Eq. (5) for each droplet size class i with the bound-
ary condition Ci(0) = C0i.

4) Calculate the total concentration profile C yð Þ ¼PiCi yð Þ. If C
(y) changes significantly compared to the concentration pro-
file obtained in the previous iteration, go back to step 3 until
this change is sufficiently small.

5) Calculate the droplet volume flux for each droplet size class i
using the approach outlined in Section 3.1 and add them
together to yield the total droplet flux.

6) If the total droplet volume flux differs from the inlet water
flux (USW), estimate a new value of C0, and go back to step 2.

We will show in Section 3.6 that this somewhat elaborate algo-
rithm can be greatly simplified by replacing the droplet size distri-
butions with the respective Sauter mean droplet diameters.
Fig. 6. Measured and predicted volumetric water concentration profiles for WC = 20 % an
top of the pipe. The predictions are based on the detailed model described above, wh
diffusivity profile (Reichhardt, 1951).

9

Specifically, with only one droplet size class we can skip steps 2
and 4 in the above algorithm.

Fig. 6 shows the volumetric water concentration profiles pre-
dicted by this model compared to the profiles measured using
the last gamma densitometer for two experiments (WC = 20 %
and UM = 2, 3 and 4 m/s). We observe that the predicted profiles
are quite close to the measurement for UM = 2 m/s, while the model
predicts a too heterogeneous profile for UM � 3 m/s. We will return
to this matter in Section 3.7.
3.5. Model simplifications

In this section we will explore ways of simplifying the model
described in the previous sections. The motivations for simplifying
the model are to:

1) Reduce the complexity and execution time of the calcula-
tion. In commercial flow simulation models, robustness
and computational speed are important factors, and simpli-
fications will generally benefit both.

2) Simplifications can reduce the number of model coefficients.
In our specific case, if we can reduce droplet size distribution
to a single representative droplet size, we circumvent the
need for extra parameters describing the distribution
function.

As we have alluded to several times at this point, we would like
to replace the droplet size distribution with a single droplet size. A
d UM = 2, 3 and 4 m/s. y/D = 0 represents the pipe bottom, and y/D = 1 represents the
ich uses the measured droplet size distributions and the Reichardt model for the
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common approach for simplifying droplet size distributions is to
use the Sauter mean droplet diameter d32, which is defined by
Eq. (4). When calculating the Sauter mean values, we included dro-
plet size measurements at all the vertical positions in the pipe.

By replacing the measured droplet size distributions with the
associated Sauter mean values, we obtained concentration profiles
that were very close to those from the full model. Fig. 7 shows
results obtained with and without this simplification, along with
the experimental data for the two experiments shown in the pre-
vious section. It seems clear from these examples that the Sauter
mean droplet size yields a good representation of the droplet size
distributions for the present model. Although we only show three
examples here, we tested this on many other experiments with the
same conclusion.

The reason for the success of the Sauter mean droplet size is not
obvious, but in the following paragraphs we will attempt to derive
a qualitative explanation:

The contributionof eachdroplet size bin in thedroplet size distri-
bution to the total concentration profile equalspiCi, where pi is the
volumetric fraction associatedwith droplet size bin i. The parameter
pi is thus defined as the volume weighted droplet size bin:

pi ¼
d3
i PiP
id

3
i Pi

¼ d3
i Pi

d3
D E ð27Þ

where Pi (capital P) represents the raw droplet size distribution. The
droplet Reynolds numbers in the present experiments are well
above unity, and the associated relationship between the droplet
size and the settling velocity is then approximately linear:
Fig. 7. Measured and predicted volumetric water concentration profiles for WC = 20 % an
top of the pipe. The predictions are based on the gravity/diffusion model using the
distributions.

10
UT0 ¼ 4Dqgd
3qOCD

¼ k � d ð28Þ

Here, given the relevant Reynolds numbers, k can be assumed to
be approximately independent of the droplet diameter d. The dro-
plet size distributions for each droplet size bin can (by assuming a
constant diffusivity and ignoring hindrance and turbulence effects)
be approximated by:

Ci yð Þ � C0pi exp �UT0;iy
eP

� �
ð29Þ

If we further assume channel flow instead of pipe flow, we
may estimate the total droplet concentration Ctot by integrating
the above equation over the height of the channel/pipe,
yielding:

Ctot �
X
i

ePC0pi

DUT
1� exp �UT0;iD

eP

� �� �
ð30Þ

By including only the leading term, we get:

Ctot 	
X
i

ePC0pi

DUT
ð31Þ

Finally, by substituting Eqs. (27) and (28) into (31), we obtain:

Ctot 	
X
i

ePC0

D � k � di

d3
i Pi

d3
D E ¼

X
i

ePC0

D � k
d2
i Pi

d3
D E ¼ ePC0

D � k
d2
D E
d3
D E

¼ ePC0

D � k � d32
¼ ePC0

D � UT0 d ¼ d32ð Þ ð32Þ
d UM = 2, 3 and 4 m/s. y/D = 0 represents the pipe bottom, and y/D = 1 represents the
measured Sauter mean droplet diameters instead of the respective droplet size
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Consequently, given these rough approximations, we find that
the total volume fraction of droplets (given some boundary con-
centration C0) can be roughly estimated by replacing the droplet
size distribution by the Sauter mean diameter in the settling veloc-
ity calculation. This would then arguably suggest that the concen-
tration profile obtained with the Sauter mean diameter might also
be in reasonable agreement with the exact solution.

We must point out that since the above derivation includes sev-
eral loose approximations, it is difficult to evaluate the adequacy of
the simplification based on the derivation alone. However, as
shown in Fig. 7, the model predictions appear to support the notion
that the Sauter mean diameter is indeed a good approximation of
the droplet size distribution.

The other simplification that we investigated was to replace the
eddy diffusivity profile given by Eq. (12) by a constant diffusivity.
This simplification does not provide much benefit in terms of com-
putational speed or complexity, but it can at least tell us something
about the importance (or lack thereof) of the details of the diffusiv-
ity model. In Fig. 8 we have plotted the results obtained using the
Reichardt diffusivity model (Eq. (12)) and using a constant dimen-
sionless diffusivity of 0.07. The value of 0.07 was selected because
this was approximately the mean value in the core region in the
Reichardt diffusivity model (see Fig. 5) and should thus be a rea-
sonable approximation. Indeed, in a pipe geometry, the modelling
of the core region is in a sense more important than the near-wall
regions because that is where most of the flow area is. Specifically,
the treatment of the near-wall region does not have much impact
on the resulting concentration profile elsewhere. This is reflected
in Fig. 8, where we observe that aside from some minor artifacts
at the pipe bottom, the two approaches give virtually the same
Fig. 8. Measured and predicted volumetric water concentration profiles for WC = 20 % an
top of the pipe. The predictions are based on the gravity/diffusion model using the m
diffusivity of 0.07.

11
profiles. We thus conclude that we can replace the Reichardt diffu-
sivity model with a constant dimensionless diffusivity of 0.07
without any significant loss of accuracy. It may also be argued that
near-wall effects such as lift forces (Saffman, 1965), particle–wall
collisions (Sommerfeld, 1992; Tian, 2006), and granular pressure
(B. G. M. v. Wachem, J. C. Schouten, C. M. v. d. Bleek, R. Krishna
and J. L. Sinclair, , 2001; Gidaspow, 1994; Laux, 1998) would in
practice prevent the effective diffusivity from becoming very low,
hence the constant-diffusivity approximation might therefore be
adequate.

3.6. Accounting for turbulence in the drift velocity model

In the described model we have computed the drag coefficient
CD using Eq. (17), calculating the associated Reynolds numbers
based on the settling velocity UT. One effect that we have not yet
accounted for is that the motion of the droplets is continuously dis-
turbed by the turbulent velocity fluctuations of the surrounding
fluid, so that the instantaneous droplet-fluid slip will in practice
fluctuate around the mean value. For sufficiently small droplet
Reynolds numbers ReD, only the first term in the drag coefficient
expression (17) is important, and the prevailing drag force would
then be linear in the droplet-fluid slip velocity, in which case the
fluctuations would cancel out on average because the drag force
fluctuations would be symmetric. However, in our case, the droplet
Reynolds numbers are in the range 4–20, and the second term in
Eq. (17) is significant. The consequence is that the drag force is
non-linear in the droplet-fluid slip velocity, and that the resulting
drag force fluctuations are not symmetric. Specifically, an increase
in the local droplet-fluid slip velocity will lead to a larger change in
d UM = 2, 3 and 4 m/s. y/D = 0 represents the pipe bottom, and y/D = 1 represents the
easured Sauter mean droplet diameters and assuming a constant dimensionless
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the drag force compared to a corresponding reduction in the
droplet-fluid slip velocity.

The instantaneous vertical drag force FD on the droplets is given
by:

FD ¼ 1
2
qFCDAD uD � uFj j uD � uFð Þ ð33Þ

Where AD is the droplet cross section area, uD and uF are the
instantaneous vertical droplet- and fluid velocities. Substituting
Eqs. (17) and (18), into Eq. (33), and replacing the terminal velocity
UT0 with |uD-uF| in the Reynolds number expression gives:

FD ¼ 12lFAD

dD
1þ 0:15

qFdD uD � uFj j
lF

� �0:687
 !

uD � uFð Þ ð34Þ

The average drag force FDh i is then:

FDh i¼12lFAD

dD
uD�uFh iþ0:15

qFdD

lF

� �0:687

uD�uFj j0:687 uD�uFð Þ
D E !

ð35Þ
As explained above, the expression uD � uFh i simply equals the

average drift velocity UT0, but the expression

uD � uFj j0:687 uD � uFð Þ
D E

requires some attention. The first step

towards evaluating this expression is to examine the averaged
squared slip velocity:

h uD � uFð Þ2i ¼ hu2
Di þ hu2

F i � 2huDuFi ð36Þ
We now split the instantaneous droplet velocity into an average

value UT0, and a fluctuating component u’ with a mean value of
zero:

uD ¼ UT0 þ u0 ð37Þ
We note that the instantaneous vertical fluid velocity uF has a

mean value of zero, so there is no need to decompose uF. We then
obtain:

hðuD � uFÞ2i ¼ hðUT0 þ u0 � uFÞ2i
¼ U2

T0 þ hu02 i þ hu2
F i‘� 2hu0u‘Fi ð38Þ

In the last transition, we exploited the fact that u0h i = uFh i = 0.
We now apply what Skartlien (Skartlien, 2009) refers to as the ‘‘lo-
cally homogeneous approximation”, meaning that we treat the tur-
bulence as if it were locally homogeneous. According to Skartlien
(Skartlien, 2009) and Pourahmadi (Pourahmadi, 1982), this
approximation leads to:

u02	 
 � u2
F

	 

1þ St

ð39Þ

u0uFh i � u2
F

	 

1þ St

ð40Þ

The square of the fluid velocity fluctuations u2
F

	 

can be approx-

imated by (Hay et al., 1996; Pan and Hanratty, 2002):

u2
F

	 
 ¼ 0:9 � U�ð Þ2 ð41Þ
where U* is the average friction velocity, which we calculate from
the measured frictional pressure drop, see Eq. (9). The Stokes num-
ber St is defined as the ratio of the droplet relaxation time scale sD
and the integral turbulence time scale sF. We define the droplet
relaxation time sD as (Lee et al., 1989; Pan and Hanratty, 2002):

sD ¼ qDUT0

Dq � gy
ð42Þ

The integral turbulence time scale sF can be calculated from the
eddy diffusivity eF (Skartlien, 2009):
12
sF ¼ eF
u2
F

	 
 ð43Þ

Substituting Eqs. (39) and (40) into (38) leads to the following
expression for the average squared slip velocity:

uD � uFð Þ2
D E

¼ U2
T0 þ u2

F

	 
 St
1þ St

ð44Þ

From this expression we observe that the slip velocity can effec-
tively be represented by the sum of a mean component of magni-
tude UT0, and a fluctuating component with a mean squared value
equal to u2

F

	 

St= 1þ Stð Þ. Consequently, assuming that the velocity

fluctuations uF are normally distributed, the slip velocity distribu-
tion can be represented by a Gaussian distribution centred around
UT0, with a variance of u2

F

	 

St= 1þ Stð Þ. This insight allows us to

evaluate the expression uD � uFj j0:687 uD � uFð Þ
D E

by numerically

integrating the associated Gauss distribution:

uD � uFj j0:687 uD � uFð Þ
D E

¼ 1ffiffiffiffiffiffiffiffiffiffiffiffi
2pr2

p
Z 1

�1
x � x0:687
�� �� exp � x� UT0ð Þ2

2r2

 !
� dx

ð45Þ

where we have defined r2 as:

r2 ¼ u2
F

	 
 St
1þ St

¼ 0:9 � U�ð Þ2 St
1þ St

ð46Þ

The expression for calculating UT0 ¼ uD � uFh i can be obtained
by setting the drag force (Eq. (35)) equal to the sum of the grav-
ity/buoyancy forces:

12lF

dD

pd2
D

4
uD � uFh i þ 0:15

qFdD

lF

� �0:687

uD � uFj j0:687 uD � uFð Þ
D E !

¼ pd3
D qD � qFð Þgy

6
ð47Þ

Some minor re-arrangement yields the following expression:

uD � uFh i þ 0:15
qFdD

lF

� �0:687

uD � uFj j0:687 uD � uFð Þ
D E

¼ gyd
2
D qD � qFð Þ
18lF

ð48Þ

Using the fact that uD � uFh i ¼ UT0 and Eq. (45), we get:

UT0 þ 0:15
qFdD

lF

� �0:687

� 1ffiffiffiffiffiffiffiffiffiffiffiffi
2pr2

p
Z 1

�1
x � x0:687
�� �� exp � x� UT0ð Þ2

2r2

 !
� dx

¼ gyd
2
D qD � qFð Þ
18lF

ð49Þ
This expression can be rewritten as:

UT0 ¼ UStokes

1þ 0:15
UT0

qFdD
lF

� 0:687
1ffiffiffiffiffiffiffiffi

2pr2
p

R1
�1 x � x0:687j j exp � x�UT0ð Þ2

2r2

� 
� dx

ð50Þ

where we have defined UStokes as:

UStokes ¼ g � d2
D qD � qFð Þ
18lF

ð51Þ

In our model, Eq. (50) was solved iteratively using simple suc-
cessive substitution.
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4. Results and discussion

Figs. 9-13 show the prevailing results for all the experiments,
where we have included predictions both with and without the
turbulence correction on the drag coefficient, with solid and
dashed lines, respectively. We observe that the turbulence correc-
tion significantly improves the agreement with the data for UM-
� 3 m/s. Meanwhile, for UM = 2 m/s, the predictions are arguably
more accurate without this correction. Nevertheless, it would be
difficult to argue in favour of omitting this correction, and we thus
suspect that the deviations that we observe for the experiments at
UM = 2 m/s come from either some of the approximations/assump-
tions made in the modelling, or from weaknesses in some of the
sub-models.

The deviations observed for UM = 2 m/s are perhaps not very
large, but they are consistent in that the predictions always show
too homogeneous profiles. At this flow rate, we observed that the
droplet sizes weremore heterogeneously distributed than at higher
rates (see Fig. 3), with larger droplets at the bottom of the pipe than
elsewhere. To check whether this might be the source of the dis-
crepancies, we re-calculated the concentration profiles using the
droplet sizes measured at the bottom of the pipe. This did however
not change the concentration profiles very much, so the heteroge-
neous droplet size distributions do not appear to be the reason
for the deviations at UM = 2 m/s.

One might suspect that the discrepancies observed for
UM = 2 m/s could be related to the fact that the concentrations at
the bottom of the pipe are typically higher compared to cases with
Fig. 9. Measured and predicted volumetric water concentration profiles for WC = 5 %. y/D
lines represent the measurements, the red dashed lines represent the model without ac
represent the model with this effect included. (For interpretation of the references to co
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higher liquid rates. However, we observe in Figs. 9-13 that the
magnitude of the discrepancies does not appear to depend appre-
ciably on the water cut, suggesting that the discrepancies are not
associated with high droplet concentrations. For instance, at
UM = 2 m/s and WC = 5 %, the maximum concentration is about
20 %, which is smaller than many of the concentrations obtained
at higher liquid rates.

We should point out that there are several physical effects that
we have not included in our model. Some of these omitted effects
are related to phenomena that occur in the near-wall regions.
Among these near-wall effects, we can mention lift forces
(Saffman, 1965), particle–wall collisions (Sommerfeld, 1992;
Tian, 2006); turbophoresis (Reeks, 1983), and granular pressure
(B. G. M. v. Wachem, J. C. Schouten, C. M. v. d. Bleek, R. Krishna
and J. L. Sinclair, , 2001; Gidaspow, 1994; Laux, 1998). However,
based on the results shown in Section 3.5, were we showed that
the results were rather insensitive to the modelling of the near-
wall regions, we do not believe that the inclusion of these effects
would improve the predictions.

Another effect that we have neglected is added mass (Stokes,
1851), where the effective inertial mass of accelerating droplets
is enhanced by the fact that the surrounding fluid must also be
accelerated. A simple model for this effect was proposed by van
Wijngaarden (van Wijngaarden, 1976), where the added mass mA

of a particle with volume VD suspended in a fluid with density qF

is given by:

mA ¼ 1
2
qFVD 1þ 2:78 � Cð Þ ð52Þ
= 0 represents the pipe bottom, and y/D = 1 represents the top of the pipe. The black
counting for the impact of turbulence on the drift velocity, and the blue solid lines
lour in this figure legend, the reader is referred to the web version of this article.)



Fig. 10. Measured and predicted volumetric water concentration profiles for WC = 10 %. y/D = 0 represents the pipe bottom, and y/D = 1 represents the top of the pipe. The
black lines represent the measurements, the red dashed lines represent the model without accounting for the impact of turbulence on the drift velocity, and the blue solid
lines represent the model with this effect included. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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where C is the particle concentration. The added mass affects how
the droplets respond to the turbulent fluctuations, effectively yield-
ing an increase in the droplet Stokes number of magnitude:

St ! St � 1þ qF

2qD
1þ 2:78 � Cð Þ

� �
ð53Þ

However, testing revealed that introducing added mass did not
have a significant effect on the results.

One possible weakness in our model is that we have used the
empirical hindrance model by Richardson & Zaki (Richardson and
Zaki, 1954), which was developed using data from fluidised beds.
The physical interpretation of this model is unclear, so although
it has been shown to be accurate for fluidised beds, it is not obvious
that it should work equally well for the turbulent flowing systems
examined in this paper. Also, we have opted to super-impose the
hindrance effect on top if the effect of turbulence, implicitly
assuming that the two effects are independent, which might not
be the case.

Another possible weakness may come from the various approx-
imations and assumptions related to the calculation of the slip
velocity distribution, which depends critically on the Stokes num-
ber St, see Eq. (44). It seems clear that Eq. (44) behaves as expected
14
in the low- and high Stokes number limits. At low Stokes numbers,

Eq. (44) reduces to uD � uFð Þ2
D E

¼ U2
T0, meaning that the droplets

behave as inert tracer particles that respond instantaneously to
the turbulent fluctuations. At high Stokes numbers, Eq. (44)

reduces to uD � uFð Þ2
D E

¼ U2
T0 þ u2

F

	 

, meaning that the droplets

are so heavy that they do not respond to the turbulent fluctuations
at all. However, the Stokes numbers encountered in the present
experiments are in the range 0.3–0.9, putting them squarely in
the ‘‘intermediate” and thus most challenging range, where the
model is most likely to be inaccurate. Consequently, it is possible
that the discrepancies could at least partially be attributed to
uncertainties associated with Eq. (44).

Finally, it is worth restating that we have assumed that the tur-
bulence is unaffected by the presence of droplets, which is argu-
ably questionable, especially for the cases with the highest
volumetric droplet concentrations. Specifically, particles can
increase the dissipation of turbulent kinetic energy (Yuan and
Michaelides, 1992), leading to a reduction in diffusivity and effec-
tive form drag. Indeed, according to Gore & Crowe (Gore and
Crowe, 1989), particles with sizes less than 10 % of the character-
istic length scale of the most energetic eddies tend to reduce the



Fig. 11. Measured and predicted volumetric water concentration profiles for WC = 20 %. y/D = 0 represents the pipe bottom, and y/D = 1 represents the top of the pipe. The
black lines represent the measurements, the red dashed lines represent the model without accounting for the impact of turbulence on the drift velocity, and the blue solid
lines represent the model with this effect included. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 12. Measured and predicted volumetric water concentration profiles for WC = 30 %. y/D = 0 represents the pipe bottom, and y/D = 1 represents the top of the pipe. The
black lines represent the measurements, the red dashed lines represent the model without accounting for the impact of turbulence on the drift velocity, and the blue solid
lines represent the model with this effect included. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 13. Measured and predicted volumetric water concentration profiles for WC = 38 %. y/D = 0 represents the pipe bottom, and y/D = 1 represents the top of the pipe. The
black lines represent the measurements, the red dashed lines represent the model without accounting for the impact of turbulence on the drift velocity, and the blue solid
lines represent the model with this effect included. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Jørn Kjølaas, H. Schümann, D. Gonzalez et al. Chemical Engineering Science 263 (2022) 118074
turbulence intensity. We suspect that this might be one of the
main causes for the discrepancies between the model and the data
for the lowest flow rate (2 m/s).

5. Conclusions

In this work we implemented a gravity-diffusion model for pre-
dicting water concentration profiles in dispersed oil-continuous
oil–water flows and compared the predictions to the experiments
reported by Gonzales et al. (Gonzalez et al., 2022).

The motivation for this work is that there is a need for simple
but effective computational models for oil/water flows. Specifi-
cally, when oil/water is transported over long distances, the model
execution times of full 3D models can be prohibitive. A more prag-
matic approach is then called for, and the model outlined in this
paper represents such an approach.

The turbulent diffusion was modelled using a single-phase clo-
sure law developed by Reichardt (Reichhardt, 1951), and the model
for gravitational drift was based on the drag model by Clift et al.
(Clift and Weber, 1988), combined with the hindrance model by
Richardson & Zaki (Richardson and Zaki, 1954).

The model did not include a closure law for the droplet sizes,
instead the measured droplet sizes were used. This has not been
possible before since no previous experimental oil/water studies
have included both phase fraction profiles and droplets sizes. The
benefit of this was that we could focus on the closure laws related
to turbulent diffusion and gravitational drift. Previous modelling
efforts have been hampered by the lack of droplet size measure-
ments and have been forced to deploy closure laws with unknown
accuracy for the droplet size. This has apparently led to a wide
17
range of models for turbulent diffusion in the literature, some of
which are quite far from the values expected for single phase flow
(Amundsen, 2011; Paolinelli, 2020). Meanwhile, in this study, a
simple single phase closure law for turbulent diffusion was found
to be generally adequate.

The results showed that including the effect of turbulence on
the drag force is important, where the turbulent fluctuations cause
an increase in the average drag because of the non-linearity of the
drag law. Specifically, omitting this effect caused significant devia-
tions at the highest flow rates (UM = 3–4 m/s). At the lowest flow
rate (UM = 2 m/s), the model was found to predict profiles that
were slightly more homogenous than the data, suggesting that
the model has some weaknesses for moderate rates. We suspect
that those deviations might be caused by turbulence modulation
induced by the droplet field.

We also concluded that the following model simplifications
could be introduced without changing the results significantly:

1) The droplet size distributions could be replaced by the Sau-
ter mean droplet size. This simplification substantially
improved the computational speed and robustness of the
model.

2) The Reichardt diffusivity profile model could be replaced by
a uniform diffusivity model with a dimensionless diffusivity
of 0.07.
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