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a b s t r a c t 

A mathematical programming formulation has been developed to optimize the drilling program, the pro- 

duction allocation, and the decommissioning time in early-stage field development planning. Various 

abandonment constraints are considered in the optimization model when searching for the best de- 

commissioning time for the long-term field development strategy. The model is tested on a real field 

development planning consisting of two reservoirs produced with subsea wells to an offshore facility. 

The novelty of this work is the utilization of mathematical programming to formulate and solve early- 

stage field development planning considering the variable decommissioning time. The results show that 

considering a variable decommissioning time in early-stage field development planning yields improved 

economic margins. Further, it provides operators a decision-support tool with enhanced capabilities of 

forecasting the best decommissioning time, improving the forecasts for processing and production plan- 

ning, expected revenue and lifetime of facilities, and anticipating and preparing for field abandonment 

in advance. The optimization model is capable of determining the drilling and production schedules, and 

the optimal decommissioning time that yielded the maximum net present value for the project. 

© 2022 The Author(s). Published by Elsevier Ltd. 
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. Introduction 

Most major oil and gas fields produce for 20 to 30 years or 

ore. Decommissioning is the last stage of a field’s lifecycle, often 

reated as an “exit” option when a project’s income no longer cov- 

rs the costs of operation. The decommissioning process is usually 

ong, cost-intensive, and involves a convoluted chain of activities 

ith multiple stakeholders and many considerations: environmen- 

al, impact on health and safety, public acceptability, economic, and 

echnical feasibility. 

There was not much focus on decommissioning before the 

990s until a significant number of offshore oil and gas installa- 

ions started to exceed or approach the end of their designed eco- 

omic life ( Athanassopoulos, 1999 ). Even today, the decommission- 

ng of oil and gas facilities is a relatively new challenge world- 

ide ( Martins et al., 2020 ). In contrast to the nuclear power indus-
� This research is a part of BRU21 – NTNU Research and Innovation Program 

n Digital and Automation Solutions for the Oil and Gas Industry ( www.ntnu.edu/ 

ru21 ). 
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ry, which usually performs a detailed decommissioning analysis in 

heir initial technical and economic evaluation, few oil & gas oper- 

tors create a decommissioning strategy with a long-term perspec- 

ive during the early stages of offshore field development. More- 

ver, decommissioning is believed to have an insignificant impact 

n the project valuation during the planning phase. During the fi- 

al years of production, however, decommissioning and decommis- 

ioning timing are of high importance as the economic cash flow of 

he project is usually low (i.e., revenues from hydrocarbon sales are 

imilar to production costs). Changes in the oil price or production 

osts can easily change the cash flow from positive to negative, of- 

en triggering a decision to decommission. At this stage, operators 

sually attempt to delay cost-intensive expenditures for as long as 

ossible, and companies are usually looking to sell their share in 

he field. 

The topic of decommissioning has lately received more atten- 

ion and is discussed in depth partly due to the following reasons: 

• Many offshore oil and gas fields have either exceeded or are 

approaching the end of their designed economic life span and 

have to meet the regulatory framework of the country. 
• Low oil prices and the market crisis have accelerated some de- 

commissioning decisions due to negative cash flows. 
under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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1 Offshore Petroleum and Greenhouse Gas Storage Act. 
Nomenclature 

T Set of all time steps 

R Set of reservoirs 

W 

r Set of wells in reservoir r

(i ) Well indices i ∈ { 1 , . . . , W 

r } 
( j) Well permutations j ∈ { 1 , . . . , 2 W 

r } 
q t o Oil production in period t 

q t g Gas production in period t 

q t w 

Water production in period t 

N 

r 
w 

∈ Z Number of wells of reservoir r

N 

f 
w 

∈ Z Number of wells of field f 

x r w 

∈ [0 , 1] Status of well i in reservoir r

S t 
A 

∈ [0 , 1] Status of abandonment conditions in period t 

t A Abandoning timing 

(f) Field 

(r) Variables associated with reservoir r ∈ R 

(o) Oil 

(g) Gas 

(w ) Water 

(t) Time periods 

D Discount factor 

q max 
o Maximum oil rate in the production platform 

q Ao Abandonment oil rate 

q max 
g Maximum gas rate in the production platform 

q Ag Abandonment gas rate 

q max 
w 

Maximum water rate in the production platform 

q Aw 

Abandonment water rate 

q max 
l 

Maximum liquid rate in the production platform 

q o,pot Oil production potential 

N 

max 
w,D 

Maximum drilling capacity per year 

P o Oil price 

P g Gas price 

G 

r 
p Cumulative gas production 

N 

r 
p Cumulative oil production 

W 

r 
p Cumulative water production 

f n r Wells permutation factor 

RF min Minimum required recovery factor 

q f ,min 
o Minimum field production of oil 

t min Minimum licensed production time 

t max Maximum time of facility fatigue 

t Shadow 

Maximum value of time used for optimization 

R f Original oil in place of the field f 

• Increasing focus on environmental issues in ageing installations 

with high production costs and production energy per barrel. 

Most works in the literature within the decommissioning do- 

ain deal with the decommissioning methodology (Fowler et al., 

014 ; Martins et al., 2020) , cost (Abdo et al., 2018 ; Tan et al., 2021) ,

mpact on the environment (Chandler et al., 2017 ; Sommer et al., 

019) , policy (Techera and Chandler, 2015 ; Torabi and Nejad, 2021) , 

ocio-economic issues (Parente et al., 2006 ; Tan et al., 2021) , and 

he feasibility of using the existing platforms to facilitate and stim- 

late the well-being of the marine ecosystem (Ekins et al., 2006 ; 

handler et al., 2017) . Only a few papers discuss the abandon- 

ent strategy in a long-term perspective during the early stages 

f field development. Tan et al. (2021) suggested that decommis- 

ioning regulations should include strategies and rules for esti- 

ation, and it is necessary to formulate a roadmap with a long- 

erm perspective. The work by Borges et al. (2018) used the 

enter of Gravity Fuzzy Pay-Off Method (CoG-FPOM) as an al- 

ernative real options valuation method to calculate the value 

f the oilfield abandonment option when deciding the abandon- 

ent timing. The timing issue is also discussed in the paper 
2

y Osmundsen and Tveterås (2003) , in which they argue that 

he abandonment time is as important as the decommissioning 

ethod itself. Bakker (2020) addressed the issue of deciding when 

o cease production using optimization, which focuses on vessel 

outes and allocation of operation rigs and vessels. 

Nowadays, some operators have realized the importance of 

lanning in advance decommissioning strategies. They intend to 

evelop a long-term decommissioning plan after learning from ex- 

eriences of underestimated, inefficient and poor resource alloca- 

ion, and opportunities missed. It is recognized that a long-term 

ecommissioning strategy can improve the overall project perfor- 

ance and is also important for regulators who scrutinize offshore 

xploration and production activities closely as such activities have 

he potential of environmental impact. The public has generally 

een against leaving significant portions of oil and gas installa- 

ions in the oceans ( Torabi and Nejad, 2021 ). Taking Australia as 

n example, under the OPGGAS 1 and its regulations, decommis- 

ioning activities must be conducted under an accepted field de- 

elopment plan, well operations management plan, environmen- 

al plan and safety case. Furthermore, variations to the planned 

ecommissioning activities must be approved before they com- 

ence ( Techera and Chandler, 2015 ). 

Decommissioning also has great financial challenges. Decom- 

issioning costs occur when there is no revenue being generated 

rom the project (Jahn et al., 2008 ; Abdo et al., 2018) . Tax de-

uctions, commonly used in other field development stages, are 

ypically not available for decommissioning activities as they take 

lace when there is no income ( Parente et al., 2006 ). Unlike most 

ther activities in exploration and production (E&P) projects, na- 

ional governments play an extensive role in assessing and licens- 

ng decommissioning options. Most countries that have offshore oil 

nd natural gas installations have laws governing decommission- 

ng. Removal costs are tax-deductible (deducted in advance during 

he operation phase) in some countries, causing a loss in revenue 

or the government ( Hamzah, 2003 ). In some cases, the govern- 

ent covers a large share of decommissioning costs (e.g., in Nor- 

ay). Deferment of decommissioning and continued production to 

aximize economic hydrocarbon recovery is generally desirable in 

he North Sea basin. Therefore, a proper decommissioning strategy 

an be financially beneficial to both oil companies and the host 

overnment. 

We consider that it is crucial to plan the decommissioning from 

he early stages of field development for several reasons: 

• Avoiding financial troubles and limited maneuverability at the 

end of the field’s life due to low income, high decommissioning 

costs (on average 10% of the capital expenditure CAPEX), and 

tax alleviation schemes (that affect the government’s capability 

of intervening). 
• To achieve better resource allocation between asset operators 

and service contractors at an early stage to avoid delays, cost 

overruns, or stranded decommissions. This is especially impor- 

tant for deepwater and ultra-deep water projects with subsea 

processing that require long planning and specialized technol- 

ogy for decommissioning. For instance, the presence of sub- 

sea facilities increases the complexity of abandonment logistics, 

and it might be challenging to book vessels for the operation. A 

hindrance to achieving this is the uncertainty in the abandon- 

ment timing, which we will address in this work. 
• Minimizing risks and reducing environmental impact. These ob- 

jectives are better met if a proper planning time is available and 

the abandonment time is known more accurately. 
• To meet regulatory requirements. In many countries, the opera- 

tor must prepare a decommissioning execution plan and obtain 
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decommissioning approval, which might be a time-consuming 

and investigation-demanding process. In the UK, for instance, 

the operator must submit the detailed and revised decommis- 

sioning program approximately five years before well produc- 

tion is scheduled to end ( Initiative et al., 2010 ). 
• Reduce uncertainty and improve the planning of other de- 

velopment subjects that depend on the abandonment of the 

asset, for example, impairment tests and determining the 

depletion rate of tie-backs that will be connected to the 

field ( Borges et al., 2018 ). 

In this work, we focus on methodology development to deter- 

ine optimal abandonment timing during the early stages of field 

evelopment. We propose to include the decommissioning timing 

s an optimization variable along with other typically studied vari- 

bles, such as production schedule, drilling programs, and struc- 

ure layout. However, in practice, determining the optimal aban- 

onment time at an early stage might be challenging because of 

he system uncertainties, for example, the oil price, the size of the 

eserves, well productivity, and other factors. For instance, any new 

iscoveries nearby the existing field or the implementation of im- 

roved oil recovery techniques can create opportunities to extend 

he field lifetime. 

One of the largest uncertainties in the early stage of field devel- 

pment is the initial reserves in place (Goel et al., 2006 ; Lopes and

e Almeida, 2015) , which may change the production horizon. 

any real-world cases show an optimistic or pessimistic evalua- 

ion of the recoverable reserves when operators create the field 

evelopment plan and leading to an extension or reduction of 

he field’s lifetime. Moreover, there are uncertainties regarding the 

bandonment cost and because of the immaturity of technology for 

eld decommissioning ( Osmundsen and Tveterås, 2003 ). In 2019, 

t was reported that, in the year 2016, the Norwegian operator 

quinor planned more than 20 field life extensions, but only 8 of 

hem were approved as of 2019 ( 2019 a,b). 

The conventional method to plan abandonment of oil and gas 

elds is to build yearly operational cash flow projections and 

lan to produce until the year has the last positive estimate 

 Dias, 2014 ). We further develop this method into a mathematical 

ptimization model to automatically find the optimum decommis- 

ioning timing. Therefore, the mathematical programming method 

s applied to determine the optimal field development strategy, in- 

luding the decommissioning timing. 

When deciding on abandonment, other issues are typically con- 

idered: 

• Ageing of the installation and associated infrastructure; 
• Guidelines and agreements with regulatory bodies regarding 

the ultimate recovery factor. Energy or industry departments 

within governments, in their role as custodians of the national 

hydrocarbon assets, have a responsibility to ensure that the re- 

covery of oil and gas is maximized and to avoid predatory pro- 

duction; 
• Oil and gas market prices, market volatility, inflation, tax regu- 

lation, legal regime, and lifting costs. 

In this paper, we expand the model presented 

y Lei et al. (2021) in which a mixed-integer linear program- 

ing (MILP) mathematical optimization model was formulated 

ith the objective to maximize the project’s net present value 

NPV) by optimizing well number, drilling sequence, and pro- 

uction scheduling. The production performance of the field is 

odeled using production potential curves, a proxy model derived 

rom the output of coupled reservoir-network models covering 

eservoir, well, pipeline, and processing. We expanded the model 

y including abandonment timing as an additional decision vari- 

ble. We then apply the model for the early-stage field planning of 
3 
 real-world case study. Subsequently, we performed a sensitivity 

nalysis of optimal abandonment timing in terms of the field’s 

eserves. To the best of our knowledge, this is the first work that 

olves the decision problem of decommissioning timing at the 

arly stage of field development using mathematical programming. 

This paper is organized as follows. Section 2 and 

ection 3 present the problem description and a mathematical 

odel, respectively. Then, in Section 4 , abandonment conditions 

re transferred and included into the model mathematically. In 

ection 5 , we demonstrate the advantages of our approach with a 

et of illustrative examples and a real-world case study based on 

ealistic data. The conclusions are presented in the last section of 

he paper. 

. Problem statement 

In this paper, we consider the design and planning of an off- 

hore oil infrastructure with a set of R reservoirs tied-back to 

he same production facility through subsea wells, as presented 

chematically in Fig. 1 . In each reservoir r ∈ R , a set of W 

r wells

ould be potentially explored and drilled as producers. The pro- 

uction from each well flows in and commingles to the same pro- 

essing facility, e.g., FPSO, jackup, tension leg platform (TLP), or on- 

hore terminal. The wells that belong to the same reservoir are in- 

errelated, and therefore, the production potential from the same 

eservoir at a given time depends on how much oil remains in the 

eservoir and how many and which producers are used for produc- 

ion. 

The offshore oil & gas field development planning typically con- 

ists of at least two parts: the concept screening and the selection 

f the main development variables. The concept screening usu- 

lly includes the production facility’s type, depletion mechanism, 

lacement of surface and subsea facilities, among others. The de- 

elopment variables involve the selection of the number, capacity, 

nd sequence of facilities/drilling programs and the allocation of 

he recoverable reserves for each time period (rate allocation). 

In this work, we focus on using optimization to determine the 

rilling and production strategies, and most specifically, the op- 

imal production horizons. We focus on drilling and production 

chedules because they greatly affect the cash flow and the cost 

f the installation (and they also define the required processing 

apacity). Moreover, the drilling sequence and production alloca- 

ion are interrelated. Generally, the more wells drilled in a given 

ear, the more production can be achieved. Specifically, and due to 

he fact that wells have distinct production performance, the field’s 

roduction potential depends on the producing wells’ combination. 

he planned drilling sequence and production allocation are spread 

o each time period in a specified time horizon, usually on a yearly 

asis. The reasons for choosing the yearly basis are: 

• The focus of our work lies in the “early stage” of oil & gas field 

development, with the main purpose of selecting the concept 

and deciding on the main field parameters when information 

available is uncertain, scarce, or unreliable. 
• A time-step of a year is also used typically by the industry 

when performing discounted cash flow calculations in the early 

phases of field development, and has been used extensively in 

recent and established literature (Gupta and Grossmann, 2012 ; 

Wang et al., 2019) . 
• Our problem has some constraints that only make sense in a 

time frame of a year, for example, the maximum number of 

wells that can be drilled in a year. 
• A yearly time step give a good trade-off between running time 

and accuracy and it enables performing probabilistic analysis. 

The number of active years before stopping production defines 

he abandonment timing of the field or decommissioning year. 
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Fig. 1. Configuration of field, reservoir ( r ∈ R = { 1 , 2 } ) and well. 
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sually, it is given as an input by the decision-maker in field 

evelopment planning (Jørnsten, 1992 ; Jonsbråten, 1998) . For in- 

tance, Iyer et al. (1998) illustrated an offshore oil field infrastruc- 

ure investment and operations scheduling problem under a given 

roduction horizon of 6 years. Carvalho and Pinto (2006) studied 

n offshore oilfields infrastructure planning optimization problem 

ith a fixed time planning horizon of 10 years. Another case is 

rom Goel et al. (2006) , which used a 15-year time horizon to op-

imize a gas field development planning. The disadvantage of opti- 

izing the field development under a fixed production horizon is 

hat it might lead to a sub-optimal solution. However, in our opti- 

ization model, the production horizon is a variable. 

Therefore, our optimization model considers as decision vari- 

bles (a) how many total producer wells are needed in each reser- 

oir, (b) what is the drilling sequence in time periods, (c) how 

uch oil production is allocated to each time period, and (d) the 

eld’s lifetime. 

Several major assumptions are made when constructing the 

eld development problem: 

1. The productivity of each well is distinct and changes over time. 

Therefore, different well combinations will give different pro- 

duction performances. 

2. There is no underground communication between reservoirs. 

Therefore, the production from one reservoir has no impact on 

the production performance of the rest. 

3. The processing capacities of oil, gas, and water are a function 

of the production profiles and are given as an input into the 

optimization model. 

4. The location of the topside facilities and pipeline, and the as- 

signment of wells to the subsea facilities are fixed and given as 

input. 

5. The production of gas and water is dependent on the produc- 

tion of oil in terms of gas-oil ratio (GOR) and water-cut (WC) 

rate. The GOR and WC of each reservoir are a function of the 

recovery factor of each reservoir. 

6. The decommissioning costs are fixed and given in future mon- 

etary units. Variations in the value due to inflation and actual 
4 
execution year were not considered. The costs are considered 

independent upon the number of wells drilled. 

7. The produced fluids from different reservoirs are assumed to be 

compatible at the facilities. 

The model and proposed algorithm are flexible enough to in- 

orporate more complex reservoir models. 

. Mathematical formulation 

In this section, we formulate the field development optimiza- 

ion problem described in the previous section using mathemat- 

cal programming. The main decision variables per time are the 

ontinuous variables regarding to reservoir and field rates, the in- 

eger variables related to the status of the wells and the number 

f drilled wells, and the field lifetime. Due to the presence of in- 

eger variables related to the status of the wells and nonlinearities 

ppearing in the production potential curves, the problem yields 

 Mixed-Integer Nonlinear Programming (MINLP) formulation. The 

onlinearities of the problem are linearized with the use of piece- 

ise linear functions (PWL), which transforms the MINLP problem 

nto a Mixed-Integer Linear Programming (MILP) problem. The no- 

ation and key parameters used in the formulation can be found in 

he Nomenclature table. 

The objective function of the formulated optimization model 

argets the maximization of the NPV over the long-term produc- 

ion horizon t ∈ T as follows: 

ax NPV = 

T ∑ 

t 

P t o · q f ,t o + P t g · q f ,t g − CAPEX 

f ,t −OPEX 

f ,t 

(1 + D ) t 
(1) 

here the sum of revenue from the selling of oil and gas is sub- 

racted by the costs of capital expenditure CAPEX and operational 

osts OPEX . This cash flow is then discounted to its present value 

sing the discount factor D . The CAPEX represents the costs of well 

rilling, facilities construction, installation, among other planning 

nd investment costs. The OPEX costs are associated with produc- 

ion operations, such as power consumption, offshore personnel, 

ogistics, and transportation costs. 
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Mass balance equations ensure that the total oil, gas and water 

roduced from all reservoirs r in the field f matches the total pro- 

uction commingled to the same processing facilities at the plat- 

orm as follows: 

 

f ,t 
o = 

R ∑ 

r=1 

q r,t o , ∀ t ∈ T (2) 

 

f ,t 
g = 

R ∑ 

r=1 

q r,t g , ∀ t ∈ T (3) 

 

f ,t 
w 

= 

R ∑ 

r=1 

q r,t w 

, ∀ t ∈ T (4) 

e assume that no fluids are accumulated in the flowlines and 

hat the reservoirs r are independent. Eqs. (2) - (4) ensure that the 

umulative production of field f in each time step is equal to the 

um of production from each reservoir r for all time steps t ∈ T . 
The total flows of oil, gas, and water are constrained by the 

aximum processing capacities at the topside processing facili- 

ies. Additionally, the sum of oil and water production is also con- 

trained by a maximum liquid processing capacity q max 
l 

. Eqs. (5) - 

8) ensure that the field production is bounded by the processing 

apacities for the entire producing horizon: 

 

f ,t 
o ≤ q max 

o , ∀ t ∈ T (5) 

 

f ,t 
g ≤ q max 

g , ∀ t ∈ T (6) 

 

f ,t 
w 

≤ q max 
w 

, ∀ t ∈ T (7) 

 

f ,t 
o + q f ,t w 

≤ q max 
l , ∀ t ∈ T (8) 

The oil production potential curves are obtained from the out- 

ut of an integrated model encompassing a coupled reservoir, a 

et of wells, pipelines, and processing facilities. These proxy mod- 

ls for the integrated models are referred to as production poten- 

ial curves, and these are used to bound the oil production from 

he reservoir such that it does not exceed its maximum feasible 

roduction rate at a given time, see Eq. (9) . Notably, the oil pro-

uction rate q r,t o is one of the decision variables in the optimiza- 

ion model. The production potential q r,t o,pot , the maximum field oil 

ate at a given time step t , depends on the selection of wells pro-

ucing from the reservoir at that time, namely the wells permuta- 

ion factor f n r,t , and the cumulative amount of oil that has been 

roduced until that time N 

r,t 
p . The production potential curves are 

onlinear curves which are approximated with piecewise-linear 

unctions. Compact formulations for piecewise-linear approxima- 

ions of production potentials were presented in a previous work 

y Lei et al. (2021) . 

 

r,t 
o ≤ q r,t o,pot , ∀ r ∈ R , ∀ t ∈ T (9) 

 

r,t 
o,pot = f n 

r,t · f r q (N 

r,t 
p ) , ∀ r ∈ R , ∀ t ∈ T (10) 

The well status x r,t w 

∈ { 0 , 1 } is a binary variable that takes on

he value 0 when the well is shut-in and 1 when it is producing.

he production potential of the reservoir is adjusted depending on 

he selection of wells permutation to produce from the reservoir. 

n Eq. (10) , the wells permutation factor f n r,t is a factor that in-

icates the actual production potential of the reservoir r for a se- 

ected subset of active wells w act ∈ W 

r among all the possible well 

ermutations W 

r , as formulated in Eq. (11) , where the function 
5 
 

r (·) is the wells permutation factor based on the subset of ac- 

ive wells w act . For more details, please refer to the complete well 

election formulation for different well combinations provided in 

ppendix A. 

f n 

r,t = F r (w act ) , ∀ w act ∈ W 

r , ∀ r ∈ R , ∀ t ∈ T (11) 

The total number of active wells N 

r,t 
w 

in reservoir r at the time 

is a summation of the binary variables representing the status 

f the wells x r,t w 

. The total number of active wells in the field

 

f ,t 
w 

is given by the summation of the variables corresponding to 

he active wells in all reservoirs. These relations are formulated in 

q. (12) . 

 

f ,t 
w 

= 

∑ 

r∈R 

N 

r,t 
w 

= 

∑ 

r∈R 

∑ 

w ∈ W 

r 

x r,t w 

, ∀ r ∈ R , ∀ t ∈ T (12) 

Additionally, the total number of new wells drilled each year is 

onstrained by the drilling capacity N 

max 
w,D 

, as shown in Eq. (13) . 

ubsequently, we defined that the well is not shut-in once it has 

een drilled using Eq. (14) , in order to ensure a smooth flow pro-

le. 

 ≤ N 

f ,t 
w 

− N 

f ,t−1 
w 

≤ N 

max 
w,D , ∀ t ∈ T and t ≥ 1 (13) 

 

r,t+1 
w 

≥ x r,t w 

, ∀ r ∈ R , ∀ w ∈ W 

r , ∀ t ∈ T and t ≤ | T | − 1 (14) 

When accounting for the total gas and water production in the 

eld, the cumulative gas G 

r 
p and water W 

r 
p production in reservoir 

 ∈ R are defined as functions ( F G,r (·) , F W,r (·) ) of the cumulative oil

roduction N 

r 
p in the reservoir, as formulated in Eqs. (15) and (16) . 

hese functions G 

r 
p , W 

r 
p and N 

r 
p are built from output data sampled 

ith the integrated reservoir-network model. Later on, these rela- 

ions are approximated using PWL functions, which are described 

n Appendix B. Both the yearly gas q r g and water rates q r w 

are back-

alculated from the cumulative produced gas G 

r 
p and water W 

r 
p , as 

ormulated in Eqs. (17) and (18) . 

 

r,t 
p = F G,r (N 

r,t 
p ) , ∀ r ∈ R , ∀ t ∈ T (15) 

 

r,t 
p = F W,r (N 

r,t 
p ) , ∀ r ∈ R , ∀ t ∈ T (16) 

 

r,t 
p = G 

r,t−1 
p + q r,t−1 

g , ∀ r ∈ R , ∀ t ∈ T and t ≥ 1 , G 

r, 0 
p = 0 (17) 

 

r,t 
p = W 

r,t−1 
p + q r,t−1 

w 

, ∀ r ∈ R , ∀ t ∈ T and t ≥ 1 , W 

r, 0 
p = 0 (18) 

 

r,t 
p = N 

r,t−1 
p + q r,t−1 

o , ∀ r ∈ R , ∀ t ∈ T and t ≥ 1 , N 

r, 0 
p = 0 (19) 

Eqs. (20) and (21) denote the field costs, namely the capital ex- 

enditures CAP EX and operational expenditures OP EX . The CAP EX

s further divided into costs related to drilling CAP EX Drilling , subsea 

acilities CAP EX Subsea and topside CAP EX Topside . The OP EX is split 

nto rate-dependent OP EX rate and rate-independent OP EX Nonrate . All 

ost functions are created through cost proxy models based on re- 

ional history data and cost estimates, which are described in Ap- 

endix C in details. A similar expression of costs estimation us- 

ng proxy models can be found in previous papers (Fedorov et al., 

021 ; Gonzalez, 2020) . 

 AP EX 

f ,t = C AP EX 

f ,t 
Drilling 

+ C AP EX 

f ,t 
Subsea 

+ C AP EX 

f ,t 
Topside 

(20) 

P EX 

f ,t = OP EX 

f ,t 
rate + OP EX 

f ,t 
Nonrate 

(21) 

The conceptual formulation presented in this section formu- 

ates an optimization problem that is capable of determining the 
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Fig. 2. Decommissioning conditions. 
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ptimal drilling sequence and production allocation such that the 

eld’s NPV is maximized for the given production, drilling, and 

rocessing constraints. More details about the piecewise-linear 

odels and the actual formulation of the selection of the wells 

ermutation factor can be found in Lei et al. (2021) . 

. Field abandonment formulation 

In this section, we have extended the presented optimization 

odel in Section 3 with a new set of constraints to model the 

mpact of field abandonment in field development planning. Es- 

entially, in typical field development planning methodologies, the 

eld lifetime or production horizon T is regarded as fixed and as 

n input to the optimization model. However, the abandonment 

ime can also be considered a crucial decision in field planning, 

hich should be made by stakeholders and is subject to the re- 

aining profitability and other technical-economic criteria of the 

eld. Herein, we propose an extension to the traditional field plan- 

ing methodologies that consider the field lifetime T as a decision 

ariable in the optimization model in addition to the production 

ates q o , the number of wells N w 

, and the drilling schedule f n r . 

The conditions that trigger the abandonment of a field are 

ainly economic and technical, but could also be governed by gov- 

rnmental and local authority issues. Operating companies have a 

esponsibility to their shareholders to yield a competitive return 

n investment. On the other hand, government plays an extensive 

ole in assessing and licensing decommissioning options since they 

re responsible for ensuring that oil and gas recovery is maximized 

n a sustainable manner. Meanwhile, the government is responsible 

or minimizing potential impacts on the environment, ensuring hu- 

an health and safety, and gaining public acceptability. Therefore, 

he oil companies and host government’s preferred time for de- 

ommissioning will diverge and possibly conflict with each other. 

ur model takes into account both the government’s and oil com- 

anies’ perspectives as a set of conditions modeled as constraints 

n the optimization model. 

The conditions for field abandonment that are considered in the 

roposed optimization model are the following: 

1. Economic lifetime : the cash flow permanently turns negative. 2 

When the cash flow turns permanently negative due to a de- 

creasing revenue, the field operation is halted, and the produc- 

tion rate becomes zero. In the model, this condition reflects on 

the production rates of the field, oil rate in this case. 

2. Technical lifetime : the field’s life can not be longer than the 

facility’s design lifetime. However, it could happen that the field 

is abandoned earlier, e.g., due to low rates of oil and gas, which 

give low revenue, or high rates of water, liquid, or gas, which 

bottleneck the processing facilities, which prompt a reduction 

in rates of oil and give low revenue. 

3. Governmental policy : the recovery factor has reached a min- 

imum value, within the license period, and a minimum field 

lifetime has been reached. This is usually dependent on previ- 

ously agreed goals between the operator and government for 

sustainable social development. 

More details about the practical implementation of these con- 

itions will be provided later. 

.1. Abandonment conditions 

The main principle to devise long-term processing and decom- 

issioning plans of offshore oil and gas fields is that all financially 
2 This condition is widely used in early-phase field planning in current industrial 

ractices. 

m

n

p

h

6 
rofitable and recoverable oil and gas resources should be pro- 

uced. Fig. 2 illustrates the conditions discussed earlier that should 

e met to decommission a field. To keep the explanation simple, 

n this figure, we assume the income declines with time as oil and 

as production from fields typically also declines in time. Costs are 

ssumed to increase with time due to increased maintenance costs 

ith time and processing and disposal of undesired by-products. 

he economic abandonment condition occurs when the project’s 

ncome crosses the costs for operating the field. 

Besides this, the abandonment should also lie between the field 

inimum lifetime required by the local authorities and the design 

ife of the facilities. Notice that, although calculating the economic 

bandonment time looks straightforward in this figure, the curves 

or income and cost are highly uncertain in reality. For instance, 

he income will vary depending on the production scheduling, the 

ales price, or due to a change of the size of the reserve and well

elivery capacity. 

In order to include the time of abandonment in the model, we 

dd a new decision variable t A that indicates when one of the con- 

itions for abandoning the field is met. Among the conditions are 

ero-field production rate and when the revenue is surpassed by 

he project costs. Moreover, since the capital expenditures and as- 

et depreciation are generally negligible towards the end of the 

eld lifetime, the timing of abandonment or decommission can be 

efined as a point at which the gross income no longer covers the 

perational costs ( OP EX). 

As there is currently no general internationally accepted guide- 

ines on whether and when decommissioning would be accepted 

nd in what circumstances, we use generic statements and expla- 

ations with specific model details to describe the variable aban- 

onment time in the optimization model in terms of the following 

onditions: 

Condition 1 (economic abandonment): project’s income must 

e higher than costs before abandonment. Once the revenue in- 

ome becomes less than or equal to the operational costs, the field 

eets the economic abandonment criteria, which implies closing 

he field and setting the production rates to zero from that time 

n: 

 

f ,t A 
o = 0 , ∀ t A : t ∈ T such that Reve nu e f ,t ≤ Cos t f ,t (22) 

Condition 2 (technical abandonment): when the oil produc- 

ion rate is less than the minimum processing rate: 

 

f ,t A 
o = 0 , ∀ t A : t ∈ T such that q f ,t o < q f Ao (23) 

here q f 
Ao 

is termed abandonment oil rate, and it represents the 

inimum processing rate at the facilities, being either a fixed tech- 

ical minimum rate or a varying flow rate related to the cost and 

roduct prices. For instance, a lower rate can be compensated by a 

igher oil price. The minimum required rate can also change with 
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Fig. 3. Algorithm formulation illustration. 
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pgrades in processing equipment as such expansions typically re- 

uire extra investments. 

Condition 3 (technical abandonment): when produced water 

nd gas rates reach the corresponding upper limits in the process- 

ng facilities: 

 

f ,t A 
o = 0 , ∀ t A : t ∈ T such that q f ,t w 

> q f Aw 

(24) 

 

f ,t A 
o = 0 , ∀ t A : t ∈ T such that q f ,t g > q f Ag (25) 

here q f 
Aw 

and q f 
Ag 

are the maximum water and gas processing 

ates. In some scenarios, the field must stop production ( q f ,t o = 

 , ∀ t ≥ t A ) when water and gas rates approach the maximum al-

owed processing capacity of the facilities ( Eq. (6) and (7) ). These 

onditions will vary depending on the study case. For example, 

xcessive amounts of produced water may not affect the produc- 

ion from an onshore field because it is possible to cost-effectively 

xpand and upgrade the facilities, but it may cause a production 

hutdown in an offshore field. Water and gas production rates are 

omputed by the model using the water cut, the gas-oil ratio, and 

he oil rate. 

Condition 4 (governmental requirements to avoid predatory 

roduction): the ultimate recovery factor ( RF at abandonment) 

eeds to be above a certain threshold: 

N 

f ,t A 
p 

R 

f 
≥ RF f min (26) 

 

f ,t 
o ≥ q f , min 

o , if 
N 

f ,t 
p 

R 

f 
< RF f min (27) 

ere, RF f 
min 

is the minimum required recovery factor. This value 

s often defined in an agreement between the government and 

he operator. Before reaching the minimum recovery factor, the 

eld normally produces above a certain minimum field production 

 q f ,t o ≥ q f , min 
o ). In the optimization model, the ultimate recovery fac- 

or is calculated based on the ultimate oil cumulative production. 

Condition 5 (governmental policy): often, the field production 

ifetime must last more than the minimum licensed production pe- 

iod t min for ensuring a socio-economic sustainable development: 

 A ≥ t min , ∀{ t A } ∈ T (28) 

 

f ,t 
o ≥ q f , min 

o , if t ≤ t min (29) 

 similar approach can be used to model the case where there is 

 maximum licensed production period, if applicable. 

.2. Mathematical modeling of abandonment conditions 

In our work, we formulate the field abandonment by constrain- 

ng the production rate when abandonment conditions are met, in- 

tead of considering economic issues in the definition of the field 

ifetime only. Fig. 3 presents a schematic of how the constraints 

n the oil rate are used to represent the field abandonment. A bi- 

ary variable S t 
A 

∈ { 0 , 1 } is introduced to indicate when at least one

f the abandonment conditions is met. The corresponding time of 

bandonment is the abandonment time t A , and it occurs when the 

eld oil rate is less than the abandonment oil rate, then S A = 1 . It

lso requires the production rate to be equal to or higher than a 

inimum oil rate when triggering technical abandonment condi- 

ions, as illustrated in Fig. 3 . 

 

t 
A = 

{ 

S t 
A 

= 1 , if q f ,t o < q f Ao ( abandonment active ) 

S t 
A 

= 0 , otherwise 
7 
Formulation of constraint 1 (economic abandonment): the 

conomic abandonment condition is triggered when the costs be- 

ome higher than the revenue obtained with the selling of the hy- 

rocarbons. 

 ≤ Cost f ,t ≤ Re v enue f ,t · (1 − S t A ) , ∀ t ∈ T (30) 

otice that if S t 
A 

= 1 , the condition is met, and the above constraint

s activated. When the field is producing, S t 
A 

= 0 and this constraint 

ill ensure that the costs remain below the revenue. 

Formulation of constraint 2 (minimum production rate) : the 

inimum production rate condition is met when the field produc- 

ion becomes lower than a minimum threshold. 

 

f ,t 
o ≥ q f Ao · (1 − S t A ) , ∀ t ∈ T (31) 

 

f ,t 
o ≤ M · (1 − S t A ) , ∀ t ∈ T (32) 

here M is a big- M, as illustrated in Fig. 3 . When the field is pro-

ucing, S t 
A 

= 0 and these constraints ensure that the field produc- 

ion is above a certain minimum rate. The big-M condition is re- 

axed. Otherwise, when S t 
A 

= 1 , the field abandonment condition is 

et and the field rate q f ,t o is set to zero. 

Formulation of constraint 3 (maximum processing capacity) : 

he maximum processing capacity abandonment condition is met 

hen the gas or water production of the field surpasses the maxi- 

um processing capacity. 

 ≤ q f ,t w 

≤ q f Aw 

· (1 − S t A ) , ∀ t ∈ T (33) 

 ≤ q f ,t g ≤ q f Ag · (1 − S t A ) , ∀ t ∈ T (34) 

n which, q f 
Aw 

and q f 
Ag 

are the maximum water and gas process- 

ng rates, respectively. The maximum liquid handling capacity of a 

latform q max 
l 

can be included as an abandonment condition when 

uitable. 

Formulation of constraint 4 (minimum recovery factor) : this 

bandonment condition is met when the recovery factor of the 

eld becomes lower than a certain lower bound. 

N 

f ,t 
p 

R 

f 
≥ RF f min · S t A , ∀ t ∈ T (35) 

n which, N 

f ,t 
P 

is the cumulative oil production at time t , R f is the

riginal oil in place of the field, and RF f 
min 

is the minimum require- 

ent for the field recovery factor. 

Formulation of constraint 5 (feasible window for field pro- 

uction) : this abandonment time requires the field to operate 

ithin a feasible time window ( t min , t max ). 

 Shadow 

−
∑ 

S t A ≥ t min , ∀ t ∈ T (36) 
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Table 1 

Parameters of the reservoir and network model. 

Reservoir & Well 

Parameter Reservoir-1 Reservoir-2 

Reservoir Pressure (bara) 195 243 

Reservoir Temperature ( ◦C) 70 90 

Oil in place (MSm 

3 ) 56.25 39.25 

Solution gas-oil ratio (Sm 

3 /Sm 

3 ) 115 150 

Initial water saturation (fraction) 0.05 0.05 

Number of wells 6 3 

Productivity index (Sm 

3 /d/bar) 1500 500 

Tubing size (inch) 5.5 5.5 

Surface Network 

System type Production 

Seabed Temperature ( ◦C) 4 

Pipeline diameter (inch) 6 - 10 

Pipeline Length (km) 17.5 

Separator Pressure (bara) 20 
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Table 2 

Abandonment constraints variation. 

Constraints Base case Case-A Case-B 

Minimum field lifetime, t min (year) 15 15 15 

Facility Design lifetime, t max (year) 25 25 25 

Minimum recovery factor, RF f 
min 

(%) 20 20 20 

Abandonment oil rate, q f Ao ( Sm 

3 /day ) 900 1500 500 

Ceiling gas rate, q f Ag ( MSm 

3 /day ) 6 6 6 

Ceiling water rate, q f Aw ( Sm 

3 /day ) 11000 11000 11000 

Optimization Results 

Optimal abandonment timing, t A (year) 20 18 20 

Net present value, NPV (MUSD) 4,749.98 4,690.87 4,753.00 

Recovery factor, RF (%) 22.00 21.83 22.00 

Computational time (second) 1621 3843 755 

Table 3 

Computational performance and optimiza- 

tion details of the Base Case . 

Item Value 

Variables: 13,214 

Binary variables: 1150 

Integer variables: 90 

Constraints: 8041 

Nonlinear constraints: 24 

Linear constraints: 8017 

Equality constraints: 1162 

Inequality constraints: 6850 

Computational time: 1621 seconds 

5
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 Shadow 

−
∑ 

S t A ≤ t max , ∀ t ∈ T (37) 

here t Shadow 

is the maximum number of time in the dataset T 
hat can be used in the optimization. It has to be large enough to 

over the optimized abandonment time t A . The parameter t min is 

he minimum time that the field must operate according to the 

uthorities, see Eq. (28) , and t max is the maximum lifetime of 

acilities due to design lifetime. Notice that the maximum viable 

roducing time t max can be used as the optimization feasible time 

indow, t Shadow 

, directly. 

. Case studies and simulation results 

In this section, we describe a case study involving a real-world 

eld to demonstrate the benefits of the proposed formulation, in 

hich the field abandonment timing is optimized together with 

he decisions regarding the drilling program and the production 

cheduling. In field development activities, it is often the case 

hat the operations are extended when new discoveries are made. 

o assess the impact of field operation extensions, an uncertainty 

nalysis considering the field lifetime is performed using a sam- 

ling method that generates a discrete set of cases over the field 

ifetime uncertainty envelope. 

The case study involves the field development planning for 

he exploration of two oil discoveries located in the Barents Sea. 

hese discoveries are considering for a joint development. The 

ain product is oil, and the produced water and gas will be re- 

njected into the reservoir for pressure maintenance. In total, there 

re 9 candidate wells (6 from Reservoir-1, and 3 from Reservoir-2) 

hich were proposed after a detailed geological and reservoir en- 

ineering study. The field production potential is a function of the 

roduced oil and the selected subset of producing wells from the 

eld. The key reservoir parameters are listed in Table 1 . 

Two case studies are investigated for the optimization of field 

evelopment planning for the reserves described previously. 

• Study-1 : The first case study involves a field development plan- 

ning with the main decision variables being the production al- 

location, the selection of a subset of wells to produce with 

its corresponding drilling schedule, and the field abandonment 

timing. The purpose of Study-1 is to assess the results obtained 

with the mathematical model with a large focus on the auto- 

matic and proper calculation of the more profitable abandon- 

ment timing for the field. 
• Study-2 : The second case study is a field development planning 

with the same variables of the Base case in Study-1 but consid- 
8 
ering uncertainty on the total recoverable reserves. In practice, 

there is high uncertainty regarding the recoverable reserves at 

an early stage of the field development activities, thus the in- 

clusion of uncertainty associated with the total recoverable re- 

serves in the model is particularly relevant for its great impact 

on the field’s lifetime. 

.1. Case study 1 

In Study-1 , we set t Shadow 

to 30 years, assuming that the aban- 

onment timing will not be longer than 30 years. The base case is 

uilt using the parameters listed in Table 2 for the abandonment 

onstraints, and some other optimization results are also shown 

n the table. The problem is formulated using AMPL ( Fourer et al., 

003 ), solved with Gurobi ( Gurobi Optimization, 2020 ), and com- 

uted using ThinkPad of Intel(R) Core(TM) i7-8565U CPU 1.80 Hz 

.99 GHz 64 bytes. The computational performance and more in- 

ormation about the formulation size for the Base case are shown 

n Table 3 . 

Fig. 4 presents the optimal results obtained for the base case, 

ncluding the optimal production schedule, drilling program (both 

ubset of active wells and drilling schedule), and abandonment 

iming. From Fig. 4 , we can see that the optimized subset of ac- 

ive wells contains 8 out of the 9 candidate wells, with w 1 being

eft out of the drilling program. The elimination of w 1 is an op-

imization result respecting the distinguishment of different wells 

ombinations and the resulting balance of costs and the NPV value. 

ells of w 2 , w 4 and w 5 are selected to be pre-drilled before pro-

uction, and the optimized sequence of drilling is to drill wells w 6 

nd w 9 in the first year, then drill wells w 7 and w 8 in the sec-

nd year, and finally, well w 3 is drilled in year 3. The optimal tim-

ng of abandonment is in the year 20, meaning that the optimum 

roduction lifetime is 20 years for the considered parameters and 

onstraints. The optimized abandonment timing is identical to the 

perator’s plan of a 20 years production horizon, which is based on 

 cross domain study conducted in decision gates. This serves as a 

oft validation of the model as an actual validation in the real field 
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Fig. 4. Optimal results for the Base case. 

Table 4 

Fractional factors of different well combinations. 

Reservoir-1 

Well combinations f 1 n Well combinations f 1 n 

w1 0.166 w2 0.249 

w3 0.195 w4 0.293 

w5 0.198 w6 0.113 

w1,w2 0.332 w1,w3 0.357 

w1,w4 0.413 w1,w5 0.365 

w1,w6 0.279 w2,w3 0.436 

w2,w4 0.467 w2,w5 0.448 

w2,w6 0.362 w3,w4 0.477 

w3,w5 0.393 w3,w6 0.308 

w4,w5 0.492 w4,w6 0.406 

w5,w6 0.304 w1,w2,w3 0.516 

w1,w2,w4 0.524 w1,w2,w5 0.530 

w1,w2,w6 0.445 w1,w3,w4 0.591 

w1,w3,w5 0.556 w1,w3,w6 0.470 

w1,w4,w5 0.611 w1,w4,w6 0.526 

w1,w5,w6 0.470 w2,w3,w4 0.642 

w2,w3,w5 0.635 w2,w3,w6 0.549 

w2,w4,w5 0.665 w2,w4,w6 0.580 

w2,w5,w6 0.553 w3,w4,w5 0.676 

w3,w4,w6 0.590 w3,w5,w6 0.499 

w4,w5,w6 0.597 w3,w4,w5,w6 0.781 

w2,w4,w5,w6 0.771 w2,w3,w5,w6 0.740 

w2,w3,w4,w6 0.755 w2,w3,w4,w5 0.841 

w1,w4,w5,w6 0.717 w1,w3,w5,w6 0.661 

w1,w3,w4,w6 0.704 w1,w3,w4,w5 0.790 

w1,w2,w5,w6 0.636 w1,w2,w4,w6 0.637 

w1,w2,w4,w5 0.722 w1,w2,w3,w6 0.629 

w1,w2,w3,w5 0.714 w1,w2,w3,w4 0.696 

w1,w2,w3,w4,w5 0.895 w1,w2,w3,w4,w6 0.809 

w1,w2,w3,w5,w6 0.820 w1,w2,w4,w5,w6 0.828 

w1,w3,w4,w5,w6 0.895 w2,w3,w4,w5,w6 0.946 

w1,w2,w3,w4,w5,w6 1.000 

Reservoir-2 

Well combinations f 2 n Well combinations f 2 n 

w7 0.527 w8 0.606 

w9 0.644 w7,w8 0.807 

w7,w9 0.878 w8,w9 0.907 

w7,w8,w9 1.000 
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9 
s not feasible as the asset is still not approved for development. 

oreover, in the obtained results, the abandonment rate was the 

rigger for the field abandonment. Before the abandonment of the 

eld, the production rate is maintained at a level slightly higher or 

qual to the abandonment rate of 900 Sm 

3 /day in the last 4 years. 

Two additional cases, i.e., Case-A and Case-B, are created, as 

hown in Table 2 , with the goal of assessing the impact of differ-

nt abandonment oil rates on the field production performance. All 

ptimizations achieved a dual gap of 0% but used different com pu- 

ational budgets of time. Fig. 5 shows a comparison of the opti- 

al results for all three case studies, Case-A, Case-B and the Base 

ase, as described in Table 2 . The dashed lines in the plots show 

he optimized production rate and abandonment time for cases A 

nd B. 

In all the cases studies, the constraints regarding the ceiling gas 

nd water rate, minimum recovery factor, and the facility design 

ifetime are not active at the time of abandonment. 

Fig. 5 (a) presents a comparison of the results obtained with 

ase-A and the base case. In Case-A, the abandonment oil rate 

 Ao is increased from 900 Sm 

3 /day to 1500 Sm 

3 /day in compari- 

on with the base case, whereas the other constraints are the same 

s the base case. The optimal results show the following: (1) the 

bandonment time t ′ 
A 

is reduced from 20 to 18 years in Case-A, (2) 

he production profile is different from the base case from year 4, 

nd (3) the NPV and recovery factor are slightly reduced when the 

bandonment rate is increased, see Table 2 . 

Fig. 5 (b) shows a comparison of the results obtained with Case- 

 and the base case. In Case-B, the abandonment oil rate q Ao is 

educed from 900 Sm 

3 /day to 500 Sm 

3 /day compared to the base 

ase, whereas the other constraints remain the same. The conclu- 

ions based on the results obtained are the following: (1) the op- 

imal abandonment time t ′′ 
A 

obtained is 20 years in both cases, (2) 

he production profiles are the same up to year 15, (3) the recovery 

actor obtained with the strategies is the same, being 22.00% as all 

ecoverable reserves are produced, and (4) the NPV is slightly in- 

reased in Case-B compared to the base case, see Table 2 . 

The results of Study-1 clearly show that the optimum field 

ifetime depends on the criteria of abandonment; changes to the 

bandonment rate impacted the optimum abandonment timing. 

onsequently, the solutions yield different economic performance, 
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Fig. 5. Optimal results for Case-A, Case-B and the Base case. 
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Fig. 6. Distribution of normalized recoverable reserves. (the original recoverable re- 

serve of each reservoir refer to 1.00). 
ecovery factors (although very similar in this case), production 

trategy, and drilling sequence 3 . In other words, if we set a fixed 

roduction horizon of a given value (e.g., 20 years for Case-A), the 

roject’s performance and economic margins might be sub-optimal 

olutions even the optimization is used to search for an optimum 

rilling and production schedule. 

.2. Case study 2 

In the second case study, referred to as Study-2 , we designed a 

et of scenarios considering uncertainty in the recoverable reserves 

o assess its impact on the abandonment timing and the effect of 

he field design lifetime. This is usually a case of practical interest 

or oil and gas companies. 

The analysis is performed using simulation-based optimization, 

n which a set of optimization runs are performed for different re- 

overable reserves within a certain uncertainty envelope. The sam- 

les of the uncertain variables are obtained using Latin Hypercube 

ampling (LHS), which has an advantage of achieving convergence 

ith fewer samples than other methods (for example, Monte Carlo 

ampling). A total of 100 samples of the recoverable reserve were 

enerated using LHS. The distributions of the recoverable reserves 

or each discovery are synthetic, but the distribution parameters 
3 The drilling sequence is not displayed in plots, but it is interrelated with the 

roduction rate. 

a

o

10 
re based on real spreads reported in plans for development and 

perations. 
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Fig. 7. Sensitivity analysis: Distribution of abandonment timing with constraints 

both on minimum license lifetime of 15 years and facility design life of 25 years. 
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Fig. 8. Sensitivity analysis: Distribution of abandonment timing with constraints of 

minimum license lifetime of 15 years only. 
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When generating samples, the reserve distributions of these 

wo reservoirs are considered to be independent, considering a 

ong distance in location and the separate setting of the actual pro- 

uction potential of the selected subset of producers within each 

eservoir (see Table 4 ). These sampled recoverable reserves were 

hen used as input data for the optimization problem, resulting in 

00 optimal solutions. 

The distributions of the normalized recoverable reserves for 

ach reservoir are shown in Fig. 6 . In the diagram, each LHS- 

enerated recoverable reserve is normalized by dividing the recov- 

rable reserve value of the base case. Then, a total of 100 optimiza- 

ions were run to find the corresponding optimal drilling schedule, 

roduction allocation, NPV, and abandonment timing. 

Fig. 7 shows the optimized abandonment timing for different 

ecoverable reserves but the same abandonment constraints of the 

ase case. The results show that both abandonment constraints of 
Fig. 9. Bubble chart of abandonment timing in terms of res

11 
inimum 15 years field lifetime and the maximum facility design 

ifetime of 25 years are met for several samples. The upper bound 

n optimal abandonment timing of 25 years is met in 22 samples 

ut of the 100 scenarios. Suppose the constraint on the facility de- 

ign lifetime is increased to 30 years and the optimizations for 

hese 22 samples are re-run, the resulting distribution has a log- 

ormal shape, exhibiting a peak at 17 years, as shown in Fig. 8 . 

We further studied the relation between the abandonment tim- 

ng and the values of recoverable reserves of Reservoir-1 and 

eservoir-2. A bubble chart is presented to display the relation be- 

ween abandonment timing and reservoir size in Fig. 9 . The opti- 

ization results show that the abandonment timing is more sensi- 

ive to the size of Reservoir-1 compared to the size of Reservoir-2. 

n explanation for this is that the reserves in Reservoir-1 are larger 

nd there are also more producers available in this reservoir. When 

he reservoir size is reduced, it is likely that the field production 
erve scale factors both of Reservoir-1 and Reservoir-2. 



G. Lei, M. Stanko and T.L. Silva Computers and Chemical Engineering 165 (2022) 107910 

t

a

6

m

h

a

m

w

a

f

w

a

i

p

s

t

d

w

t

t

c

t

e

y

l

p

n

o

n

r

o

m

c

a

g

c

t

t

m

m

t

p

s

e

m

i

s

i

e

i

p

D

c

i

C

s

W

i

S

S

i

A

t

G

e

c

A

f

W

g  

w  

i

w

i

p

F

E

o

t

m

A

t

p

r  

t

t

p

d  

o  

v

I  

�  

d  

p

t  

b

a

ime is shortened. Similarly, when the reservoir size is larger, the 

bandonment timing is likely to be postponed. 

. Conclusions 

We proposed a formulation based on mathematical program- 

ing for early-phase field development optimization of offshore 

ydrocarbon fields. The optimization consists of determining the 

bandonment timing and the drilling and production schedule that 

aximizes the project value for a multi-reservoir field. 

The main contribution of this work is that we proposed a novel 

ay to automatically search for optimal abandonment timing, in 

ddition to determining optimal drilling and production scheduling 

or field development problems. 

The proposed methodology was applied and tested on a real- 

orld case in order to assess the benefits of including a variable 

bandonment timing in the optimization. The results of this work 

ndicate that the abandonment timing can significantly impact a 

roject’s economic and performance evaluation; the decommis- 

ioning timing has to be optimized, similar to the searching of op- 

imum drilling and production scheduling in the early stage of field 

evelopment. The commonly used method of running optimization 

ith a fixed production horizon might lead to sub-optimal solu- 

ions, which will yield lower net present value, lower recovery fac- 

or, and unfavorable production strategy. 

Through an uncertainty analysis on the recoverable reserves, we 

onclude that the field’s production horizon is highly sensitive to 

he size of the reservoir reserve, which is very uncertain at an 

arly stage of field development. Performing an uncertainly anal- 

sis allows to map the limiting constraints and it allows to obtain 

ower bounds and upper bounds of the abandonment timing of the 

roject, which is often of practical interest for oil and gas compa- 

ies. 

Future work includes the expansion of the proposed method- 

logy. For instance, decommissioning timing is more than a tech- 

ical or economic issue but also involves concerns regarding envi- 

onmental impacts, which have a critical role in the management 

f decommissioning timing. It may be interesting to expand the 

odel to a multiobjective optimization model including other de- 

ommissioning elements, such as policy, environmental impacts, 

nd taxation. There is currently no general internationally accepted 

uidelines on whether and when decommissioning would be ac- 

epted and in what circumstances. Therefore, an interesting direc- 

ion for research involves extensions to the proposed formulation 

o consider environmental constraints and policies in the decision- 

aking. 

As the abandonment cost varies in terms of decommissioning 

ethods, risks, and financial rewards, an open question is how 

o include these parameters into the mathematical programming, 

articularly when the industry experience and historical data are 

carce. For instance, as operators are often looking for the cheap- 

st way to abandon a field, an interesting application of the for- 

ulation would be to optimize the abandonment timing for fields 

n operation when accounting for decommissioning costs. 

Some other possible directions for future work could be: con- 

idering blending and compatibility complexities when mixing flu- 

ds from different reservoirs, performing stochastic optimization to 

valuate rigorously the effect of uncertainty in, for example, the 

nitial oil and gas in place, abandonment cost, or well production 

erformance. 
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ppendix A. Formulation of wells permutation selection 

Let g r : { 1 , . . . , 2 |W 

r | } → W 

r be a function that maps an index j

rom all permutations of well combinations w 

r 
j 

to the set of wells 

 

r such that: 

 

r ( j) = { i ∈ W 

r : w 

r 
j (i ) = 1 } , ∀ j ∈ { 1 , . . . , 2 

|W 

r | } (38)

here w 

r 
j 
(i ) denotes the i-th element of the tuple w 

r 
j 
. This function

ndicates which wells w ∈ W 

r are active in reservoir r for the j-th 

ell combination. A table with a map generated by function g r (·) 
s calculated off-line and used in the constraints regarding the well 

ermutation selection as follows: 

or all r ∈ R , j ∈ { 1 , . . . , 2 |W 

r | } : 
f n r,t ≤ f n r j + 

∑ 

i ∈ g r ( j) 

(1 − x r,t w 

) + 

∑ 

∈W 

r \ g r ( j) 

x r,t w 

, ∀ w ∈ { 1 , . . . , |W 

r |} 
(39) 

f n 

r,t ≥ f n 

r 
j −

∑ 

i ∈ g r ( j) 

(1 − x r,t w 

) −
∑ 

i ∈W 

r \ g r ( j) 

x r,t w 

, ∀ w ∈ { 1 , . . . , |W 

r |} 
(40) 

qs. (39) and (40) create a set of disjunctions such that, depending 

n the active wells denoted by the binary variables x r 
i 
, the poten- 

ial factor of the reservoir f n r,t will be set to the potential factor 

f n r 
j 

corresponding to the correct well combination w 

r 
j 

from all per- 

utations. 

ppendix B. Piecewise linear equations 

The non-linearities of the problem appear in the production po- 

ential curves, including the actual potential based on the wells 

ermutation in Eq. (10) , but also in the cumulative production 

ates for gas phase in Eq. (15) and water phase in Eq. (16) . In

his work, we propose PWL approximations using Log model for 

he non-linear functions Eqs. (10) , (15) and (16) . 

The Log model implementation of the branching scheme pro- 

osed by Vielma and Nemhauser (2011) requires new concepts and 

efinitions. Let S e = { s 0 , . . . , s n } be the set of ordered breakpoints

n the coordinate e , and I e := { [ s 0 , s 1 ] , . . . , [ s n −1 , s n ] } be the inter-

als containing pairs of consecutive breakpoints. Let I e (s ) := {I ∈ 

 e : s ∈ I} be a set of the intervals containing the breakpoint s , and

e ([ s i , s i +1 ]) = i + 1 be the index of an interval [ s i , s i +1 ] ∈ I e . We

efine the function B : { 1 , . . . , |I e |} → { 0 , 1 } 
 log 2 (|I e | ) � to be a map-

ing between the interval indices and a binary code according to 

he Gray code property, meaning that B (i ) and B (i + 1) must differ

y only one bit. The vertices of the domain is V (P ) = S 1 × · · · × S d 
nd d is the dimension. 

https://www.ntnu.edu/bru21
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The first phase of the branching scheme uses the sets 

 

+ 
e,B,l 

:= { s ∈ S e : B (�e (I)) l = 1 , ∀I ∈ I e (s ) } and J 0 
e,B,l 

:= { s ∈ S e :
 (�e (I)) l = 0 , ∀I ∈ I e (s ) } . The constraints which implement the

rst phase of the Log branching scheme are defined as follows: ∑ 

 ∈V + 
e,B,l 

λv ≤ x e,l , ∀ e ∈ { 1 , . . . , n } , l ∈ { 1 , . . . , 
 log 2 (|I e | ) �} (42a) 

∑ 

 ∈V 0 
e,B,l 

λv ≤ x e,l , ∀ e ∈ { 1 , . . . , n } , l ∈ { 1 , . . . , 
 log 2 (|I e | ) �} (42b) 

 e,l ∈ { 0 , 1 } , ∀ e ∈ { 1 , . . . , n } , l ∈ { 1 , . . . , 
 log 2 (|I e | ) �} (42c) 

here V + 
e,B,l 

:= { v ∈ V (P ) : v e ∈ J + 
e,B,l 

} and V 0 
e,B,l 

:= { v ∈ V (P ) : v e ∈
 

0 
e,B,l 

} . The sets V + 
e,B,l 

and V 0 
e,B,l 

create the partitioning P in each 

oordinate e of the domain, and the intersection of the partition- 

ng in all coordinates will constrain the domain to a single active 

ypercube. 

The second phase selects a simplex of the hyper- 

ube obtained in phase one using the sets L r,s = { v ∈ 

 (P ) : v r is even and v s is odd } and R r,s = { v ∈ V (P ) :

 r is odd and v s is even } , ∀ r, s ∈ D = { 1 , . . . , d} , such that r < s .

he second branching phase can be implemented in Log with the 

ollowing constraints: ∑ 

v ∈L r,s 
λv ≤ y r,s , ∀ (r, s ) ∈ � (43a) 

∑ 

v ∈R r,s 

λv ≤ 1 − y r,s , ∀ (r, s ) ∈ � (43b) 

 r,s ∈ { 0 , 1 } , ∀ (r, s ) ∈ � (43c) 

here � := { (r, s ) ∈ { 1 , . . . , d} × { 1 , . . . , d} : r < s } is the

et of index pairs indicating which weighting variables 

re to be disabled in the convex combination. The sets 

 r,s := { v ∈ V : v r is even and v s is odd } and R r,s := { v ∈ V :
 r is odd and v s is even } create the partitioning responsible for 

coping the active polytope to a simplex within the selected 

ypercube in phase 1. 

The Log PWL approximation of G 

r,t 
p defined in Eq. (15) is for- 

ulated as follows: 

 

 p 
r,t = 

∑ 

k ∈K G 
ηr 

k 
,t · f r G 

,k (44a) 

 

r,t 
p = 

∑ 

k ∈K G 
ηr 

k 
,t · N 

r 
p 
,k (44b) 

∑ 

 ∈K G 
ηr 

k 
,t = 1 , ηr 

k 
,t ≥ 0 (44c) 

∑ 

 ∈K + 
G , l 

ηr 
k 
,t ≤ x Gp 

l 
, l ∈ { 1 , . . . , 
 log 2 (|I Gp | ) �} (44d) 

∑ 

 ∈K 0 
G , l 

ηr 
k 
,t ≤ 1 − x Gp 

l 
, l ∈ { 1 , . . . , 
 log 2 (|I Gp | ) �} (44e) 

 

Gp 

l 
∈ { 0 , 1 } , l ∈ { 1 , . . . , 
 log 2 (|I Gp | ) �} (44f) 

here K 

+ 
G , l 

and K 

0 
G , l 

are the first-phase branching sets for the set 

f ordered breakpoints K G , and I Gp is the set of intervals contain- 

ng the ordered pair of breakpoints in K 

0 
G , l 

. These sets are defined 

nalogously to the sets used in the first branching phase formu- 

ated with Eqs. (42a) , (42b) , and (44f) . 
13 
Next, we formulate an approximation using Log for the function 

f W 

(N 

r 
p (t)) defined in Eq. (16) with the following set of equations: 

˜ 

 p 
r,t = 

∑ 

k ∈K W 
σ r 

k 
,t · f r W 

,k (45) 

 

r,t 
p = 

∑ 

k ∈K W 
σ r 

k 
,t · N 

r 
p 
,k (46) 

∑ 

 ∈K W 
σ r 

k 
,t = 1 , σ r 

k 
,t ≥ 0 (47) 

∑ 

 ∈K + 
W , l 

σ r 
k 

,t ≤ x Wp 

l 
, l ∈ { 1 , . . . , 
 log 2 (|I Wp | ) �} (48) 

∑ 

 ∈K 0 
W , l 

σ r 
k 

,t ≤ 1 − x Wp 

l 
, l ∈ { 1 , . . . , 
 log 2 (|I Wp | ) �} (49) 

 

Wp 

l 
∈ { 0 , 1 } , l ∈ { 1 , . . . , 
 log 2 (|I Wp | ) �} (50) 

ith K 

+ 
W , l 

and K 

0 
W , l 

being the first-phase branching sets, and I Wp 

he set of intervals containing the ordered pair of breakpoints of 

 W 

. Notice that the Log approximations of both (15) and (16) use 

nly the first branching phase. This is because the function do- 

ains are unidimensional, thus the active polytopes will be an in- 

erval belonging to I Gp and I Wp . 

The last function to be approximated with Log is the production 

otential f q . As this function is present in a nonlinear multiplica- 

ion of variables in Eq. (10) , we approximate these relations with 

 two-dimensional PWL approximation using Log as follows: 

 

r,t 
o,pot = 

∑ 

j∈K F 

∑ 

k ∈K Q 
�r 

j,k,t · f r q , k (51) 

f n 

r,t = 

∑ 

j∈K F 

∑ 

k ∈K Q 
�r 

j,k,t · f n 

r 
j (52) 

∑ 

j∈K + 
F , l 

∑ 

k ∈K Q 
�r 

j,k,t ≤ x F ,r 
t,l 

, l ∈ { 1 , . . . , 
 log 2 (|I F | ) �} (53) 

∑ 

j∈K 0 
F , l 

∑ 

k ∈K Q 
�r 

j,k,t ≤ 1 − x F ,r 
t,l 

, l ∈ { 1 , . . . , 
 log 2 (|I F | ) �} (54) 

 

F ,r 
t,l 

∈ { 0 , 1 } , l ∈ { 1 , . . . , 
 log 2 (|I F | ) �} (55) 

∑ 

j∈K F 

∑ 

k ∈K + 
Q , l 

�r 
j,k,t ≤ x Q ,r 

t,l 
, l ∈ { 1 , . . . , 
 log 2 (|I Q | ) �} (56) 

∑ 

j∈K F 

∑ 

k ∈K 0 
F , l 

�r 
j,k,t ≤ 1 − x Q ,r 

t,l 
, l ∈ { 1 , . . . , 
 log 2 (|I Q | ) �} (57) 

 

Q ,r 
t,l 

∈ { 0 , 1 } , l ∈ { 1 , . . . , 
 log 2 (|I Q | ) �} (58) 

∑ 

j,k ) ∈L j,k 
�r 

j,k,t ≤ y r j,k,t , ∀ ( j, k ) ∈ �r 
t (59) 

∑ 

j,k ) ∈R j,k 

�r 
j,k,t ≤ 1 − y r j,k,t , ∀ ( j, k ) ∈ �r 

t (60) 
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r 
j,k,t ∈ { 0 , 1 } , ∀ ( j, k ) ∈ �r 

t (61) 

here Eqs. (53) –(55) implement the first branching phase of the 

og for the set K F , whereas Eqs. (56) –(58) are responsible for 

he first phase branching for set K Q . The second phase branch- 

ng scheme is implemented by Eqs. (59) –(61) . Notice that the sets 

 

+ 
F , l 

, K 

0 
F , l 

, K 

+ 
Q , l 

, K 

0 
F , l 

, I F , and I Q are defined analogously to the def-

nitions of the first phase branching in Eqs. (42a) –(42c) . The sets 

 j,k , R j,k , and �r 
t on its turn are defined analogously to the def-

nitions used in the second phase branching scheme denoted by 

qs. (43a) –(43c) . 

ppendix C. Cost model 

The cost model in Eq. (20) and Eq. (21) might further be ex- 

ressed as: 

AP EX 

f ,t 
Dril l ing 

= α1 × (N 

f ,t 
w 

− N 

f ,t−1 
w 

) + β1 , ∀ t ∈ T (62) 

APE X 

f ,t 
Subs ea 

= 

α2 × L f 
pipe 

+ α3 × N 

f 
joint 

+ β2 

N D 

, ∀ t ∈ { 1 , · · · , N D } (63) 

APE X f ,t 
Tops ide 

= 

α4 × q max 
o + α5 × q max 

g + α6 × q max 
w + β3 

N D 

, ∀ t ∈ { 1 , · · · , N D } (64) 

P EX 

f ,t 
rate = α7 × q f ,t o + α8 × q f ,t g + α9 × q f ,t w 

+ β4 , ∀ t ∈ T (65) 

P EX 

f ,t 
Nonrate 

= α10 × N 

f ,t 
w 

+ α11 × L f pipe + α12 × N 

f 
joint + β5 , ∀ t ∈ T 

(66) 

hich L f 
pipe 

and N 

f 
joint 

represent the length of pipeline and the 

umber of subsea joint units (manifold, flowline joints, or subsea 

umps). The N D is the total number of years in which the initial 

APEX is distributed. The coefficients of α1 − α12 and β1 − β5 are 

he value used in the cost proxy model. 
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