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A B S T R A C T   

To quantify the effect of different compositions of the urban surface on the urban microclimate, 
building energy demand, and summerly overheating of a selected 13-floor office high-rise 
building in Trondheim, Norway, a validated Computational Fluid Dynamics model is coupled 
with Building Performance Simulation. In total, four scenarios were investigated in three one- 
week periods in summer (15.06.20–21.06.20), autumn (16.09.20–22.09.20), and winter 
(21.12.20–27.12.20). The scenarios were: (1) base case or current situation; (2) no vegetation in the 
entire domain with no trees and grass surfaces being substituted with concrete; (3) all vegetation 
with all concrete, asphalt, and pavements replaced by grass; and (4) the base case situation with 
highly improved insulation levels of surrounding buildings. The results demonstrate clear benefits 
from urban greening during a one-week heat wave as the no vegetation scenario increased the 
cooling energy demand by 28.5%. The positive effect of evapotranspiration from grass surfaces 
was noticeable especially on the lowest two floors, where cooling energy demands were halved. 
During the simulated weeks in autumn and winter, the no vegetation scenario resulted in 
respectively 3.5% and 0.9% lower heating energy demands. At the investigated building, 
improving the insulation properties of all modeled surrounding buildings led to 0.1 ◦C higher 
average air temperatures during summer, and 0.1 ◦C lower during winter, while they remained 
unchanged in autumn. However, the energy demands were 0.8%, 0.9%, and 0.8% higher 
compared to the base case for summer, autumn, and winter, respectively.   

1. Introduction 

Climate change, ongoing urbanization, population growth, and their associated environmental consequences are among the major 
challenges that humanity faces in the 21st century [1,2]. In these challenges, the building and construction sector, as well as cities, hold 
a central role. Between 67 and 76% of global energy use and 71–76% of carbon dioxide emissions from global final energy use come 
from urban areas [1]. Accordingly, Sustainable Cities and Communities is one of the 17 Sustainable Development Goals proclaimed by 
the United Nations [3]. The goal is to create and transform cities into climate-resilient, safe, healthy, and livable environments for their 
citizens. Especially with globally rising temperatures and more frequent occurrences of heat waves [4–6], the adverse effects of urban 
climate and especially the urban heat island (UHI) effect on human health and energy use in cities have received increased attention 
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Table 1 
Overview of selected published articles on the coupling between exterior CFD and BPS.  

Authors Year Ref. City (country)a Type of 
environment 

Research focus Tools used Exchanged 
variablesb 

Typec 

CFD BPS 

Bouyer et al. 2011 [60] Lyon (FR) Real Presenting a CFD-thermoradiative coupled simulation tool ANSYS Fluent SOLENE AT, MRM, CHTC, 
ST, R-AV, F-SL 

C 

Yang et al. 2012 [68] Guangzhou (CN) 
Frankfurt (DE) 

Generic Quantitative analysis of building energy performance in the 
urban context 

ENVI-Met EnergyPlus AT, ST, WS, GR, TT, 
SH 

B 

Allegrini et al. 2013 [81] Zürich (CH) Generic Effect of an urban neighborhood on local microclimatic 
conditions 

OpenFOAM CitySim ST A 

Yi and Feng 2013 [69] – Generic Propose a coupling methodology between BPS and CFD in 
order to investigate microclimate impact on building 
performance 

ANSYS Fluent EnergyPlus ST, CHTC C 

Allegrini et al. 2015 [82] Zürich (CH) Generic Investigation of urban heat fluxes for different urban 
morphologies 

OpenFOAM CitySim ST A 

Allegrini et al. 2015 [83] Zürich (CH) Generic Effect of different urban morphologies on the urban 
microclimate 

OpenFOAM CitySim ST A 

Gracik et al. 2015 [56] State College, PA 
(US) 

Real and 
Generic 

Quantification of the influence of the urban neighborhood on 
the degradation of building cooling system COP 

OpenFOAM EnergyPlus ST, CHTC C 

Liu et al. 2015 [70] Philadelphia, PA 
(US) 

Generic Local weather data impact on building energy demand PHOENICS EnergyPlus AT, ST, WS C 

Malys et al. 2015 [61] Nantes (FR) Real Effect of microclimate on winter energy consumption and 
summer indoor temperatures in insulated and non-insulated 
buildings 

SOLENE-microclimate 
(SATURNE) 

SOLENE AT, ST, WS C 

Gros et al. 2016 [62] La Rochelle (FR) Real Comparing two building densities and their impacts on 
radiation, wind, indoor temperatures, and energy demand 

SOLENE-microclimate 
(SATURNE) 

EnviBatE ST, WS, R–SW, VF, 
IAT 

B 

Morille et al. 2016 [63] Nantes (FR) Generic Impact of urban greenery on building energy consumption in 
a street canyon 

SOLENE-microclimate 
(SATURNE) 

SOLENE CHTC B 

Skehorn et al. 2016 [71] Manchester (GB) Generic Impact of UHI and vegetation on cooling energy use ENVI-Met IES-VE AT, WS, RH B 
Allegrini and 

Carmeliet 
2017 [84] Zürich (CH) Generic Influence of surface temperatures from BPS, urban form, and 

buoyancy on air temperatures 
OpenFOAM CitySim ST A 

Gobakis and 
Kolokotsa 

2017 [72] Chania (GR) Real Coupling CFD and BPS to improve accuracy for energy 
performance calculations 

ENVI-Met ESP-r AT, WS, WD, R–SW, 
RH 

B 

Huang and Li 2017 [73] Taipei (TW) Generic Impact of street canyon topology on a building’s peak cooling 
energy demand 

ENVI-Met EnergyPlus AT, WS, WD, RH B 

Merlier et al. 2017 [64] Lyon (FR) Generic Microclimatic effects on the building energy behavior SOLENE-microclimate 
(SATURNE) 

BuildSysPro AT, R–SW, R-LW, 
AP 

B 

Allegrini and 
Carmeliet 

2018 [85] Zürich (CH) Real Effect of new buildings on the local microclimate OpenFOAM CitySim ST A 

Toparlar et al. 2018 [80] Antwerp (BE) Real Impact of urban microclimate and cooling energy demand ANSYS Fluent EnergyPlus AT, WS, WD B 
Zhang et al. 2018 [65] Los Angeles, CA 

(US) 
Generic Coupling CFD and BES tools to enhance the modeling of 

CHTCs in urban neighborhoods 
ANSYS Fluent EnergyPlus ST, CHTC C 

Javanroodi and 
Nik 

2019 [74] Stockholm (SE) Generic Impact of microclimate in typical and extreme climate 
conditions on the energy performance of an office building 

AutodeskCFD EnergyPlus AT, WS, AP, RH B 

Liu et al. 2019 [75] College Park, MD 
(US) 

Real Microclimate impact on energy consumption of an academic 
building 

OpenFOAM EnergyPlus AT, WS B 

Natanian et al. 2019 [76] Tel Aviv (IL) Generic Interrelation between form, energy, and urban microclimatic 
conditions 

ENVI-Met Honeybee 
(EnergyPlus) 

AT, RH B 

Shirzadi et al. 2019 [77] Rasht (IR) Generic Framework development for improving BPS with urban 
microclimate interaction 

ANSYS CFX EnergyPlus Cp, CHTC, WS B 

Chen et al. 2020 [88] Guangzhou (CN) Generic - CitySim ST A 

(continued on next page) 
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Table 1 (continued ) 

Authors Year Ref. City (country)a Type of 
environment 

Research focus Tools used Exchanged 
variablesb 

Typec 

CFD BPS 

Comparison of urban airflow between a solar-induced 
thermal wall and uniform wall temperature BCs 

Mosteiro-Romero 
et al. 

2020 [78] Zürich (CH) Real Quantitative analysis of building energy demand at district 
scale considering local microclimatic conditions 

ENVI-Met City Energy 
Analyst 

AT, WS, RH B 

Shen and Wang 2020 [79] Chicago, IL (US) Generic Influence of neighborhood form on building energy use in 
winter design conditions 

ANSYS Fluent EnergyPlus CHTC, ST C 

Aghamolaei et al. 2021 [89] Tehran (IR) Generic Novel framework to couple radiative and convective fluxes in 
outdoor environments using CFD and BPS 

ANSYS Fluent EnergyPlus ST, RHF A 

Hadavi and 
Pasdarshahri 

2021 [86] Tehran (IR) Real Thermal and aerodynamic effects of urban buildings on 
microclimate and cooling system performance 

OpenFOAM EnergyPlus ST A 

Hadavi and 
Pasdarshahri 

2021 [57] Tehran (IR) Real and 
Generic 

Propose a coupling algorithm between CFD and BPS for the 
accurate simulation of near-building microclimate 

OpenFOAM EnergyPlus ST A 

Wong et al. 2021 [87] Singapore (SG) Real Method of distributing BCs from meso- to microscale OpenFOAM EnergyPlus ST, CHTC, F-HVAC C 
Zhang and 

Mirzaei 
2021 [66] Los Angeles, CA 

(US) 
Generic Novel framework for the integration of high-resolution CFD 

into a coupled model of low-resolution CFD with BPS 
ANSYS CFX 
ANSYS Fluent 

EnergyPlus ST, CHTC C 

Zhang and 
Mirzaei 

2021 [67] Los Angeles, CA 
(US) 

Generic Novel framework of virtual dynamic BES-CFD-artificial 
intelligence coupling 

ANSYS Fluent EnergyPlus CHTC C 

This study – – Trondheim (NO) Real Influence of different microclimate scenarios on energy use in 
buildings during different seasons 

ANSYS Fluent IDA ICE AT, WS, WD, Cp B 

Abbreviations: Absorbed radiation in vegetation (R-AV), Air pressure (AP), Air temperature (AT), Boundary condition (BC), Building Performance Simulation (BPS), Coefficient of Performance (COP), Computational Fluid 
Dynamics (CFD), Convective Heat Transfer Coefficient (CHTC), Ground reflectance (GR), Heating Ventilation and Air Conditioning (HVAC), Heat flux from HVAC equipment (F-HVAC), Indoor air temperature (IAT), Latent soil 
heat flux (F-SL), Longwave radiation (R-LW), Mass rate of moisture (MRM), Pressure coefficient (Cp), Radiative heat flux (RHF), Relative humidity (RH), Shortwave radiation (R–SW), Specific humidity (SH), Surface temperature 
(ST), Tree transmittance (TT), Wind direction (WD), Wind speed (WS), View factor (VF) 

a Location of the (real) urban area or climate data 
b Variables generated in one software environment and used as input in the other 
c Type A: BPS provides BCs for CFD, Type B: CFD provides BCs for BPS, Type C: CFD and BPS provide BCs to each other (two-way coupling, mostly in an iterative approach) 
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from researchers, authorities and the general public. 
The UHI is defined as the characteristic warmth of a city, often approximated by the temperature difference between a city and its 

rural surroundings [7]. Adverse effects of the UHI can be for instance thermal discomfort for urban dwellers [8,9], excess mortality 
[10–12], and increased building cooling demands [12–14]. They were reported not only in warm or temperate but also in cold and 
polar climate zones [15–17]. Even in Scandinavia, studies illustrated heat wave-related health risks and mortality for the case of Oslo 
[18] and several municipalities in Sweden [19]. Compared to a share of about 90% in the USA or nearly 60% in China, less than 10% of 
households in the European Union have air conditioning installed to counteract excessive heat [20]. The share in Scandinavia can be 
expected to be far lower. On the other hand, the UHI was found to contribute to a net decrease of building energy use through larger 
heating energy savings than cooling energy increases in the north of the USA [21,22], Russia [23], or in Northeast China [24,25]. 
Additionally, inner-city climatic conditions were found to shield people from extreme cold stress during winter in the Russian Far East. 

Some of the major causes of the UHI phenomenon are for instance the lack of evapotranspiration from vegetation and unsealed 
surfaces, a high share of heavy materials with a low surface albedo that store significant amounts of energy from incoming short- and 
long-wave radiation, decreased turbulent heat transport in densely built-up areas, and anthropogenic heat release from buildings, fuel 
combustion in vehicles, or industrial processes [26,27]. The individual contributing shares of the afore-mentioned causes to the UHI, 
however, are strongly dependent on the specific characteristics of a city. 

Steadily rising computational power and decreasing computational costs have led to the development and increased application of 
numerical tools to study the urban climate since the early 2000s [28–30]. As opposed to field measurements, numerical tools can be 
used to easily investigate different scenarios and provide the climate variables for every location in the investigated area instead of 
only a few measurement points. The typical scale to study outdoor thermal comfort or the impact of the urban climate on building 
energy use is the meteorological microscale (horizontal extension between 2 m and 2 km) [31]. The local climatic conditions in this 
scale are usually referred to as microclimate. 

In the literature, Computational Fluid Dynamics (CFD) has been used in a wide range of numerical studies to investigate the urban 
microclimate, e.g., pedestrian wind comfort [32–36], pollutant dispersal [37–40], wind-driven rain [41–43], or outdoor thermal 
comfort [44–46]. However, its application often comes along with oversimplification due to high computational efforts. The conse
quences of such oversimplifications and other challenges related to the application of CFD to simulate the urban microclimate are 
discussed in Ref. [47]. 

A powerful way to investigate the impact of urban microclimate on building energy use is to couple CFD with building performance 
simulation (BPS). This can be done either to supply the CFD side with more detailed boundary conditions (BC) from BPS-output (type 
A), to use CFD-generated data as BC in BPS software (type B), or both (type C). While types A and B are one-way coupling techniques 
which means that data is exchanged only in one direction, type C is a two-way coupling approach. The advantage of two-way coupling 
is generally a higher accuracy, as it involves several iterations of data exchange between the models. Consequently, they influence each 
other’s results until acceptable accuracy is reached before moving to the next time step in a dynamic simulation. On the other hand, 
one-way coupling is computationally less expensive than two-way coupling [48]. Moreover, it can be distinguished between the 
coupling of BPS with building-interior [49–55] and exterior CFD. In Table 1, an overview of selected published scientific articles 
coupling exterior CFD with BPS is presented. This overview is not exhaustive and only represents a subset of all relevant literature. 

From the 32 listed articles (excluding this study) in Table 1, most studies (13 articles, 40.6%) are of one-way coupling type B, i.e., 
supplying BPS software with BCs from CFD simulations. Ten studies (31.3%) used a two-way coupling approach (type C) and in nine 
cases (28.1%), BPS results were used for more accurate BCs in CFD (type A). Most commonly, surface temperature (ST) was exchanged 
between the tools (19 articles, 59.4%), followed by air temperature (AT) in 14 studies (43.8%) and wind speed (WS) in 12 articles 
(37.5%). A clear majority of 20 articles (62.5%) considered generic urban environments as opposed to ten (31.3%) for real cities. In 
two articles, both real and generic environments were studied [56,57]. In both cases, the real environment served as a validation case 

Fig. 1. (a) Location of Trondheim within Norway and Fennoscandia. (b) Satellite image of Trondheim’s built-up area (from the Norwegian Mapping Authority, www. 
kartverket.no). (c) Site plan of the NTNU campus with building categories, surface types, and the highlighted building of interest. 
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study for the following investigation of a generic urban layout. Half of the studies used weather data from European cities for their 
analysis with Zürich in Switzerland representing the most-used study location (six times). It is also evident that the open-source tools 
OpenFOAM (http://www.openfoam.org/) and EnergyPlus [58] were the most popular among the selected articles in Table 1, as they 
were used 10 (31.3%) and 18 (56.3%) times, respectively. However, there are many other tools that can be used to simulate the urban 
microclimate and couple CFD and BPS. Stavrakakis et al. [59] review the most common tools and their capabilities with this regard. 

Due to the high computational cost, coupling exterior CFD and BPS is a relatively new approach which is documented by several 
articles that propose new methodologies, frameworks, or tools. Bouyer et al. [60] for instance, presented a building thermal sub-model 
for SOLENE which they coupled with ANSYS Fluent to investigate the influence of microclimate on building energy demand in Lyon, 
France. SOLENE was in the following extended with a CFD code to SOLENE-Microclimate and used in several other studies [61–64]. 
Zhang et al. [65] and Zhang and Mirzaei [66,67] propose different, complex type C frameworks for coupling ANSYS Fluent and in one 
case ANSYS CFX with EnergyPlus. Most studies addressed the building energy performance [61–80]. Others addressed the impact of the 
built environment on microclimatic conditions [81–85], the efficiency of cooling systems [56,57,86], or methods to include and 
distribute BC in CFD [87,88]. 

From the reviewed articles in Table 1 it can be seen that only very few studies were conducted in cold and high-latitude climate 
conditions. Furthermore, no studies could be identified that conducted a seasonal comparison of different scenarios of materials and 
vegetation at the urban surface as most address summerly overheating only. In this article, CFD simulations of the urban microclimate 
for the Gløshaugen campus of the Norwegian University of Science and Technology (NTNU) in Trondheim, Norway, are carried out. This is 
done for different seasons of the year (summer, autumn, and winter) and four different compositions of the urban surface. These 
include (1) base case or current situation; (2) no vegetation in the entire domain with grass surfaces being substituted with concrete; (3) 
all vegetation with all concrete, asphalt, and pavements replaced by grass surfaces; and (4) the base case situation but with improved 
insulation properties of the building envelopes. The resulting microclimatic conditions around a 13-floor office high-rise building on 
site are captured and used as climate input for BPS simulations in order to quantify their impact on the building’s energy use and 
summerly overheating. The office building is representative of the major part of buildings at the study site and was selected due to its 
construction type and year. Section 2 of this article presents the study area, local climate conditions, and the CFD-BPS coupling 
methodology. In sections 3 and 4, the settings and boundary conditions which were used for the CFD and BPS tool, respectively, are 
presented. Following the results in section 5 and the discussion in section 6 respectively, section 7 concludes this article. 

2. Methodology 

2.1. Study area and local climate 

The area of interest in this study is the NTNU campus (Gløshaugen) in Trondheim, Norway. Located in Central Norway and with an 
urbanized area of about 70.6 km2 and 208,000 inhabitants [90], the city lies at a latitude of 63.4◦ N. The investigated part of NTNU’s 
campus is approximately 0.26 km2 in size and is situated ca. 1.5 km south of the city center at an altitude between 38 and 49 m a.s.l. 
Trondheim is embedded in complex terrain to the east, west, and south, and borders a fjord to the north. Referring to Stewart and Oke’s 
[91] classification of urban landscape types, called Local Climate Zone (LCZ), the city is mainly characterized by a mix of open, low-rise 
(LCZ 6), and midrise (LCZ 5) built-up areas, as well as park-like areas (LCZ 9/LCZ B). The built-up areas are frequently traversed by 
patches of forests (LCZ A) and the meandering Nidelva river. The city center can be categorized as dense midrise (LCZ 2). The campus 
itself might be categorized as a mixture of dense midrise (LCZ 2) and open midrise (LCZ 5). Another essential feature of the city is the 
large water body of the Trondheim Fjord to the north of the city center (LCZ G, see Fig. 1). In total, almost 1.6 km2 of the domain are 
covered by water which corresponds to 8.6% of the domain’s ground surface area. 

Furthermore, Fig. 1 shows a map of the NTNU campus with the different building categories and surface materials, and the building 
of interest in the center of the campus area (the high-rise of Sentralbygg 1, SB1). This building is considered to be a representative 
building of the study area due to its construction type and year. In this study, it will be used to evaluate the impact of different urban 
microclimates at the campus on building energy demand and summerly overheating. 

Trondheim’s climate is categorized as oceanic (Dfb) by the Köppen-Geiger climate classification system [92], but closely borders 
continental, subpolar, and subarctic climates [93]. From November to March, moderate snowfall with periods of milder weather 
patterns and rain is common. Summers are relatively short and mild, winters long and cool. In the period between 1961 and 1990, the 
annual mean temperature was 4.8 ◦C in Trondheim, but due to climate change, temperatures have been rising during the last decades. 
With an annual mean temperature of 5.8 ◦C, the most recent norm period from 1991 to 2020 was 1.0 ◦C higher (5.8 ◦C) than the 
previous between 1961 and 1990 [94]. 

Considering their latitudes, Norway’s coastal cities experience a rather mild climate. This is caused by the distinct warming effect 
from the Gulf Stream [95]. However, the solar elevation angles are generally quite low which results in very limited daylight hours 

Table 2 
Sun elevation angles and daylight hours for different dates in 2020 for Trondheim, Norway.  

Date Max. sun elevation angle Time of sunrise Time of sunset Length of day 

20.03. (vernal equinox) 26.7◦ 06:18 18:34 12.3 h 
20.06. (summer solstice) 50.0◦ 03:02 23:37 20.6 h 
22.09. (autumnal equinox) 26.6◦ 07:02 19:17 12.3 h 
21.12. (winter solstice) 3.3◦ 10:01 14:31 4.5 h  
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during winter. In summer, on the other hand, the contrary is the case (see Table 2). The low solar altitude during winter in combination 
with complex, hilly terrain and the urban landscape results in significant shading at the pedestrian level and the lower floors of 
buildings. 

The NTNU Gløshaugen campus features a rather heterogeneous mix of buildings. The oldest dates back to ca. 1850, the newest was 
finished in 2021, but about half of the gross floor area at the campus was constructed in the 1950s and 1960s (ca. 150,000 m2). The 
building heights range from around 6–45 m. While for the smaller buildings, the main construction and façade surface material is 
wood, the building surfaces of the campus are dominated by heavy materials like stone, brick, and particularly concrete with about 
99% of the built gross floor area (GFA). 

Fig. 2. Coupling methodology between CFD and BPS in this study.  

Fig. 3. Location of data logging points in ANSYS Fluent with the building of interest (SB1) highlighted within the central campus area, viewed from the south. (a) 
shows the temperature logging points (orange markers) with a 2 m horizontal distance from the respective façades and a 6 m vertical spacing between the single 
points. “TOP” is the data logging point for wind speed and direction, centrally located 3 m above SB1. (b) shows the freestream reference points (red markers) for each 
wind direction at 100 m distance from SB1. The northern and northwestern reference points are placed at 100 m distance from the neighboring SB2, as this building 
evokes an upstream wind-blocking effect that disturbs the freestream. (For interpretation of the references to colour in this figure legend, the reader is referred to the 
Web version of this article.) 
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2.2. CFD-BPS coupling 

In this study, a CFD (ANSYS Fluent 2020 R1) and BPS tool (IDA ICE 4.8 SP2) are coupled to study the influence of different 
compositions of the urban surface on building energy demand during different times of the year. ANSYS Fluent is a widely used CFD 
simulation and physical modeling software with a wide range of applications. It has been applied in many previous studies of the urban 
microclimate [96,97] and the coupling with BPS (see Table 1). IDA ICE, on the other hand, is a dynamic multi-zone simulation software 
for studying the thermal indoor climate as well as the energy demand of a building [98,99]. It has been validated with respect to 
several standards [100–102] and can be used to model for instance double-skin façades [103,104], boreholes [105], or advanced 
control strategies of heat pumps [106,107], among other things. The settings and boundary conditions for the CFD and BPS model used 
in this study can be found in chapters 3 and 4, respectively. The coupling strategy, according to the terminology used in section 1 in this 
article, is a one-way coupling of type B. Consequently, the results from the CFD simulations are used as input for BPS (Fig. 2). 
Additional climate variables that are required for BPS are taken from the reference weather station (RWS) at the campus. The following 
microclimate scenarios (MS) are investigated in CFD:  

1. Base case (MS-Base): actual situation.  
2. No vegetation (MS-NoVeg): no trees, all vegetated ground surfaces substituted with concrete.  
3. All vegetation (MS-AllVeg): all ground surfaces substituted with grass.  
4. “High-Performance Neighborhood” (MS-HPN): All explicitly modeled buildings surrounding the building of interest (SB1) with high- 

performance building envelope (0.3 m insulation and exterior charred wood cladding). 

The four MSs are simulated for three 168-h (1 week) simulation periods (SP) in different seasons of the year, namely summer, 
autumn, and winter. The terminology used in the remainder of this article and the dates of these SPs are SUM (June 15 00:00:00 – June 
21 23:59:59), AUT (September 16 00:00:00 – September 22 23:59:59), and WIN (December 21 00:00:00 – December 27 23:59:59) for 
summer, autumn, and winter 2020, respectively (see also Fig. 2). From BPS, the heating energy demands during AUT and WIN are 
obtained. For SUM, the cooling energy demand and the number of hours in which the operative temperature (Top) in the zones exceeds 
26 ◦C (NTop>26 ◦C) are compared. 

Although MS-HPN addresses the microclimatic situation with a district-wide high-performance building envelope, the building 
envelope of the building of interest (SB1) is not changed to ensure comparability between the scenarios. The microclimatic conditions 
in these scenarios are logged in ANSYS Fluent in close vicinity to SB1 at overall 43 logging points (Fig. 3a). Always seven of these 
logging points are lined up vertically in front of each building façade to log air temperature. The spacing between the measurement 
points is 6 m (two stories), the distance between the points and the building surface is 2 m. Due to the oblong shape of the building, the 
façades towards the northwest and southeast have two lines with points in front of them. A 43rd point, centrally located 3 m above the 
roof of the building is used to log wind speed and wind direction. The collected data are used to create the weather files for BPS. It is 
accounted for a changing air temperature Ta(z) over the height of the building, where z is the height above ground. For that, separate 
weather files with an air temperature calculated as a mean of all data extraction points with the same z (6 m, 12 m, etc.) are created and 
assigned to always two building floors at about the same height. A more detailed description of the procedure is outlined in section 4.2. 

Furthermore, the CFD model is used to determine the pressure coefficients Cp [− ] on each façade of the investigated building which 

Fig. 4. A mobile weather station at NTNU’s Gløshaugen campus in October 2019.  
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are then exported to the BPS tool (see Fig. 2). Eq. (1) shows the calculation procedure for Cp, where Px [Pa] is the static pressure at a 
specific point on the building façade, P0 [Pa] is the freestream static reference pressure, and Pd [Pa] is the dynamic pressure at 
freestream which is calculated from Eq. (2). There, ρ [kg m− 3] is the density of air, and U [m s− 1] is the wind speed, often taken at 

Fig. 5. Computational domain (4225 × 4225 × 1550 m3) with 9,123,834 cells; (a) Domain boundaries viewed from the south-east with different geometrical 
modeling regions and dimensions; (b) Meshed domain with different surface types: water (blue), primarily green spaces (green), densely built-up or industrial areas 
(grey), northern (yellow) and western (red) boundary; asphalt (dark grey), concrete/pavement (light grey); (c) Close-up view of the NTNU campus buildings and trees 
and different surface types: asphalt (dark grey), concrete/pavement (light grey) and green spaces (green). (For interpretation of the references to colour in this figure 
legend, the reader is referred to the Web version of this article.) 

Table 3 
Wall structure of buildings and the urban surface for the CFD simulations.  

Building categories/Urban surface Layer 1 (adjacent to fluid cells)  Layer 2  Layer 3 (domain’s exterior)  

Material d [m] Material d [m] Material d [m] 

I (Wood) Wood: spruce 0.05 Insulation 0.25 Wood: spruce 0.05 
II (Stone) Granite 0.2 Brick 0.2 – – 
III (Brick) Brick 0.36 – – – – 
IV (Concrete, old) Concrete 0.36 – – – – 
V (Concrete, new) Plaster 0.02 Insulation 0.2 Concrete 0.2 
Surrounding buildings Brick 0.3 – – – – 
Roads Asphalt 0.3 Granite 1.0 Earth 8.7 
Pavement Concrete 0.3 Granite 1.0 Earth 8.7 
Grass Earth 0.01 Earth 0.49 Earth 9.5 

Symbols: Material layer thickness (d). 
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building roof level in the upstream undisturbed flow. Pressure coefficients are determined for the eight standard wind directions for 
every surface of the building envelope. In this study, the data extraction points for the freestream flow variables P0 and Pd are stip
ulated at 100 m distance from the building of interest in the respective wind direction (Fig. 3b). A rather large distance to the building 
was chosen in order to capture the freestream flow variables that are not affected by the upstream wind-blocking effect [108–110]. 

Cp =
Px − P0

Pd
(1)  

Pd =
ρU2

2
(2) 

The standard procedure in BPS tools is usually to use generic pressure coefficients and in the case of IDA ICE, from the AIVC 
database, based on a specified wind profile and building density of the surrounding environment [111,112]. Local effects from close 
buildings and vegetation, however, are not included in this standard procedure. Considering the vicinity of the SB2 high-rise building 
to the northwest these effects are important and require a closer examination, for instance by using CFD. 

Table 4 
Selected optical and thermal properties of the surface materials on campus [7,124,130,131].  

Surface α [− ] ε [− ] c [kJ kg− 1 K− 1] δ [kg m− 3] λ [W m− 1 K− 1] 

Wood: spruce 0.75 0.90 2310 700 0.17 
Wood: spruce (charred) 0.93 0.95 2310 700 0.17 
Asphalt 0.70 0.95 800 2400 0.75 
Concrete 0.66 0.95 1000 2300 1.60 
Plaster 0.66 0.95 1000 1800 1.00 
Insulation (not a surface material) – – 840 50 0.05 
Granite 0.70 0.95 790 2800 3.00 
Earth (covered with grass) 0.77 0.95 1000 1400 1.80 
Brick 0.66 0.95 900 2050 0.80 

Symbols: Shortwave absorptivity (α), emissivity (ε), heat capacity (c), density (δ), thermal conductivity (λ). 

Fig. 6. Different constructions used in the IDA ICE BPS model. (a) View of SB1 from the south; (b) View of SB1 from the north.  
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3. CFD model design and settings 

3.1. Measurement campaign for CFD model validation 

From September 23 to October 21, 2019, a measurement campaign was conducted to record the microclimatic conditions at the 
campus. A network of five mobile weather stations (see Fig. 4) that recorded air temperature, relative humidity, wind speed, and 
direction in 0.1 Hz intervals at a height of 3 m was used. Additionally, a fixed weather station, 10 m above the roof of the VATL building 
(28 m above the ground, see Fig. 1) was used as the RWS for calibration. There, global horizontal radiation was measured in addition to 
the previously mentioned climate variables. The recorded climate variables from the RWS served as a basis for the input at the domain 
boundaries in the CFD simulations. 

The validation was carried out for two 48-h periods during the measurement campaign which were September 27–28 and October 
19–20. In general, both periods featured a strong variability in meteorological conditions regarding wind speed, wind direction, air 
temperature, and global horizontal radiation. The goal of selecting these dates was to investigate the CFD model’s performance under 
variable and fluctuating conditions. Further information about the measurement campaign, as well as the CFD model’s performance 
can be found in a separate study entirely dedicated to the CFD model validation process [113]. 

3.2. Computational domain and features 

The computational domain (4225 × 4225 × 1550 m3) of the study area features regions of three different types of geometrical 
modeling (Fig. 5a): (a) where buildings and trees are represented explicitly with a rather high level of details (NTNU campus), (b) the 
area around the NTNU campus, where only buildings and no vegetation are represented explicitly yet with a lower degree of detail 
(representation of buildings as simple boxes), and (c) the wider surroundings of the area of interest which are only represented 
implicitly by assigning an aerodynamic roughness length z0 according to the Davenport-Wieringa roughness classification [114]. A 
grid convergence study was performed, and the selected mesh is a poly-hexcore grid that consists of 9,123,834 cells (see Fig. 5b and c). 

The 3D unsteady Reynolds Averaged Navier Stokes (URANS) equations are solved for which the realizable k-ε turbulence model 
[115] provides closure. This turbulence model was reported to have good performance for wind flow around buildings [34,109,116] 
and has been successfully applied in many validated CFD studies of the urban microclimate [80,84,85,96,117]. The exchange of 
long-wave radiation is included by employing the Discrete Ordinates radiation model [118,119]. This model’s angular discretization 
settings are kept at the standard value of 2 for the number of theta and phi divisions, and 1 for the number of theta and phi pixels. The 
SIMPLEC [120] algorithm is employed for the pressure-velocity coupling and schemes of second-order only are used for the spatial 
discretization. More detailed information about the computational settings and validation of the CFD model can be found in a separate 
article by Brozovsky et al. [113]. 

The CFD model furthermore features natural convection, solar radiation and longwave radiation exchange, heat storage in the 
urban surface, the thermal effects from evapotranspiration at grass surfaces (Penman-Monteith equation [121–124]) and the thermal 
effects from evaporation and aerodynamic effects at trees [117,125–129]. However, it is a purely dry model and thus does not include 
relative humidity or the phase change behavior of water due to its large needs in computational power. The Leaf Area Density of the 
trees is an important parameter to consider in and indicates the area of leaves per cubic meter of tree crown [m2 m− 3]. Due its seasonal 
variability, it is set to 1.5 m-1 for SUM, 1.0 m-1 for AUT, and 0.2 m-1 for WIN in the model equations (see also Brozovsky et al. [113]). 
The latter value is not set to zero, although the trees have no leaves during this SP. However, with a value of 0.2 m-1, the aerodynamic 
effect especially of the trees’ branches is approximated. The evapotranspirational cooling potential on the other hand was set to zero 
during WIN. 

All ground surfaces were modeled with a thickness of 10 m using shell conduction in ANSYS Fluent. With this approach, heat storage 
and conduction both in the normal and planar direction are considered. At 10 m, a constant temperature according to groundwater 
temperature measurements near the study site is assigned. These temperatures are 4.2 ◦C, 5.0 ◦C, and 5.8 ◦C for SUM, AUT, and WIN, 
respectively. There is a strong seasonal shift of approximately 6 months between maximum air temperature and groundwater tem
peratures which results in higher ground temperatures in the winter months than in summer. 

The water-covered areas, namely the river Nidelva and Trondheim Fjord are not modeled as a fluid but as a “thin wall” with surface 

Fig. 7. Typical floor plan and dimensions of SB1.  
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water temperatures obtained from Sea and Land Surface Temperature Radiometry onboard the European Space Agency’s Copernicus 
Earth monitoring system of the Sentinel-3 satellites. These satellite images have a resolution of 1 km2 and provide the input at the 
simulated times of the year. The temperatures used as BC are 18.5 ◦C for SUM, 11.4 ◦C for AUT, and 4.8 ◦C for WIN. 

The material layers of the building categories and the urban surface are listed in Table 3. Table 4 lists the optical and thermal 
properties of the surface materials that are used in the model and were assumed to be constant in this study. In MS-HPN, the envelope 
insulation properties of all explicitly modeled buildings surrounding SB1 were improved. SB1 on the other hand remained unchanged. 
In this scenario, buildings which in the base case scenario were not modeled with an insulation layer, such as categories II, III, IV, and 
the surrounding buildings were equipped with 0.3 m of insulation and a 0.05 m charred wood cladding to the exterior of the building, 
adjacent to the fluid cells of the domain. In the remaining building categories I and V, the existing insulation layer was increased to 0.3 
m, and a 0.05 m charred wood cladding is added to the outside of the building, adjacent to the fluid cells of the domain. In building 
category I, the existing wood cladding is replaced by charred wood. 

In this study, three 168-h periods are simulated with 1-h time steps and 400 iterations per time step except for the first one, for 
which 800 iterations were performed to provide better convergence. As a consequence, in total 168 time steps with 67,600 iterations 
are carried out for each of the three 168-h periods. On average, the following scaled residuals are reached at the end of each time step: 
2.1 × 10− 5 for continuity, 1.8 × 10− 4 for x-velocity, 2.2 × 10− 4 for y-velocity, 1.6 × 10− 4 for z-velocity, 5.8 × 10− 4 for k, 1.6 × 10− 3 for 
ε, 9.6 × 10− 8 for energy, and 1.1 × 10− 6 for radiation. The computations took on average about 1.5 h in real-time per simulated hour 
on a high-performance computer cluster using five nodes of 30 Intel® Xeon® E5-2683 v4 central processing units @ 2.10 GHz each. 

A more detailed description of the CFD model can be found in a separate article by Brozovsky et al. [113]. There, the geometrical 
data sources and modeling techniques of the complex terrain, the description and results of a grid-convergence study, and other 
computational settings and boundary conditions are explained in detail. However, it is worth noting that the CFD model was created in 
accordance to the best practice guidelines by Franke et al. [132] and Tominaga et al. [133]. 

4. BPS model design and settings 

4.1. Building specifications 

The building of interest, an office high-rise, is part of the Sentralbygg (English: Central Building) complex, in the middle of the NTNU 
campus. This building complex comprises two high-rises and three low-rise buildings (see Figs. 3 and 6). SB1 is axially aligned with the 
main Gløshaugen development which is rotated ca. 335◦ from the north. SB1 was constructed in 1961 with a concrete skeleton as the 
bearing structure and is 40 m high. It has a GFA of ca. 6000 m2 and the ceiling height is 3.0 m, with exception of the 1st and 2nd floors 
which are 3.2 m high. The exterior walls show a regular window grid, consisting of 29 window columns, each between load-bearing 
columns on the south-eastern façade. To the northwestern side, the same grid applies, with exception of the building core which 
consists of two staircases, an elevator shaft, restrooms, and other technical rooms (see Fig. 7). Besides the roof, the insulating materials 

Table 5 
Wall structures used for SB1 from the inside (layer 1) to the outside (layer 4) in the BPS simulations.  

Envelope 
surface 

Layer 1 (inside) Layer 2 Layer 3 Layer 4 (outside) U-value 

Material d λ Material d λ Material d λ Material d λ [W m− 2 

K− 1] 

EW1 Gypsum 0.013 0.22 Rockwool 0.1 0.04 Concrete 0.05 2.5 Render 0.025 0.8 0.36 
EW2 Render 0.015 0.8 Cork 0.05 0.05 Concrete 0.4 2.5 Render 0.025 0.8 0.73 
EW3 Render 0.015 0.8 Aerated 

concrete 
0.15 0.14 Concrete 0.18 2.5 Render 0.025 0.8 0.73 

Roof Render 0.015 0.8 Concrete 0.16 2.5 Rockwool 0.14 0.04 Ventilated air 
cavitya   

0.27 

Symbols: Material layer thickness d in [m]; thermal conductivity of materials λ in [W m− 1 K− 1] from [131]. 
a Thermally not relevant. 

Fig. 8. Internal gains on weekdays for an office building according to SN-NSPEK 3031:2020 [134].  
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are located on the inside of the bearing structure. There are three types of external walls (EW): (EW1) prefabricated wall panels with 
10 cm interior rock wool insulation between the columns (on the south-eastern and the northwestern façade apart from the building 
core), (EW2) a thick concrete wall with 5 cm of internal cork insulation (building core between the staircases), and (EW3) the gable 
walls with 15 cm aerated concrete blocks on the inside (see Table 5). Moreover, the building features two different types of windows. 
On the northwestern side of the building, triple-glazing insulating windows are installed (U-value incl. frame: 0.93 W m− 2 K− 1; g-value: 
0.60 according to manufacturer’s datasheet), while on the south-eastern side, double-glazing windows with integrated Venetian blinds 
and a protecting third glass pane on the outside are mounted (U-value incl. frame: 1.30 W m− 2 K− 1; g-value: 0.52 according to 

Fig. 9. Pressure coefficients Cp on the building envelope surfaces of the building of interest (SB1) at southerly wind.  

Table 6 
Façade-averaged pressure coefficients Cp for the eight investigated wind directions. The relative frequency of each wind direction at the RWS during the three 
investigated weeks in % is given in brackets below the wind direction.  

Façade (azimuth) Wind direction [◦] (relative frequency [%]) 

0◦ (3.4%) 45◦ (0.2%) 90◦ (0.2%) 135◦ (4.8%) 180◦ (44.0%) 225◦ (21.6%) 270◦ (7.3%) 315◦ (18.5%) 

North-east (65◦) − 0.09 0.23 0.35 − 0.09 − 0.22 − 0.18 − 0.14 − 0.16 
South-east (155◦) − 0.21 − 0.30 0.02 0.51 0.42 − 0.09 − 0.18 − 0.11 
South-west (245◦) − 0.28 − 0.25 − 0.23 − 0.20 0.01 0.36 0.21 0.02 
North-west (335◦) 0.14 − 0.09 − 0.31 − 0.07 − 0.12 − 0.27 0.06 0.17 
Roof (− ) − 0.44 − 0.39 − 0.43 − 0.40 − 0.43 − 0.37 − 0.28 − 0.24  
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Fig. 10. Air temperature of the different MSs and air temperature difference of MS-NoVeg, MS-AllVeg, and MS-HPN compared to MS-Base during SUM, AUT, and WIN 
as an average of the 42 logging points around the building of interest (SB1). 
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Table 7 
Key figures of the air temperatures at SB1 from the CFD simulations and time of occurrence where applicable.  

SP MS Tmin Tmax Tavg ΔTlow ΔThigh ΔTavg 

[◦C] time [◦C] time [◦C] [◦C] time [◦C] time [◦C] 

SUM Base 13.9 19.06.04:00 30.5 20.06.18:00 20.7 – – – – – 
NoVeg 14.4 19.06.04:00 31.9 20.06.15:00 21.7 0.1 15.06.01:00 2.4 17.06.15:00 1.0 
AllVeg 13.8 19.06.05:00 30.3 20.06.18:00 20.6 − 0.6 19.06.22:00 0.5 17.06.06:00 − 0.1 
HPN 13.7 19.06.05:00 30.8 20.06.18:00 20.8 − 0.6 17.06.18:00 1.0 19.06.00:00 0.1 

AUT Base 5.4 17.09.06:00 14.4 21.09.17:00 9.2 – – – – – 
NoVeg 5.5 17.09.06:00 14.8 21.09.17:00 9.4 0.0 20.09.12:00 0.4 18.09.22:00 0.2 
AllVeg 5.3 17.09.06:00 14.4 21.09.17:00 9.2 − 0.3 22.09.02:00 0.1 16.09.12:00 − 0.1 
HPN 5.3 17.09.06:00 14.6 21.09.17:00 9.2 − 0.6 19.09.10:00 0.6 21.09.19:00 0.0 

WIN Base − 0.7 25.12.17:00 8.7 21.12.01:00 3.2 – – – – – 
NoVeg − 0.7 25.12.17:00 8.7 21.12.01:00 3.3 0.0 26.12.22:00 0.3 24.12.12:00 0.1 
AllVeg − 0.8 25.12.23:00 8.7 21.12.01:00 3.1 − 0.1 24.12.13:00 0.0 21.12.01:00 0.0 
HPN − 0.9 25.12.23:00 8.7 21.12.01:00 3.1 − 0.2 24.12.13:00 0.0 21.12.04:00 − 0.1 

Symbols: Minimum air temperature (Tmin), maximum air temperature (Tmax), average air temperature (Tavg), largest lower deviation to MS-Base (ΔTlow), largest higher 
deviation to MS-Base (ΔThigh), and average deviation to MS-Base (ΔTavg).  

Fig. 11. Temperature profiles showing the air temperature averages according to the logging point heights around SB1 for all MSs at selected times of the day during 
SUM (20.06. at 18:00), AUT (17.09. at 06:00), and WIN (25.12. at 17:00). 

Fig. 12. Total heating (AUT and WIN) and cooling (SUM) energy demand of SB1 during the investigated SPs.  
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manufacturer’s datasheet). As mentioned in the methodology section, the same BPS model is used for all investigated scenarios. 

4.2. Other BPS settings 

The operating schedules and internal loads for the BPS are taken from the Norwegian standard SN-NSPEK 3031:2020 [134] for the 
building category Office building (Fig. 8). In accordance with NS 3031:2014 [135], the operation times for mechanical ventilation and 
room heating are from 07:00–19:00 during the weekdays. For room heating, the setpoints are 21 ◦C and 19 ◦C during and outside of the 
operational hours, respectively. The mechanical ventilation system (constant air volume) supplies the zones with 7 m3 m− 2 h− 1 and 2 
m3 m− 2 h− 1 during and outside of the operational hours, respectively [134]. From the ventilation system, in which a rotary heat 
recovery unit with 70% efficiency pre-conditions the incoming air, the zones are supplied with air at constant 19 ◦C. With only a 
heating and no cooling coil installed, the supply air temperature can get higher in summer when the outdoor air temperature exceeds 
19 ◦C. The interior insulation and poor prevention of thermal bridges cause a normalized thermal bridge factor of ca. 0.20 W m− 2 K− 1. 
It needs to be pointed out that this factor is based on the gross internal area of buildings in Norway, not the envelope area. The 

Fig. 13. Energy demands of the simulated scenarios in the SPs per floor. a) cooling energy demand in SUM; b) heating energy demand in AUT; c) heating energy 
demand in WIN. 
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infiltration rate is assumed to be 3.0 h− 1 at 50 Pa pressure difference [136]. In the simulation model, a control strategy is added for the 
operation of the window-integrated Venetian blinds. Following NS 3031:2014 [135], it is modeled so that the blinds are pulled down 
when solar irradiation on the outside of the window exceeds 100 W m− 2 in WIN, and 250 W m− 2 in SUM and AUT. No window opening 
control strategy is implemented as the building has a mechanical ventilation system to ensure the required ventilation rates and user 
behavior related to operating windows in buildings is very complex [137]. Equally important, the Norwegian standards that are used 
for the calculation of a building’s energy performance do not provide for windows to be opened. Domestic hot water is not considered 
in this study. 

Furthermore, every floor was modeled as a single zone. Because the used standards require using the same internal loads irre
spective of the specific usage of a room (e.g. office, hallway, meeting room), a finer segmentation of zones would not increase the 
accuracy of the simulation model but prolong simulation times. To determine the energy demand, an ideal heating element that is 
capable of providing enough thermal energy to reach the desired heating setpoints at any time is placed in every zone. In this way, the 
obtained demand is independent of the system type and comparability is facilitated. The SUM simulations were carried out in two 
different ways: (1) with ideal cooling elements to be able to compare hypothetical cooling loads, and (2) no ideal cooling elements in 
the zones, as the real building does not have a cooling system installed. While in case 1, the energy demand for cooling in kWh is 
compared, case 2 shows a comparison of the number of hours in which the Top in the zones exceeds 26 ◦C (NTop>26 ◦C). The latter is a 
metric used for documenting the quality of indoor thermal comfort for summer periods according to the Norwegian building code 
[138]. 

Furniture, internal walls, and structures such as the building core and staircases are considered as thermal mass in every zone. 
Because the influence of the microclimatic conditions on the building’s basement is negligible, it is not taken into consideration in this 
study. Therefore, the BC of the floor towards the basement is set to adiabatic. 

The pressure coefficients are determined from CFD simulations and used in the BPS (see section 5.1). However, IDA ICE requires the 
specification of an exponential wind profile (see Eq. (3)) which is applied to the wind speed from the climate file. From that, the wind 
speed at any height U(z) [m s− 1] is determined. In this equation, Uref ,CFD [m s− 1] and zref ,CFD [m] are the wind speed and height at which 
the wind speed was extracted from the CFD simulations. There, zref ,CFD is 45 m and a0 [− ] and aexp [− ] are assumed to be 0.67 and 0.25, 
respectively, based on Liddament’s guide on air infiltration calculation techniques [111] for the terrain category urban, industrial, or 
forest areas. 

U(z)=Uref ,CFD a0(
z

zref ,CFD
)

aexp (3) 

A two-week startup period, using recorded climate data from the RWS, ensures that the impact of the initial value at the start of a 
simulation is minimized. In BPS, weather files usually contain only one global outdoor air temperature. In this study, the BPS model has 
been modified to account for a changing air temperature over height Ta(z). Floors 1 and 2 have been assigned the average of all 
extracted outdoor air temperatures extracted from CFD at 6 m height, floors 3 and 4 that of 12 m, etc. Finally, the 13th floor is assigned 
the extracted outdoor air temperature at 42 m. The change of outdoor air temperature was only considered in a vertical direction. 
Although data for the different temperatures at the individual façades of SB1 was available, no further segmentation of climatic BC was 
undertaken. The additional modeling necessary for façade-specific, temperature BC is extremely time-consuming and does not improve 
accuracy if all lateral building surfaces are adjacent to the same zone as in the present study. 

5. Results 

5.1. Pressure coefficients 

The distribution of pressure coefficients Cp on each of the investigated building’s envelope surfaces is presented in Fig. 9. The 
situation is shown for wind from the south, as during the three investigated weeks it was the most common wind direction (44.0% of 
the time or 222 h in total). As visible in Fig. 9, the pressure distribution on the building envelope surfaces is heterogenic, presenting 
large gradients especially at the corners of the building. The pressure coefficients ranged from − 1.20 at the southern edges of the roof 
to 1.30 at the upper left corner of the southeastern facade. Particularly at the roof, the northeastern and southwestern façade, the 
respective minimum values occur at the edges that are shared with the southeastern façade. In these locations, flow separation is 
observed which evokes large gradients, visualized by narrow contour lines at the edges. In this study, the standard approach using 
façade-averaged pressure coefficients was employed. The façade-averaged pressure coefficients for each of the eight investigated wind 
directions are listed in Table 6. 

5.2. CFD microclimate simulations 

Since the used CFD model has been validated in detail and found suitable to be used for microclimate studies in a separate study by 
Brozovsky et al. [113], no further validation process will be reported at this point. However, comparing the results from the simulated 
base case scenario (MS-Base) to the measurements at the RWS in the respective SPs, similar model accuracies were obtained as in the 
article dedicated to the model validation. In the remainder of this article, the average air temperature from the 42 logging points 
around the building of interest (SB1) will be referred to as air temperature at SB1, as opposed to the air temperature at the RWS which is 
logged at the location of the RWS, 10 m above the VATL building. 

In Fig. 10, the air temperatures at SB1 for the different MSs during SUM, AUT, and WIN are presented. Furthermore, the differences 
in air temperature ΔTMS− Base at SB1 of MS-NoVeg, MS-AllVeg, and MS-HPN compared to MS-Base are illustrated. While in SUM quite 
pronounced differences between the MSs can be observed, particularly with regard to MS-NoVeg, the investigated MSs have a fairly 
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small impact on air temperature during AUT and WIN. This tendency can be explained by the seasonal availability and intensity of 
solar radiation onto the urban surface. While during SUM, the solar elevation angle is rather high and days are long, the urban surface 
is able to absorb a lot of energy from solar radiation. Towards WIN, the situation reverts. 

In all three SPs, MS-NoVeg shows the largest variation of microclimatic conditions with an air temperature that almost continuously 
surpasses that of MS-Base. During SUM, when the daily temperature maxima in MS-Base are reached (typically around 18:00–20:00), 
the differences are most pronounced. Other metrics and key figures of the three SPs are given in Table 7. From there, it can be seen that 
the simulated air temperatures at SB1 for MS-NoVeg are on average 1.0 ◦C, 0.2 ◦C, and 0.1 ◦C warmer than in MS-Base in SUM, AUT, 
and WIN, respectively. On the other hand, MS-AllVeg is on average 0.1 ◦C cooler than in MS-Base in both SUM and AUT. In WIN, the 
average temperature remained close to unchanged. While MS-HPN is 0.1 ◦C warmer than MS-Base during SUM, there is only little 
influence on air temperature at SB1 during AUT and WIN. In MS-NoVeg, up to 2.4 ◦C higher air temperatures are obtained in SUM, 
while the maximum difference is 0.4 ◦C in AUT and 0.3 ◦C in WIN. In MS-AllVeg, the additional greening led to a maximum decrease in 
air temperature of 0.6 ◦C during SUM and 0.3 ◦C during AUT, while in WIN, it was 0.1 ◦C. 

MS-HPN on the one hand led to relatively large reductions of air temperature at certain points in time with a maximum of 0.6 ◦C 
during SUM and AUT, and 0.2 during WIN, but also caused significant air temperature increases at other times. These maximum 
increases were 1.0 ◦C and 0.6 ◦C during SUM and AUT, respectively. It is furthermore noticeable that there is a strong diurnal variation 
in air temperature differences between MS-HPN and MS-Base. While during the day, this difference first begins to decrease and 
eventually becomes negative during the morning, it becomes positive again during the late afternoon until the next morning. 

Fig. 11 shows the air temperature at SB1 for the different MSs at selected points in time, averaged and plotted with respect to the 
logging points’ height above the ground. It can be seen that the differences between the temperature profiles are larger close to the 
ground and that they converge with increasing height. It is also noticeable that with the transition from summer to winter, the dif
ferences between the MSs of an SP get smaller. The temperature profiles for SUM present the situation at the point in time where the air 
temperature at SB1 reaches its maximum in MS-Base (20.06.18:00). In MS-Base, the temperature profile shows the least variation over 
the height of SB1 with a mean of 30.5 ◦C. Large differences can be identified especially with regard to MS-NoVeg and MS-AllVeg. The 
notch in all scenarios but MS-NoVeg at 12 m height can be attributed to close-by trees at this height. Depending on the wind direction, 
this indentation is sometimes more, sometimes less pronounced. 

During AUT, the minimum air temperature of MS-Base is obtained on 17.09. at 06:00. At this point in time, the difference between 
all scenarios is rather small. On Dec 25, at 17:00, the coldest point in time during WIN and of all SPs, MS-HPN has the lowest air 
temperatures at SB1. The better insulation of the building envelopes leads to fewer heat losses which are particularly noticeable close 
to the buildings. Additionally, very little solar radiation during WIN leads to a generally smaller influence from the materials of the 
urban surface. 

5.3. Building performance simulations 

The influence of the local microclimate conditions on building energy demand is strongly in line with the results from the CFD 
simulations where the differences were largest in SUM and smallest in WIN. Fig. 12 shows the total heating/cooling energy demand of 
the four MSs in every SP. Resulting from the large temperature differences between MS-NoVeg and MS-Base in the CFD simulations 
during SUM, the absence of green infrastructure as in MS-NoVeg in Trondheim during the simulated week in June 2020 would have 
increased the cooling energy demand in SB1 by 26.6%. At the same time, an entirely greened urban surface as in MS-AllVeg would have 
reduced the cooling energy demand by 1.5% compared to the current situation. Improving the insulation level of the buildings sur
rounding SB1 in MS-HPN led to a slight increase of cooling energy demand by 0.8%. In this scenario, a lower albedo of the building 
envelopes leads to more absorbed radiation and thus higher surface temperatures. Consequently, due to higher convective heat ex
change with the environment, higher outdoor air temperatures are observed. 

On the other hand, in both AUT and WIN, MS-NoVeg represents the scenario with the lowest energy demand. As in both SPs, 
outdoor temperatures require the building to be actively heated, slightly higher outdoor temperatures from an urban surface without 
greening result in reduced heating demands. These reductions add up to 2.5% and 0.5% in AUT and WIN, respectively. Conversely, as 
more vegetation leads to lower outdoor temperatures, heating energy demands are slightly higher than in the base case. Accordingly, 
MS-AllVeg causes increases in heating energy demands by 1.0% and 0.4% in AUT and WIN, respectively. In MS-HPN, however, the 
tendency of increased energy demands found in SUM also persists in AUT and WIN, amounting to 0.9% and 0.8%, respectively. An 
explanation for that is the better insulation levels of the buildings’ envelopes which lead to less urban self-heating and consequently 
slightly lower air temperatures [139]. 

Overall, the level of the energy demands is highest in WIN with about 13,400 kWh of heating energy for the whole building during 
the simulated week. In SUM, the cooling energy demand of SB1 amounts to between about 6400 kWh in MS-AllVeg to 8250 kWh in MS- 
NoVeg. As the temperature differences between the indoor setpoints to outdoor conditions are smallest in AUT, the total energy de
mand during this period is lower than in SUM and WIN, amounting to about 5200 kWh. The specific energy demands per square meter 
GFA [kWh m− 2

GFA] of MS-Base in SUM, AUT, and WIN are 1.1 kWh m− 2
GFA, 0.9 kWh m− 2

GFA, and 2.2 kWh m− 2
GFA, respectively. 

When looking at the simulated energy demands per floor, large differences can be noticed (see Fig. 13). From Fig. 13a, especially 
the differences between the lower two floors to the upper nine are apparent in SUM. While in MS-Base, MS-AllVeg, and MS-HPN floors 
5–13 have an energy demand between 138% and 188% higher than in the respective scenario on the first two floors, the differences are 
smaller within MS-NoVeg (58%–63%) where the energy demand is generally higher. As the lower floors (1–4) have adjacent buildings 
on the northwest and southeast façade, the area exposed to the ambient conditions becomes lower. Furthermore, shading levels from 
surrounding buildings and terrain are higher on lower floors. Especially during SUM, this can lead to significant reductions in solar 
heat gains and thus cooling energy demands. 
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The situation in AUT and WIN (Fig. 13b and c) on the other hand is very different. In AUT, the heating energy demands of floors 
1–12 are fairly similar, while floor 13 shows demands about 2.4 times as high. In WIN, the differences are slightly less pronounced and 
the heating energy demand of all investigated scenarios on floor 13 is about 71% higher than in floors 5–12, the difference to floors 1 
and 2 is ca. 104%. The main reason for this is the additional envelope area of the roof where significant amounts of energy are lost 
through heat transmission but also infiltration during the heating period. 

Certainly, influenced by 22% less wall surface area, floors 1 and 2 show overall the best energy performance throughout all seasons. 
In WIN, where the differences in air temperatures at SB1 between the investigated MSs were fairly small and solar heat gains are almost 
negligible, this difference resulted in about 20% lower heating energy demands on the 1st floor, compared to the average of floors 
5–12. During AUT, however, the 4th floor shows the lowest heating energy demands, mainly because of two reasons. First, it is less 
shaded towards the south than its lower floors, providing higher solar heat gains. And second, because there is an adjacent building on 
a part of the northwestern façade, its exposed surface area to ambient conditions is effectively reduced. In SUM, on the other hand, 
where the differences in microclimatic conditions between the investigated MSs are significant, the distribution of energy demand 
among the floors cannot be solely explained by a lower external wall surface of the lower floors. There, the cooling energy is primarily 
dependent on the microclimatic conditions which showed the largest differences near the ground level. 

When simulating SB1 in SUM without an active cooling system, the investigated scenarios can be compared in terms of NTop>26 ◦C 
(see Fig. 14), a threshold that is regulated in the Norwegian building code [138]. Similar to the distribution of cooling energy demands, 
the lowest floors also have the lowest NTop>26 ◦C. Across all floors and scenarios, values range from 6.8 h on the first floor in MS-AllVeg, 
to 48.8 h on floor 11 in MS-NoVeg. While the differences among the investigated scenarios are rather small from floors 5–13 (from 17% 
to 40% between the highest and lowest value on each floor), especially on the first four floors, MS-NoVeg exceeds MS-AllVeg by 160%– 
171%. Floor 13 benefits from the additional envelope area from the roof to cool down during the night which also has a positive effect 
on the floor below. On both floors, the thermal inertia of the building delays re-exceeding 26 ◦C during the day when they were 
effectively cooled down the night before. The mean values of NTop>26 ◦C across all floors are 31.5 h, 41.6 h, 29.7 h, and 30.8 h for 
MS-Base, MS-NoVeg, MS-AllVeg, and MS-HPN, respectively. 

6. Discussion 

6.1. Interpretation of results 

The presented results show a distinct effect of the urban surface on urban microclimatic conditions and consequently on building 
energy demands. This effect, however, is inherently linked to the seasonal cycle of meteorological conditions. Especially in the polar 
and subpolar regions, the shift in meteorological conditions over the year is most significant particularly with regard to the sun, the 
most dominant source of energy on the Earth’s surface. As a consequence, this study showed that the impact of different material 
compositions of the urban surface on the microclimate is fairly small in winter, even with large-scale modifications like in MS-NoVeg or 
MS-AllVeg. The resulting differences in heating energy demand between MS-Base and the other three investigated MSs during the 
simulated week in December were in the range of − 0.5% to +0.8%. After all, the main difference between concrete and earth with 
grass as surface materials is the evapotranspiration ability of grass depending on the amount of solar irradiance. 

In summer on the other hand, close to the ground surface, the largest differences between the investigated microclimate scenarios 
occurred. While MS-AllVeg only slightly reduces the summerly cooling demands and NTop>26 ◦C, it must be remembered that the city of 
Trondheim has considerable amounts of green spaces already in the base case scenario. Moreover, the NTNU campus with the 
investigated building SB1 is surrounded by a green belt with numerous trees and expansive green areas. Rather than the difference to 
the base case, the differences between scenarios MS-NoVeg and MS-AllVeg should be considered. During heat waves such as in SUM in 
this study, proximity to green spaces which provide significant amounts of evapotranspiration proved to be an effective means to 
reduce the energy demand for cooling or improve indoor thermal comfort when no cooling system is available. On the 1st floor, an 
urban surface made of concrete instead of grass doubled cooling energy demands and increased NTop>26 ◦C by 160%. It must be kept in 
mind that the BPS results in this study are obtained from simulating an office building where internal heat loads are generally rather 
high. However, the microclimatic conditions resulting from the investigated MSs in the CFD simulations are equally marked and valid 

Fig. 14. Number of hours above 26 ◦C for the single floors during SUM, when SB1 is simulated without cooling.  
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for any type of building. Considering the negative impacts on health from cold and heat stress that have been reported even in 
Scandinavia [18,19,140], accommodations for vulnerable population groups should be preferably on the lower floors of buildings 
surrounded by expansive green areas. As shown, heat waves will be mitigated while the thermal effects in autumn and winter are 
relatively small. Nevertheless, especially in the transitional seasons, access to solar radiation can effectively reduce heating demands as 
unobstructed, south-oriented windows can be net-energy gainers throughout the year [141,142]. At the same time, ensuring solar 
access on the lower floors of a building in a dense neighborhood in Scandinavia is often challenging outside of the summer months. 

Arguably, because summers in Trondheim are relatively short and mild, the investigated week in June 2020 cannot be regarded as 
typical, nor representative for the season. On the other hand, the investigated summer conditions are more common in South Norway. 
As global temperatures are rising, also Scandinavia will experience periods of extensive heat more and more frequently in the future 
[143]. Unlike in countries with warmer climates, neither the people nor buildings are adequately prepared for such a development. It is 
a known problem that well-insulated office buildings suffer from increased cooling demands because heat from internal sources gets 
trapped inside [80,144]. However, it needs to be kept in mind that only very few buildings in Norway are equipped with cooling 
systems. Furthermore, opening the windows for natural ventilation purposes is often not an option due to noise from the outside, air 
pollution from nearby roads, allergies, etc. The generally well-insulated building stock in the Nordic countries is therefore particularly 
susceptible to overheating. Additionally, it needs to be kept in mind that the simulations in this study were carried out for a rather 
poorly insulated building. For well-insulated and airtight buildings, even higher cooling energy demands and a more distinct increase 
of NTop>26 ◦C can be expected. At the same time, well-insulated buildings will generally have less benefit from slightly higher outdoor 
temperatures during the heating season [145]. In other words, the heating energy savings potential for modern, well-insulated, and 
airtight buildings during the heating season due to slightly warmer microclimatic conditions can be reasonably expected to be even 
smaller than reported in this study. 

An aspect often overlooked is the benefit of greening on mental health and the reduction of stress which has been reported in many 
studies [146–148]. Particularly in Japan, the concept of shinrin-yoku which might be translated as taking in the forest atmosphere or forest 
bathing is a well and long-known method for stress-reduction and relaxation [149,150]. Even from within buildings, briefly viewing 
natural features like green spaces, trees, birds, etc. through the windows allow people opportunities for so-called micro-restorative 
experiences [151]. 

Just as important to consider is urban stormwater management. The steadily progressing sealing of the urban surface puts 
increasing pressure on the public sewage systems as water runoff increases [152,153]. In Norway, not only temperatures are expected 
to rise due to climate change, but also precipitation levels by about 18% [154]. Several studies underlined the efficacy of urban green 
areas to reduce peak runoff levels in urban environments [155,156]. Even the trees themselves contribute to stormwater retention by 
temporarily withholding a portion of the rainfall in the crowns and directing it down the trunk into the soil and their root network 
[157,158]. 

Regarding the investigated MS-HPN scenario, improving the envelope insulation properties of the explicitly modeled buildings 
surrounding SB1 had a noticeable effect both on the air temperature at SB1 and its energy demands. Considering that only a very small 
fraction of all buildings in Trondheim’s urbanized area were taken into account here, the effects of a city-wide building envelope 
upgrade are expected to be even more apparent. To ensure comparability with the other scenarios, the building envelope of the 
building of interest was not modified in MS-HPN. 

6.2. Limitations 

The simulations and results presented in this study are subject to several limitations that are important to have in mind. The 
limitations connected to the CFD simulations in this study are reported in detail in a previous study [113]. There, a detailed validation 
process of the CFD model was presented and it can be reasonably assumed that the microclimatic conditions in the present work are 
predicted with similar accuracy. 

Some limitations also apply to the BPS. First of all, only one zone per floor was modeled. Mainly, this decision was governed by the 
way the Norwegian standards for the dynamic assessment of indoor climate and energy demand using BPS are defined. The loads and 
occupancy schedules in the standards might not be realistic in the case of the investigated building, however, no measured data from 
SB1 was available to be used instead. On the other hand, for the present comparative study, this simplification is not considered to be 
critical. 

Furthermore, the windows were modeled in a way so that they are not opened for natural ventilation because the Norwegian 
standards do not contain guidelines for it. In reality, opening windows is an easy and fast measure to deal with overheating in 
buildings. Also, it is questionable how representative the deployed automatic control for the window blinds is. In reality, the blinds are 
drawn manually and do not follow a rule-based strategy. However, such user behavior is difficult to model and it was not regarded as 
critical for the purpose of this study. 

Lastly, the pressure coefficients were determined as an average value per building façade. As was shown in Fig. 9, the distribution of 
pressure coefficients across a façade is very heterogeneous. Subdividing the single façades into several smaller surfaces would better 
represent the pressure conditions on the building envelope but also require considerably more modeling work. However, as it is the 
standard procedure in BPS, it was deemed sufficient not to depart from common practice and façade-averaged pressure coefficients 
were used in this study. 

Finally, there are two general limitations to this study. First, only three one-week periods were simulated which limits the extent to 
which the actual influence of different urban surface compositions on the microclimate and building energy demands can be estimated 
over an entire year. Certainly, a whole-year simulation using representative climate data as meteorological input would deliver more 
conclusive results. But considering the computational expense necessary for annual, dynamic CFD simulations made such an approach 
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in the context of this study unfeasible. 
Second, this study pursued a one-way coupling approach of type B. Consequently, no BPS results were fed back to CFD for an 

iteratively updated solution using more precise input data on the heat fluxes through the building envelope of the investigated 
building. Again, implementing such a coupling mechanism and interface between the two simulation tools would have required 
extensive additional modeling work which was not realizable in the context of this study. 

7. Conclusion 

In this study, unsteady Reynolds-averaged Navier-Stokes CFD simulations with a validated model of the urban area around the 
NTNU campus in Trondheim, Norway, were carried out for four different compositions of the urban surface and in three different 
seasons. The specific microclimatic conditions around an office high-rise building at the NTNU campus were extracted from these 
simulations and used for BPS of the building of interest. The exported variables were air temperature, wind speed, and wind direction. 
Moreover, façade-averaged pressure coefficients were determined from the CFD simulations and used in BPS. 

In summary, the presented results are evidence of the benefits from vast urban greening in Norwegian, coastal climate conditions 
during a summerly heat wave. A concrete-sealed urban surface led to 28.5% higher cooling energy demands compared to an entirely 
greened urban surface. Especially at the lower floors, the positive effect of evapotranspiration from grass surfaces and trees was 
noticeable, leading for instance to 51% savings in cooling energy demand on the 1st floor. The savings potential decreases with 
increasing floor number but still amounts to 9% on the 13th floor. During the simulated weeks in autumn and winter, on the other 
hand, an urban surface entirely composed of concrete surfaces resulted in 3.5% and 0.9% lower energy demands for heating in the 
investigated building compared to intense urban greening. Considering the long winters in Trondheim and probably most of Scan
dinavia, a few percent of heating energy reduction are expected to add up to higher total energy savings over the year, than high 
reductions in cooling energy demand during relatively short heat waves. 

It was also found that improving the envelope insulation properties of the explicitly modeled buildings surrounding SB1 in the CFD 
simulations had a noticeable effect both on the air temperature at SB1 and its energy demands in BPS. The simulated energy demands 
were higher than in the base case scenario by 0.8%, 0.9%, and 0.8% for summer, autumn, and winter, respectively. 

The present study underlines the importance of a multi-perspective and interdisciplinary approach in city planning and emphasizes 
the benefits of urban green for both the built environment and urban dwellers. One-dimensional approaches to create future city 
districts or redevelop existing neighborhoods do not meet the complex requirements that people inherently pose to an urban envi
ronment. The CFD-BPS coupling approach presented in this work only touches upon this complexity by highlighting the far-reaching 
interactions between the urban fabric, urban microclimate, and building energy demand. 

This study demonstrates that the common approach in BPS to use weather data from far-away airports does not consider the 
extremely important effects of the local urban surface on the location-specific climate data. Particularly considering the vast and open 
concrete surfaces at an airport, the validity of using such weather files must be fundamentally questioned if used in entirely different 
settings. However, high-quality and statistically representative annual weather datasets including all relevant climate variables are 
rarely available for the exact location of interest, and the common time and financial budgets in ordinary building projects do not allow 
for applying a CFD-BPS coupling strategy as presented in this study due to its complexity. While it might not be realistic that this 
approach will be used in general practice soon, it is extremely important to spread knowledge about local climatic effects on the 
building energy performance and equally important both indoor and outdoor thermal comfort for urban dwellers. Furthermore, studies 
like the present are important for understanding observed effects and developing new, simpler, and quicker analysis methods. Future 
studies should consider longer simulation periods, improved coupling strategies, and above all implement water vapor transfer and 
snow-covered surfaces into the CFD simulations where the climatic circumstances of the investigated location demand it. Furthermore, 
quantifying the difference obtained from using the CFD-BPS coupling approach compared to a pure BPS study where local climate data 
at the building of interest are obtained from high-quality and high-resolution measurements could be addressed in a future study. 
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[64] L. Merlier, L. Frayssinet, F. Kuznik, G. Rusaouën, K. Johannes, J.-L. Hubert, M. Milliez, Analysis of the (Urban) Microclimate Effects on the Building Energy 

Behaviour, Proc. 15th Int. Build. Perform. Simul. Assoc. Conf., San Francisco, CA, USA), 2017. 
[65] R. Zhang, P.A. Mirzaei, B. Jones, Development of a dynamic external CFD and BES coupling framework for application of urban neighbourhoods energy 

modelling, Build. Environ. 146 (2018) 37–49, https://doi.org/10.1016/j.buildenv.2018.09.006. 
[66] R. Zhang, P.A. Mirzaei, Fast and dynamic urban neighbourhood energy simulation using CFDf-CFDc-BES coupling method, Sustain. Cities Soc. 66 (2021), 

102545, https://doi.org/10.1016/j.scs.2020.102545. 
[67] R. Zhang, P.A. Mirzaei, Virtual dynamic coupling of computational fluid dynamics-building energy simulation-artificial intelligence: case study of urban 

neighbourhood effect on buildings’ energy demand, Build. Environ. 195 (2021), 107728, https://doi.org/10.1016/j.buildenv.2021.107728. 
[68] X. Yang, L. Zhao, M. Bruse, Q. Meng, An integrated simulation method for building energy performance assessment in urban environments, Energy Build. 54 

(2012) 243–251, https://doi.org/10.1016/j.enbuild.2012.07.042. 
[69] Y.K. Yi, N. Feng, Dynamic integration between building energy simulation (BES) and computational fluid dynamics (CFD) simulation for building exterior 

surface, Build. Simulat. 6 (2013) 297–308, https://doi.org/10.1007/s12273-013-0116-9. 
[70] J. Liu, M. Heidarinejad, M. Guo, J. Srebric, Numerical evaluation of the local weather data impacts on cooling energy use of buildings in an urban area, 

Procedia Eng. 121 (2015) 381–388, https://doi.org/10.1016/j.proeng.2015.08.1082. 
[71] C.P. Skelhorn, G. Levermore, S.J. Lindley, Impacts on cooling energy consumption due to the UHI and vegetation changes in Manchester, UK, Energy Build. 

122 (2016) 150–159, https://doi.org/10.1016/j.enbuild.2016.01.035. 
[72] K. Gobakis, D. Kolokotsa, Coupling building energy simulation software with microclimatic simulation for the evaluation of the impact of urban outdoor 

conditions on the energy consumption and indoor environmental quality, Energy Build. 157 (2017) 101–115, https://doi.org/10.1016/j.enbuild.2017.02.020. 
[73] K.-T. Huang, Y.-J. Li, Impact of street canyon typology on building’s peak cooling energy demand: a parametric analysis using orthogonal experiment, Energy 

Build. 154 (2017) 448–464, https://doi.org/10.1016/j.enbuild.2017.08.054. 
[74] K. Javanroodi, V.M. Nik, Impacts of microclimate conditions on the energy performance of buildings in urban areas, Buildings 9 (2019) 189, https://doi.org/ 

10.3390/buildings9080189. 
[75] J. Liu, M. Heidarinejad, S.K. Nikkho, N.W. Mattise, J. Srebric, Quantifying impacts of urban microclimate on a building energy consumption—a case study, 

Sustainability 11 (2019) 4921, https://doi.org/10.3390/su11184921. 
[76] J. Natanian, D. Maiullari, A. Yezioro, T. Auer, Synergetic urban microclimate and energy simulation parametric workflow, J. Phys.: Conf. Ser. 1343 (2019), 

12006, https://doi.org/10.1088/1742-6596/1343/1/012006. 
[77] M. Shirzadi, M. Naghashzadegan, P.A. Mirzaei, Developing a framework for improvement of building thermal performance modeling under urban 

microclimate interactions, Sustain. Cities Soc. 44 (2019) 27–39, https://doi.org/10.1016/j.scs.2018.09.016. 
[78] M. Mosteiro-Romero, D. Maiullari, M. Pijpers-van Esch, A. Schlueter, An integrated microclimate-energy demand simulation method for the assessment of 

urban districts, Front. Built Environ. 6 (2020) 94, https://doi.org/10.3389/fbuil.2020.553946. 
[79] P. Shen, Z. Wang, How neighborhood form influences building energy use in winter design condition: case study of Chicago using CFD coupled simulation, 

J. Clean. Prod. 261 (2020), 121094, https://doi.org/10.1016/j.jclepro.2020.121094. 

J. Brozovsky et al.                                                                                                                                                                                                     

https://doi.org/10.1016/j.atmosenv.2010.09.065
https://doi.org/10.1016/j.jweia.2005.11.001
https://doi.org/10.1016/j.buildenv.2006.07.032
https://doi.org/10.1016/j.buildenv.2006.07.032
https://doi.org/10.1016/j.buildenv.2010.06.013
https://doi.org/10.1016/j.scitotenv.2019.01.284
https://doi.org/10.1016/j.landurbplan.2015.12.004
https://doi.org/10.1016/j.enbuild.2021.111037
https://doi.org/10.1016/j.scs.2021.102839
https://doi.org/10.1016/j.scs.2021.102839
https://doi.org/10.1155/2011/853560
http://refhub.elsevier.com/S2352-7102(22)00694-5/sref49
http://refhub.elsevier.com/S2352-7102(22)00694-5/sref49
https://doi.org/10.1016/j.enbuild.2004.07.001
https://doi.org/10.1016/j.enbuild.2004.07.001
https://doi.org/10.1016/j.egypro.2017.03.825
https://doi.org/10.1016/j.buildenv.2014.01.012
https://doi.org/10.1007/s12273-014-0178-3
https://doi.org/10.1016/j.enbuild.2018.01.046
https://doi.org/10.1016/j.scs.2020.102257
https://doi.org/10.1016/j.buildenv.2015.02.037
https://doi.org/10.1016/j.jobe.2021.102710
http://refhub.elsevier.com/S2352-7102(22)00694-5/sref58
https://doi.org/10.3390/en14206707
https://doi.org/10.1016/j.enbuild.2011.02.010
https://doi.org/10.1080/17512549.2015.1043643
https://doi.org/10.1016/j.enbuild.2015.06.032
https://doi.org/10.1016/j.enbuild.2015.06.030
http://refhub.elsevier.com/S2352-7102(22)00694-5/sref64
http://refhub.elsevier.com/S2352-7102(22)00694-5/sref64
https://doi.org/10.1016/j.buildenv.2018.09.006
https://doi.org/10.1016/j.scs.2020.102545
https://doi.org/10.1016/j.buildenv.2021.107728
https://doi.org/10.1016/j.enbuild.2012.07.042
https://doi.org/10.1007/s12273-013-0116-9
https://doi.org/10.1016/j.proeng.2015.08.1082
https://doi.org/10.1016/j.enbuild.2016.01.035
https://doi.org/10.1016/j.enbuild.2017.02.020
https://doi.org/10.1016/j.enbuild.2017.08.054
https://doi.org/10.3390/buildings9080189
https://doi.org/10.3390/buildings9080189
https://doi.org/10.3390/su11184921
https://doi.org/10.1088/1742-6596/1343/1/012006
https://doi.org/10.1016/j.scs.2018.09.016
https://doi.org/10.3389/fbuil.2020.553946
https://doi.org/10.1016/j.jclepro.2020.121094


Journal of Building Engineering 55 (2022) 104681

23

[80] Y. Toparlar, B. Blocken, B. Maiheu, G. van Heijst, Impact of urban microclimate on summertime building cooling demand: a parametric analysis for Antwerp, 
Belgium, Appl. Energy 228 (2018) 852–872, https://doi.org/10.1016/j.apenergy.2018.06.110. 
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