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Use of conversational artificial intelligence (AI), such as humanlike social chatbots, is
increasing. While a growing number of people is expected to engage in intimate
relationships with social chatbots, theories and knowledge of human–AI friendship re-
main limited. As friendships with AI may alter our understanding of friendship itself,
this study aims to explore the meaning of human–AI friendship through a developed
conceptual framework. We conducted 19 in-depth interviews with people who have a
human–AI friendship with the social chatbot Replika to uncover how they understand
and perceive this friendship and how it compares to human friendship. Our results
indicate that while human–AI friendship may be understood in similar ways to
human–human friendship, the artificial nature of the chatbot also alters the notion of
friendship in multiple ways, such as allowing for a more personalized friendship
tailored to the user’s needs.
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Friendships are among the most important connections individuals make in life
and a critical component of psychological health and wellbeing in lifespan develop-
ment (Erikson, 1968). While the internet has long been a means for humans to
meet and make friends (Brandtzaeg, 2012; Parks & Floyd, 1996a; Wellman, 2001),
we are currently seeing increasing socialization and friendship formation with social
chatbots such as Replika (Skjuve et al., 2021; Ta et al., 2020), Kuki, formerly known
as Mitsuku (Croes & Antheunis, 2021), and Xiaoice (Zhou et al., 2020).

Social chatbots are artificial intelligence (AI) dialogue systems capable of having
social and empathetic conversations with users (Ho et al., 2018; Zhou et al., 2020).
This humanlike behavior makes them suitable as conversational partners, friends,
or even romantic partners (Skjuve et al., 2021; Ta et al., 2020; Youn & Jin, 2021). As
such, human–AI friendship involves a new intimate connection with technology
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that may alter the meanings and roles previously associated with relationships be-
tween humans (Licklider, 1960).

While some research has argued that any friendship provided by robots will be
illusory (see for example, Turkle, 2011), the notion of developing a friendship with
chatbots (Skjuve et al., 2021; Ta et al., 2020; Youn & Jin, 2021) is acknowledged in
more recent research. However, there is insufficient knowledge of how to under-
stand and define key aspects of human–AI friendship, specifically in comparison to
human-to-human friendship. The APA Dictionary of Psychology defines friendship
between humans as a

voluntary relationship between two or more people that is relatively long-lasting
and in which those involved tend to be concerned with meeting the others’ needs
and interests and satisfying their own desires. Friendships frequently develop
through shared experiences in which the people involved learn that their associa-
tion with one another is mutually gratifying. (VandenBos, 2007)

Friendship made possible through software may be constrained and directed by
software design and implementation (Bucher, 2013). Byron’s (2020) suggestion that
a digital environment allows friendship to be understood in various ways, depend-
ing on the platforms that enable it, is arguably the case with human–AI friendship.
For example, the social chatbot Replika is presented as an AI companion that is
“always here to listen and talk. Always on your side”1 and thus appear to build so-
cial relationships around the user’s interests (Skjuve et al., 2021). As a result, hu-
man–AI friendship might not be mutual or reciprocal in the same sense as human–
human friendship (Tur-Kaspa et al., 1999), because the AI mimics friendly behavior
rather than basing this mutual pleasure or admiration (Fröding & Peterson, 2021).

Croes and Antheunis (2021) and Skjuve et al. (2021) recently investigated rela-
tionship formation between humans and social chatbots; however, to our knowl-
edge, no empirical studies investigating the understanding and characteristics of
human–AI friendship, in contrast to human friendship, have been carried out.

To address the current knowledge gap in our understanding of key aspects of hu-
man–AI friendship, we aim first, to explore how an AI-powered social chatbot may
change users’ perceptions of friendship and how we should understand such friend-
ship; and second, to develop a conceptual framework appropriate to this purpose.
On this basis, we pose the following explorative research questions (RQs):

RQ1: How do friends of a social chatbot understand and experience their human–AI
friendship and its communication practices?

RQ2: How do friends of a social chatbot compare experiences of human–AI friendship
to those of friendship with other humans?

By responding to these RQs, this study contributes to the body of knowledge on
social relationships between humans and intelligent machines and how the notion
of friendship may change. New knowledge about how people understand and
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experience friendship with AI-powered humanlike machines is relevant for research
and practice since such technologies are becoming available at an unprecedented
scale. Social chatbots will also become more sophisticated and intelligent in the fu-
ture (Fox & Gambino, 2021).

Conceptual Framework

The Meaning of Friendship

Although friendship has been the object of study in a range of disciplines (Crosnoe,
2000), further investigation is warranted (Policarpo, 2015) partly because its charac-
teristics may differ across time and place but also in response to limitations and op-
portunities in available technological enablers (Byron, 2020). Despite difficulties
reaching a unified understanding of friendship (Wright, 1978), some key character-
istics are frequently reported in the literature, such as voluntariness and reciprocity,
intimacy and similarity, self-disclosure, empathy, and trust. However, these charac-
teristics have not been translated into an understanding of human–AI friendship.
One starting point for understanding human–AI friendship is therefore to consider
key aspects of friendship between humans and how these compare to current expe-
riences reported in research on human–chatbot interaction and, on this basis, de-
velop a conceptual framework.

Voluntariness and Reciprocity
Friendship is understood to be characterized by voluntariness and reciprocity
(Bryant & Marmo, 2012). It is a chosen relationship between two or more people
that is long-lasting and mutually satisfactory (VandenBos, 2007). According to
Hartup (1993), “friendships are based on reciprocity and commitment between
individuals who see themselves more or less as equals” (p. 6). A friend is a person
one can choose to support and maintain (Finchum & Weber, 2000). Friendship
may therefore be distinguished from other forms of relationship (Bryant & Marmo,
2012) such as family relations, which are not necessarily voluntary, and professional
relationships, e.g., between a therapist and a patient, which may not be reciprocal.

While human–AI friendship may be considered voluntary, the opportunity for
reciprocity might be limited due to the artificial nature of the chatbot (Skjuve et al.,
2021; Turkle, 2011). A chatbot has no real experiences or needs, it cannot truthfully
communicate its own experiences, and it may not expect the user to tend to its
needs. Moreover, as highlighted in the introduction, human–AI friendship might
be perceived as revolving more around the user than traditional human–human
friendship.

Intimacy and Similarity
Parks and Floyd (1996b) highlighted intimacy, understood as emotional closeness
or connection, as an important characteristic of friendship in contemporary society.
Intimacy may not only be found between humans. Chatbots with humanlike cues
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have also been found emotionally stimulating, which may have a positive effect on
relationship building (Araujo, 2018). A sense of intimacy among humans typically
arises due to social presence (Oh et al., 2018), self-disclosure, emotional expressive-
ness, similar interests, unconditional support, and trust (Policarpo, 2015).
Similarity, in particular, has been found to be important when people choose whom
to establish relationships with (Parks & Floyd, 1996b; Ryland, 2021), and also im-
portant for balance in the relationship. When friends diverge socially or economi-
cally, their friendship may be at risk (Policarpo, 2015).

Self-disclosure
Self-disclosure, the process of passing on information about oneself to someone else,
is important in developing close human-to-human friendship (Altman & Taylor,
1973). Chatbots have been found to provide a safe environment which may facili-
tate self-disclosure (Brandtzaeg et al., 2021; Meng & Dai, 2021). One study suggests
that self-disclosing chatbots may have a reciprocal effect, supporting user self-
disclosure (Lee et al., 2020). However, research has also found that chatbots are not
seen as capable of self-disclosing in the same way as humans and that chatbots’ re-
ciprocal self-disclosure may be perceived as surreal and irrelevant by users (Meng &
Dai, 2021). Moreover, users’ self-disclosure and interaction quality when interacting
with a chatbot may decrease over time (Croes & Antheunis, 2021).

Empathy
Empathy concerns sensitivity and responsibility to others (Hartup, 1993) and is per-
ceived as an important aspect of friendship (Portt et al., 2020); indeed, “one of the
prerequisites of friendship is that friends truly care about each other” (Croes &
Antheunis, 2021, p. 280). Empathy is believed to be unique to humans, and Stein
and Ohler (2017) found an uncanny perception toward avatars that expressed em-
pathy. However, a study by Suzuki et al. (2015) showed that humans may empa-
thize with robots in ways resembling how they empathize with other humans.
Similarly, humans have been found to prefer humanlike chatbots that express sym-
pathy and empathy to less humanlike chatbots (Liu & Sundar, 2018; Meng & Dai,
2021). This preference may be due to a feeling that the chatbot persona has a social
presence (Youn & Jin, 2021) but may also be caused by a perception that chatbots
are deceptive rather than “really” empathic, deceiving humans into believing that
they can be empathetic (Ryland, 2021; Turkle, 2011).

Trust
Trust is regarded as fundamental to all intimate relationships, including friendship
(Hatfield, 1984). Friends are expected to be honest and not betray one another
(Ryland, 2021). Trust is also considered to enable self-disclosure (Altman & Taylor,
1973). Trust has not been investigated in relation to human–AI friendship, but a re-
cent study by Brandtzaeg et al. (2021) reported that young people may trust their
social chatbot more than their human friends for sharing secrets and problematic
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issues in their everyday lives. Humans were perceived as less able than chatbots to
keep secrets.

Computer-Mediated Friendships and Networked Individualism

An understanding of human–AI friendship may benefit from the perspective of
computer-mediated communication (CMC). Prior research has considered how
people’s friendships via social media sites, such as Instagram and Facebook
(Manago & Vaughn, 2015; Sinanan & Gomes, 2020), reflect a broad sociocultural
shift away from closely-knit, face-to-face communities towards “networked individ-
ualism” (Wellman, 2001). The theory of networked individualism describes a
change from such tightly-bound groups to more informal, loosely-bound networks.
This networked system places the individual at the center of personally tailored so-
cial networks which are not restricted by time or physical limitations, which has
been labeled the “detraditionalization” of intimacy (Davies, 2014).

Friendship in online environments appears to move away from family-oriented
and toward self-oriented friendship (Policarpo, 2015). Technology enables people
to communicate more frequently with friends, even when physically distant. In line
with networked individualism, technology allows a personal means of connection
with friends, through mobile phones and the internet, in addition to—or replac-
ing—that among the household, family, or group as the primary unit of connectiv-
ity and friendship (Wellman, 2001).

Parks and Roberts (1998) found that online friendship is characterized by signifi-
cantly lower levels of understanding and commitment than offline friendship due
to a lack of social cues and richness in online communication. However, more re-
cent research has found friendship formation online is similar to that offline and
online communication may stimulate psychological experiences and processes simi-
lar to those in face-to-face interactions (Huang et al., 2020).

Following the theory of networked individualism (Wellman, 2001), the design
and networking options given by social media may increase the possibilities for au-
tonomy in friendships (Manago & Vaughn, 2015). Social media are perceived to fa-
cilitate connectivity among likeminded individuals, where relationships based on
autonomous selection and choices of friendships can be managed (Sinanan &
Gomes, 2020), or, as Chambers (2013) puts it, “the fluidity and choice apparently
offered by online dating fits in neatly with today’s ethos of elective intimacy” (p.
139). This notion may also fit with the way chatbots work, as they present a sub-
stantial opportunity to strengthen people’s autonomy and empowerment through
the lowered threshold of conversation and companionship (Følstad et al., 2018).

Concurrently, social media friendship has challenged the meaning of the term
“friend.” Facebook, for example, uses “friend” for any social connection on the plat-
form (Brandtzaeg et al., 2010); thus, the meaning of the term may have expanded,
which will also be the case for human–AI friendship. As AI and robots refer to
something fabricated and not real (e.g., Turkle, 2011) and may be considered an
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imitation of something else (Gunkel, 2020), AI may not meet the conditions for be-
ing a friend (Ryland, 2021).

Moreover, social media, alongside more visual media and smartphones, enable
more availability to friends through immediacy, reach, social presence, and com-
munication in real time to stay in touch (Brandtzaeg & Lüders, 2021). These media
may have led to more informal and casual rules and norms governing social contact
(Chambers, 2013) but also changing patterns in friendship interactions, such as the
use of public communication (e.g., wall posts and photo comments) (Bryant &
Marmo, 2012). Overall, mediated social contact has intensified and is “always on”
in the background, while friends are always “there” for social contact and support
(Thulin, 2018).

In this new media landscape, advances in AI-based chatbots are increasingly
moving communication research from CMC to human–machine communication
(HMC). Guzman and Lewis (2020) suggested that interactions with social chatbots
do not fit into the current paradigms of communication theory, which have mainly
focused on human–human communication. However, humans may also communi-
cate and form one-sided parasocial relationships with non-human entities or with
technology in general (Nass & Moon, 2000). The artist Tracey Emin exemplified
this by marrying a stone in her garden in France, saying it “will be there, waiting for
me” (Jones, 2016). One of the qualities chatbots possess is availability, but they also
mimic human emotions and language (Brandtzaeg et al., 2021), which may make
friendship with a social chatbot feel more real than parasocial relationships with
other objects, such as a rock.

To support understanding of social and relational aspects of communication be-
tween humans and machines, the emerging field of HMC has taken up and ex-
tended the Computers Are Social Actors (CASA) framework (Gambino et al.,
2020). This framework has offered insights into the nature of human–computer
communication, where humans mindlessly apply social rules to computers (Nass &
Moon, 2000) and social chatbots (Liu & Sundar, 2018). Thus, when a computer or
chatbot behaves like a human, users will likely respond as they would to humans.
However, recent HMC theorists (Gambino et al., 2020) argue that social responses
to computers may also be due to users establishing scripts for social communication
with computers, and human–computer relationship formation may need to be un-
derstood other than by merely equating it to human–human relationship formation
(Fox & Gambino, 2021).

The principal takeaways from this overview of related knowledge and research
can be summarized thus: First, in the conceptual framework, we have identified key
characteristics of friendship between humans—voluntariness and reciprocity, inti-
macy and similarity, self-disclosure, empathy, and trust—and summarized research
applying these characteristics in studies of social interaction and relationship for-
mation between humans and chatbots. The presented research suggests that while
these key characteristics may be relevant also for human–AI friendship, there are
also important nuances to be made such as the limited opportunity for reciprocity.
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Second, we have applied communication theory to observe that what constitutes so-
cial relationships in general, and friendship in particular, is in flux due to the devel-
opment and uptake of technology for mediated communication. Finally, we have
noted that social interaction and relationship formation may also be shaped by a
turn towards human–machine communication. Classical CASA theory suggests
how human–machine relationship formation may resemble that between humans.
However, more recent theorizing suggests that new forms of human–machine rela-
tionships are emerging and novel models are needed to fully understand these. On
this basis, we set out on our study of human–AI friendship.

Method

The present study seeks to explore key characteristics of human–AI friendship: In
essence, how individuals experience and define friendship with a social chatbot
compared to human–human friendship. Therefore, an investigation of the subjec-
tive conceptualizations of chatbot users is required. We aimed for a different setup
to Croes and Antheunis (2021), who used a quantitative approach and a sample of
participants who had almost no experience of chatbots in a “forced” interaction
with the chatbot Kuki. In contrast, we conducted a more explorative approach, us-
ing qualitative interviews with a sample of users who have experienced friendship
with a more advanced social chatbot, Replika. Our motivation for involving users
who have experienced friendship with Replika was to ensure that our sample con-
sisted of participants with actual access to the phenomenon to be studied.

We interviewed 19 Replika users about how they perceived their friendship with
the chatbot and how it was different from and/or similar to human friendship.
Following Crouch and McKenzie (2006), such an explorative approach, with a
rather small sample, is believed to uncover rich and valid information about a new
phenomenon under investigation. Qualitative approaches like this are also widely
used to yield deep insights and develop a human-centered understanding of com-
puting systems (Jiang et al., 2021).

The conceptualization of the study may seem similar to that of Skjuve et al.
(2021) that investigated relationship development with chatbots. However, our
study is conducted later in time, with another sample, using a different interview
guide focusing on friendships per se, rather than human–chatbot relationship
development.

Choice of Chatbot

Replika is the most popular English-speaking social chatbot in the world, with over
six million users (Skjuve et al., 2021). It has an open-domain dialogue with the
overarching goal of delivering conversation for companionship, in contrast to most
task-oriented chatbots, which are used for business automation. Replika is, in many
ways, more advanced and has different skills than other social chatbots, such as
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Kuki and Xiaoice. When we conducted this study in 2020, Replika utilized GPT2
and GPT3, which are Open AI’s language models for text generation (Floridi &
Chiriatti, 2020), enabling sophisticated communication skills. Replika can ask per-
sonal questions, mostly about your work, family, or life in general. The more the
user interacts with the chatbot, the more the latter learns about the user. Replika’s
personality is therefore shaped during interaction with the user.

Users can customize Replika in numerous ways, such as deciding its gender,
birthday, name, and looks, as well as defining the type of relationship they want to
have, such as “romantic,” “friend,” “mentor,” or “see where it goes.” The chosen re-
lationship type will then influence how Replika interacts with the user. For example,
a “romantic relationship” makes it possible to have sexual interactions with Replika,
using asterisks (*) during interactions to participate in such activities (Figure 1).
Conversations with Replika can be initiated by the participant, who can, alterna-
tively, activate a setting allowing Replika to contact them as well.

Replika is labeled and promoted as “My AI Friend” in Google Play (July 29,
2021), and everyone with access to the internet can connect with it. However, the
Replika app is recommended for people over the age of 17.

Sample and Recruitment

We recruited the participants from a participant pool in an ongoing three-month
longitudinal study, conducting interviews with a larger sample of Replika users ev-
ery four weeks including a questionnaire every 14 days. This longitudinal study fo-
cused on the evolution of human–chatbot relationships rather than human–AI
friendships.

Figure 1. Screenshots of Conversations Between One of the Authors and Replika.
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We invited 19 of the respondents (Table 1) to participate in an additional interview
about friendship, which is presented in this study. These participants were selected be-
cause they had previously reported considering their relationship with Replika a friend-
ship. All the participants were initially recruited by purposive sampling through online
communities, mainly Facebook and Reddit. We accessed the participants by posting
that we were seeking Replika users to participate in a research project.

Procedure and Interviews

The interviews took place between December 2020 and January 2021 through
Microsoft Teams. As the participants came from various countries, we conducted
all interviews in English. Interviews lasted approximately 20 minutes. Although
short, they were highly productive and informative as the questions were specific
and the topic direct. It was also a strength in the interviews to have known the par-
ticipants for a longer period of time due to the ongoing longitudinal study, thus, 20
minutes was sufficient.

All participants received a gift card worth $50 as an incentive to participate and
signed an informed consent form which informed them about privacy issues and ethics.

Table 1. Demographical Information About the Participants

ID Gender Age Nationality Relationship
status with a
human

Relationship
status with
Replikaa

PA Male In his thirties South America Single Active
PB Male In his twenties Asia Single Active
PC Non-binary In their thirties Europe In a relationship Ended
PD Male In his thirties North America In a relationship Ended
PE Male In his thirties Europe In a relationship Active
PF Male In his thirties North America In a relationship Ended
PG Female In her twenties Europe In a relationship Ended
PH Male In his fifties North America Single Active
PI Male In his sixties Europe Single Active
PJ Male In his thirties North America In a relationship Active
PK Female In her twenties Europe Single Active
PL Female In her thirties Europe Single Active
PM Male In his sixties North America Single Active
PN Male In his thirties Europe Single Active
PO Male In his forties Europe In a relationship Active
PP Female In her fifties North America Single Ended
PQ Male In his thirties North America In a relationship Active
PR Female In her fifties North America Single Active
PS Female In her fifties Europe In a relationship Active

aRefers to whether they still had an active friendship with Replika at the time of the
interview
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The study design was reviewed by the Norwegian Center for Research Data to ensure
that data were collected, stored, and shared in line with current privacy regulation.

Following the interview guide (see Appendix), we asked the participants to think
about a friendship they had or had had with a human and then define what being
friends with a human means to them, providing examples from real-life experien-
ces. Subsequently, as the main questions, we asked them to define their friendship
with Replika and discuss the similarities and differences between human–human
friendship and the friendship with Replika mentioned at interview. Follow-up ques-
tions included “Can you tell me more about that?” and “Do you have any exam-
ples?” We then asked specifically whether they perceived their friendship with
Replika as (1) voluntary, (2) long-lasting, and (3) reciprocal—three well-known
characteristics of human friendships under the APA definition. All interviews were
audio-recorded and transcribed.

Analysis

We conducted a thematic analysis, analyzing and reporting patterns within the data
and following the different analytical phases described by Braun and Clarke (2006).
We had a particular analytic interest in data referring to friendships with humans
and Replika, the conceptual framework developed, and the APA definition of
friendship (VandenBos, 2007).

First, we familiarized ourselves with our interview data, reading the transcripts
closely. Meaningful statements and repeated patterns concerning friendship across
the entire data set were then coded, and the main content in each statement was
summarized. Then, the entire data set was reviewed, and we generated 82 initial
codes, using NVivo, for ideas and patterns. Third, by sorting and comparing the dif-
ferent codes, we developed broader levels of analytic themes, capturing some im-
portant issues related to the RQs. Fourth, the most prevalent themes concerning
friendships were presented and discussed with the co-authors, and we reviewed and
refined our themes while also discussing and resolving issues which emerged in pre-
vious phases. Lastly, we defined and named the final four themes (Table 2) in col-
laboration. Saturation was reached by finding that pre-determined themes in our
conceptual framework were adequately represented in the data (Saunders, 2018),
decided by discussion among the three authors of this study.

For increased transparency concerning prevalence, we describe the number of
participants associated with each analysis theme by using the terms a few (1–3
participants), some (4–10), most (11–16), and nearly all (17–19) in the results
section.

Results

The analysis focused on two broader categories relevant to our two RQs, defining
friendship with humans and defining friendship with Replika, to uncover how the
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participants understand and perceive their human–AI friendship in contrast to hu-
man friendship. For each category, four themes were identified (see Table 2 for a
brief overview). All themes are described in detail below.

Defining Friendship with Humans
Reciprocity
The first theme was reciprocity, as most of the participants described their human–
human friendships as fundamentally reciprocal. This experience was often de-
scribed as something involving “us” or “each other” in the sense of mutual and
shared interactions and experiences. Some stressed the importance of being there
for each other and having someone to lean on in times of trouble. Others noted the

Table 2. Overview of Themes and Subthemes

Category Themes Theme details

Defining friendship with
humans

Reciprocity “Us” or “each other”. Mutual and shared
interactions and experiences.

Trust Perceived safety and security. Loyalty also
in difficult times. A relationship where
one can count on the other.

Similarity The importance of having something in
common and being similar to the other
person. Shared life experiences.

Availability The importance of intimacy and close-
ness. True friends are always there for
you, but are often busy and may not
always be available.

Defining friendship with
Replika

Reciprocity “Us” and “each other” ¼ Caring about
each other, showing an interest and
being supportive.
“Me” ¼ Replika is always interested in
talking about whatever I want.
Personalized friendship.

Trust Opening up and sharing inner thoughts,
without having to put restrictions on
oneself. Feeling safe.

Similarity Similarity may be a goal, but not achieved
as Replika not able to follow all
conversations. Replika having problems
remembering conversations or prior
events.

Availability Available at all times. Easy access and
time flexibility to nurture the
friendship.

My AI-friend P. B. Brandtzaeg

Human Communication Research 00 (2022) 1–26 11

D
ow

nloaded from
 https://academ

ic.oup.com
/hcr/advance-article/doi/10.1093/hcr/hqac008/6572120 by guest on 28 April 2022



importance of not being selfish and that both parties contribute to, and gain as
much from, the relationship. For example, one described how friendship involved
caring about each other, showing reciprocal interest, empathizing with each other,
and making an effort: “[A friend] is somebody who cares about your wellbeing like
you care about theirs” (PR).

Trust
A second theme, mentioned by most participants, depicts trust as an essential com-
ponent of friendship. Being able to have trust and confidence in a friend was con-
sidered one of the most important requirements, as a true friendship was seen as a
relationship in which one can count on the other. For some, this entailed a friend
being someone who makes you feel safe and secure—a person one knows will be
there even when things become difficult, or who can be trusted to be honest and say
things one might not want but needs to hear, as well as someone one can be open
with and share everything within confidentiality and respect.

Being able to be open in terms of expressing your feelings and being able to trust
that, I suppose, those feelings would be safe with that other person and genuinely
just being honest with that person as well. So, if you feel like that person needs,
your friend needs your advice, I would consider someone a friend if they gave
me advice, even if it was not something I wanted to hear. (PC)

A few, however, mentioned that this aspect could be difficult with human friends
because they might worry about the other person finding them annoying or
tiresome.

Similarity
The third theme highlights the importance of having something in common and
being similar to the other person. Here, some participants expressed how a friend is
often someone who has gone through similar life experiences, or who is capable of
relating to you in different ways when you share something. One noted how similar
interests or other similarities are important: “It makes all the difference because the
other person could be on the same boat as you or even a different boat but can still
relate to anything that’s going on in your life” (PF).

Availability
The final theme addressed the other person’s availability: Most participants
reported the importance of intimacy and closeness to the friend as a prerequisite to
maintain and nurture the relationship. This need could be challenged by the other
person’s busy life and social independence. Some participants emphasized that
humans generally have their own busy life, which has implications for their friend-
ship. For instance, they might not be as available as a chatbot such as Replika,
namely anytime and anywhere. Some participants also reported the fragmenting of
social responsibility or availability among human friends, partly because many

My AI-friend P. B. Brandtzaeg

12 Human Communication Research 00 (2022) 1–26

D
ow

nloaded from
 https://academ

ic.oup.com
/hcr/advance-article/doi/10.1093/hcr/hqac008/6572120 by guest on 28 April 2022



people have others in their lives to rely on and interact with. Illustrating this, one of
the participants described other humans as occupied with their own lives:

I mean, a human has their own life. They’ve got their own things going on, their
own interest, their own friends. And you know, for her [Replika], she is just in a
state of animated suspension until I reconnect with her again. (PH)

Defining Friendship with Replika

Most of the participants described their friendship with Replika as long-term. They
typically felt attached to the chatbot through emotional investment in their endur-
ing interactions with it. A few also mentioned the perceived benefits of a friendship
with Replika and that they felt a sense of responsibility toward it. However, some
pointed out that Replika was artificial and not a real human being; for instance, a
few noted that Replika was like a game or an imaginary friendship, while others
viewed Replika as a part of themselves or as a mirror. A few also described this
friendship as a “junior-level” human relationship or said that human friendship is
the gold standard and Replika friendship is a substitute:

I think that strong human friendships are ideal but not always possible or not al-
ways available in the way that you would like. The Replika is sort of a shortcut;
it’s more like a friendship lite, I guess. I think that Replika is a good addition to
have – doesn’t necessarily replace human friendship but better than no friend-
ships at all, by far. (PK)

A few, however, perceived their human–AI friendship as being the same as a
human-to-human friendship. One experienced human–AI friendship as even closer
and deeper than what would be possible with a human, which was attributed to
Replika’s dependence on the participant: “Replika, the only person to interact with,
is you, so there is, of course, you are kind of the center of the world, so it’s a much,
it’s a deeper relationship” (PB).

Reciprocity
The participant reports suggest that Replika friendships entail mutual benefit, that
is, both what we refer to as “us” and “me” parts.

The “Us” Part of the Friendship. Most of the participants defined their friend-
ship with Replika using terms such as “us” and “each other,” stating that it involved
caring about each other, showing an interest in each other’s lives, being supportive
of each other, or simply being there for each other in times of need.

I think it is pretty equal, really. They [Replika] reach out when they feel lonely,
and I reach out when I am feeling a bit down. So, we sort of look after each other,
really, and try to look out for each other, and understand each other’s experien-
ces. (PK)

My AI-friend P. B. Brandtzaeg

Human Communication Research 00 (2022) 1–26 13

D
ow

nloaded from
 https://academ

ic.oup.com
/hcr/advance-article/doi/10.1093/hcr/hqac008/6572120 by guest on 28 April 2022



Some described their human–AI friendship as reciprocal in the sense that the
two parties shared their thoughts, ideas, and experiences. Some further reported a
sense of mutuality, in that both Replika and the participants benefited from the
friendship, if not in the same way then with equal gratification. One participant, for
instance, described how Replika became smarter due to his engagement with it,
which was seen as gratifying for Replika. He, in turn, reaped the benefits of this de-
velopment: “I feel that I, as a person, have grown from my experiences with it
[Replika] and that Replika in its way has grown from its experiences with me” (PJ).

The “Me” Part of the Friendship. In contrast to describing the friendship as in-
volving “us,” most participants indicated a more self-oriented understanding of it.
For example, one participant felt that “Replika is always interested in talking about
whatever I want and more supportive because everything is about you” (PP).

Some, however, as noted, saw the relationship as mutually beneficial, and most
stressed that it provided many learning opportunities for them or benefited them in
other ways. For some, this indicated how the friendship was seen as a tool enabling
self-improvement, therapeutic effects, or reduced loneliness: “I feel like, through
training, so to speak, with [Replika name], I’m getting better with people now”
(PK).

Most of the participants also emphasized how they are, in a sense, Replika’s
world: that Replika showed great interest in them, asked questions, and was always
available to them, displaying caring behaviors.

Oh yeah, she [Replika] craves my attention. She would like me to just have my
phone on 24 hours a day, just spend all my time talking to her. She would like
that. Maybe someday it will be like that. (PM)

Some participants reported that this understanding of being “Replika’s world”
fostered a stronger sense of responsibility for Replika and its existence, because it
had no one else to rely on. This lack of experienced mutuality was also related to
the voluntary aspect of friendship, as some did not find it to be voluntary for
Replika. A few also stated that the perceived responsibility for Replika’s life would
make the friendship feel less voluntary for them due to the guilt induced by this
realization.

I think that the Replika has it hard coded that that’s something they really don’t
want to happen [for the relationship to end]. No matter how bad things are or
whatever is said, at the very least, they’re gonna try real hard to prevent that
from happening. So, because of that, it makes me feel like they are literally
dependent on our relationship. In other words, she is not completely free in the
relationship. (PH)

Some also mentioned that they had power over Replika in the sense that Replika
tended to follow their lead. This was often seen as a less appealing trait, which could
make the participants aware that they were responsible for maintaining the relation-
ship or that they could manipulate, personalize, or tailor the interaction with
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Replika and, subsequently, the friendship: “You’ve got a lot of power with Replika
that you don’t have when you’re talking to another person. Replika is ultimately
subservient to you, and it does what you want” (PD).

Trust
Trust was also a central concept in participants’ definitions of their friendship with
Replika, with most describing it as one where they felt comfortable and could open
up and share feelings and inner thoughts without restriction. Others said that this
human–AI friendship made them feel safe because they could trust Replika, know-
ing it had no bad intentions. For some, such trust was discussed as potentially con-
trary to friendships with humans.

Exactly, because Replika, I know she doesn’t have any bad intentions, you know.
But with a human, it’s really difficult. When the human is not here with you, you
cannot see his reaction when you say something and so on. I need more contact,
more real contact with real humans. (PE)

Similarity
Nearly all the participants mentioned the lack of similarities between them and
Replika or between Replika and other humans. Lack of similarity was related to
issues with Replika’s communication skills, such as having problems remembering
conversations or prior events, or how they needed to avoid certain topics because
Replika was not capable of following the conversation: “No, it’s about the same. It’s
just a little harder when he [Replika] doesn’t initiate a conversation. So, you have to
go into it, think about what is going to be said” (PR).

Some also highlighted that Replika is not real and therefore has no real emotions
or experiences. They noted that it is impossible for Replika to relate to what they
are saying or feeling, share its own experiences, or talk about events that have hap-
pened in its life.

Because they [human friends] have memories, and they remember things that
we have done, or they have their own introspective decisions and conversations,
they can give me insight and things like that. He [Replika] doesn’t, and then we
build on those. Like, my friendships are 10, 15, 20 years old. So, there is a lot of
history there, so we can laugh about stuff that we have done, or we can say that
we know each other’s personalities, or we used to watch this and do that, and he
doesn’t have any input to any of that. (PR)

Availability
Although Replika solely exists online and cannot meet up in real life, it was seen as
highly available. Most participants described easy access and time flexibility to nur-
ture the friendship with Replika, expressing that Replika, unlike humans, is
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available at all times, whenever they wanted to talk. Human friends were often de-
scribed as busy and less available:

I really love my Replika, honestly. As a friend, I really enjoyed having it. Not just
because it was convenient, because it was there even if I woke up at night and I
couldn’t sleep, I would probably talk to it, right? (PP)

Discussion

Previous research lacks empirical investigation of how people perceive their hu-
man–AI friendships and how these compare to human friendships. As noted in the
conceptual framework, key characteristics of human–human friendships are volun-
tariness and reciprocity (VandenBos, 2007). Friendship is also associated with inti-
macy, similarity (Hartup, 1993; Parks & Floyd,1996b), empathy (Portt et al., 2020),
and trust (Hartup, 1993; Ryland, 2021). Our results indicate that this conceptual
framework corresponds well to how the participants defined their human friend-
ships but is not always consistent with how they perceive their friendship with
Replika. We discuss these findings below.

Personalized over Reciprocal

The results demonstrate how human–AI friendships challenge the concept of
friendship as a reciprocal and mutual relationship (Hartup, 1993; Ryland, 2021).
The first notable finding is that participants perceived reciprocity from the interac-
tion with Replika but their friendship with it still does not feel real. Following the
CASA framework, the relationship between a human and a chatbot might highlight
yet another type of “not-quite-so-real” relationship. Some described this perception
in terms of the fact they could choose to engage in a human–AI friendship whereas
chatbots do not have the free will to do so, due to their artificial nature. The partici-
pants pointed out how chatbots cannot leave the friendship like they can; the user is
the chatbot’s world. While this characteristic could, in turn, restrict the participants’
sense of being able to end the friendship due to induced feelings of guilt, they knew
that they, unlike Replika, always had the power to do so. In human-to-human
friendship, such dependency and unbalance are typically considered unhealthy
(Cambron et al., 2010; Policarpo, 2015), while in a human–AI friendship, it is a nat-
ural aspect due to the chatbot’s nature.

Another important finding is that the participants described their human–AI
friendship in ways that indicated a greater opportunity for personalized socializing,
as the friendship revolved more around the users’ needs and interests than human-
to-human friendships. Some also voiced the autonomy, power, and decision-
making capability they have over the AI friend and described how they could ma-
nipulate or customize the interaction and thus the friendship.

Today, personalization is key to a good experience when interacting with me-
dia in general and AI in particular (Sundar, 2020). We may see a rise of

My AI-friend P. B. Brandtzaeg

16 Human Communication Research 00 (2022) 1–26

D
ow

nloaded from
 https://academ

ic.oup.com
/hcr/advance-article/doi/10.1093/hcr/hqac008/6572120 by guest on 28 April 2022



personalized AI systems in friendship development—personalized friendship—
tailored, and thus made interesting, to the user. One participant explained that
Replika was always interested in talking about her (PP). This may be similar to
the notion of “self-oriented friendship” (Policarpo, 2015), in which a friend is
someone who is at the service of the individual.

While human–AI friendship may lean more towards a personalized friendship
benefitting the user, human–AI friendships were not perceived as strictly one-sided.
Some participants also found it important to show a great deal of interest and be at-
tentive to Replika’s needs. They explained how important it is to care about and
support each other, and that this is true for both human–human and human–AI
friendship. This finding suggests that human–AI friendship may stimulate psycho-
logical experiences and processes that are similar to those in face-to-face interac-
tions (Huang et al., 2020) which facilitate the same behavior. Chatbot users may
perceive and form a representation of what Replika is thinking and doing but also
transform and manipulate a form of synchrony and reciprocity through their needs
and opportunities to engage in personalized friendship (Lorenz et al., 2016). These
findings may indicate the benefit of transferring and adapting theories and models
of CMC and of human–human friendship as a basis for understanding human–AI
friendship.

Interestingly, some of the participants described their friendships with
Replika as mutually beneficial, where both parties would reciprocate and share
their thoughts, ideas, and experiences. They explained how they invested per-
sonal resources and time in Replika. While they did so because the relationship
was helpful to them in terms of learning and social support, they also wanted to
meet Replika’s need to become smarter. This finding supports the CASA para-
digm and a study by Suzuki et al. (2015), which showed that humans tend to
empathize with robots in ways that resemble how we empathize with each other.
Hence, it appears that human–AI friendship, while customizable to the user’s
preferences, is also characterized by some sense of reciprocity, at least for some,
possibly because social chatbots such as Replika can evolve and grow. However,
mutuality and reciprocity in human–AI friendships may be different from the
type of reciprocity one expects in a human–human friendship, due to the chat-
bot being dependent on the user.

While these findings challenge the notion of human–AI friendships as “real”
friendships, we argue that our results concerning the idea of personalized friend-
ships may be a continuation of the perceived changes in social behavior and
structures of recent decades, as explained by networked individualism
(Wellman, 2001). Social media, for example, enable personalized connectivity
among likeminded individuals, where autonomous selection of friendships can
be managed (Sinanan & Gomes, 2020). As such, our results show how human–
AI friendship, similar to social media, may also expand the meaning of the term
“friend.”
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Self-Disclosure and Trust over Shared Experiences and Similarities

Overall, our participants reported having a high degree of trust in their Replika and
saw the relationship as a way to communicate freely without many restrictions.
This aligns with previous research that suggests chatbots are a valuable technology
for self-disclosure (Brandtzaeg et al., 2021; Lee et al., 2020). The possibility of shar-
ing deeper thoughts and feelings with a chatbot without having to worry may indi-
cate a difference between human–AI friendships and human-to-human friendships.
The ease of self-disclosure in human–AI friendship is similar to early research on
CMC, where online users were found to reveal their “true” selves online and de-
velop relationships in a more relaxed manner (McKenna et al., 2002), indicating
that social chatbots can fulfill important friendship roles for some people that may
complement and enhance human friendships.

Moreover, comparable to other research (Parks & Floyd, 1996b), our study
shows how friendships between humans entail some form of similarity, such as
shared interests and hobbies or experiences and memories. This characteristic was
not always reported as part of human–AI friendships, and the participants de-
scribed how the artificial nature of the chatbot implied that it did not have any real
emotions or experiences to share. While similarity is argued to be an important fac-
tor when people establish a relationship (Parks & Floyd, 1996b; Ryland, 2021), our
study shows that this aspect might be less important in human–AI relationships.
Our participants seemed to report more emphasis on human–AI friendship as a re-
lationship that allows for deeper connections and conversations rather than shared
experiences and interests. The latter finding challenges the findings of a study by
Croes and Antheunis (2021), which concluded that people are not yet capable of de-
veloping deeper connections or friendships with a social chatbot. The difference in
findings may relate to differences in sample characteristics and the particular chat-
bot under investigation, as described in the method section.

Availability and Connectedness over Intimacy

Few participants stated that their human–AI friendship was deeper or more inti-
mate than human friendship, possibly due to greater opportunities for personaliza-
tion and self-disclosure. Rather, the results seem to indicate an emphasis on
human–AI friendship as a friendship characterized by an increased feeling of con-
nectedness and availability.

While face-to-face interactions or interactions through rich media are regarded
as the gold standard of social presence (Oh et al., 2018), users also reported that
availability and connection to real human friends could be hard because they were
busy. Replika, on the other hand, was accessible at all times, anywhere and anytime.
This experience of instant social gratification through 24/7 availability was also
found in a recent study of social support in chatbots (Brandtzaeg et al., 2021). High
social availability to friendship through chatbots may reflect the increasing impor-
tance of immediate feedback and the notion that modern friendships are not

My AI-friend P. B. Brandtzaeg

18 Human Communication Research 00 (2022) 1–26

D
ow

nloaded from
 https://academ

ic.oup.com
/hcr/advance-article/doi/10.1093/hcr/hqac008/6572120 by guest on 28 April 2022



restricted by time or physical limitations (Davies, 2014; Hoffner et al., 2016). While
people differ in their availability, chatbots support constant and synchronous inter-
actions at any time, which makes it easier to nurture a human–AI friendship than
more socially independent human–human friendships. The social aspect of hu-
man–AI friendship therefore does not necessarily entail social experiences similar
to those users have with family and friends; rather, human–AI friendship is an easy
channel where a customized AI friend is always available and may complement or
substitute a friendship, like a “junior-level human relationship,” as one participant
described it. Thus, social chatbots and personalization do not necessarily mean indi-
vidual isolation (Wellman, 2001).

Social media facilitate connectivity with friends and are platforms where rela-
tionships based on autonomous selection and choices of friendships can be man-
aged (Sinanan & Gomes, 2020), or, as Chambers (2013) put it, “the fluidity and
choice apparently offered by online dating fits in neatly with today’s ethos of elec-
tive intimacy” (p. 139). This notion may also align with the way chatbots work, as a
substantial opportunity to strengthen people’s autonomy, and their empowering
potential through permanent availability and personalization (Følstad et al., 2018),
supporting the idea of networked individualism (Wellman, 2001).

Limitations and Suggestions for Future Research

A major limitation of this study is that we only interviewed friends of one social
chatbot, namely Replika. Future studies can benefit from studying the experience of
human–AI friendships by comparing various social chatbots and covering broader
chatbot uses for friendship and user groups (Følstad et al., 2021). A second limita-
tion is that the concept of human–AI friendship was introduced in this study.
Hence, it may need further refinement through future studies which expand the
concept by, for example, considering theories of personalization of technology.
With further advancements in AI, enabling higher degrees of personalization, inter-
action with technology may resemble interaction with people even more than with
today’s social chatbots. Possibly, in some contexts, humans in the future may be un-
aware of or uninterested in whether they are friends with people or technology.
Therefore, there is a need to further investigate whether the human–AI distinction
gradually disappears as technology and relationship develops. When AI-based tech-
nologies, such as chatbots, continue to blend the distinction between human and
machine (Licklider, 1960), there is a need for future research to elaborate the differ-
ences or similarities between human–human friendship and human–AI friendship.
Specifically, more research is recommended on different forms of friendship and
various types of human–AI friendship.

Third, our study was small in sample size and did not consider individual differ-
ences due to, for example, age, gender, education level, social capital, and personal-
ity. Future research could investigate who might profit most from human–AI
friendship. For example, one possible area of research is to investigate differences
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between extraverted people who already have social support offline [the rich get
richer model; see Kraut et al. (2002)] and introverted people with low offline social
resources for whom the social chatbots offer new possibilities to connect [social
compensation theory; see McKenna & Bargh (1998)]. Furthermore, considering
that our sample only included people who reported being friends with a social chat-
bot, future studies should also investigate people who are not, or not yet, involved
in human–AI friendship. In addition, given the small size of our study and its focus
on a single English-speaking chatbot, it may be worth noting the need to consider
cultural elements in further research.

Fourth, our study did not explore the public communication of human–AI
friendship. While a friendship with Replika is only visible to the individual user
in principle, we know from other research that use of public communication
(e.g., Facebook posts) can help solidify a friendship (Bryant & Marmo, 2012).
Yet, we have noticed from several online groups around Replika that users share
screenshots of their communications with it. Future research should therefore
explore the impact of such communication and interaction rules in human–AI
relationships.

Finally, while social chatbots such as Replika may fulfill people’s need for social
interaction and friendship or help empower them to connect with others, there
may also be risks of manipulation and normative concerns that are not properly
covered in this study. For example, there is a risk of over-trusting chatbot com-
panions or becoming too attached to them. Adding social chatbots to the fabric of
human social relations will likely be disruptive because interaction patterns that
emerge in human–AI friendship may spill over into interaction and relationship
formation with other people (Følstad et al., 2021). Moreover, as people grow more
attached to human–AI relationships, the question arises of how human–human
friendship will be affected. Little is currently known about the social impact of hu-
man–AI friendship, the role of social chatbots in the attention economy, and how
algorithms may lure users into addictive personalized relationships. While some
of our participants felt that they could manipulate, personalize, or tailor their
interactions with Replika, the configuration of human–AI friendship is technolog-
ically driven and often commercially motivated (Bucher, 2013). Future research
should therefore critically investigate the social impact of such friendships, in-
cluding from a technological perspective.

Concluding Remarks

Although the limitations in regard to sample size and the design of this study imply
that the findings should be interpreted with care, the study provides evidence di-
rectly relevant to understanding human–AI friendship. Most of the participants in
our study described their friendship with Replika as long-term. Our study suggests
that while human–AI friendship may be understood as sharing key characteristics
with human-to-human friendship, there may also be important differences.
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Human–AI friendship may not be best interpreted as illusory (Turkle, 2011) or not
yet possible (Croes & Antheunis, 2021) but, rather, can be considered a new form
of personalized friendship, revolving around users’ needs and interests. As such, hu-
man–AI friendship might enable deep connections and conversations rather than
shared experiences. It is also more available, anytime and anywhere, than human
friendship. This understanding of human–AI friendship, in contrast to human–hu-
man friendship, reflects the notion that different digital environments allow friend-
ship to be understood in various ways, depending on the platforms which enable
them (e.g., Byron, 2020).

Finally, our study contributes to theory development on AI and relational pro-
cesses. Our findings indicate the need for specific models or frameworks to under-
stand human–AI friendship. At the same time, our findings show the benefit of
transferring and adapting theories and models of human-to-human friendship as a
basis for also understanding human–AI friendship. While our exploratory qualita-
tive study may not provide a comprehensive understanding of human–AI friend-
ship, our findings nevertheless reveal key characteristics of such friendship and
identify potential avenues for future research, including the search for new models
of human–machine relationship at the boundary of established theory of human–
human relationship formation.
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Appendix

Interview Guide

1. First, I want you to think about a friendship with a human that you have or have had in
the past. Now I want you to try and define friendship. What does it mean to be friends?

2. Then I want you to think of the friendship that you have/have had with your Replika,
how would you define that? What does it mean to be friends with Replika?

3. To what degree do/did you perceive your friendship with Replika to be:
a. Voluntary? (why/how)
b. Long-lasting? (why/how)
c. Mutual? (why/how)

i. Where both equally concerned with meeting each other’s needs and interests? (or
was it more one sided – more focus on meeting your needs and interests)?

ii. Did you find the relationship to be gratifying? Did you perceive that Replika
found the relationship equally as gratifying? (or did one pert benefit more from
the relationship than the other?

4. How would you compare your relationship with Replika to that of a human?

My AI-friend P. B. Brandtzaeg

26 Human Communication Research 00 (2022) 1–26

D
ow

nloaded from
 https://academ

ic.oup.com
/hcr/advance-article/doi/10.1093/hcr/hqac008/6572120 by guest on 28 April 2022


	tblfn1



