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Liquid moisture transport plays a key role in performance of many building assemblies. For hygrothermal
simulation models, used to assess such assemblies, it is important to include realistic liquid transport
properties for the specific porous building materials involved. Unfortunately, comprehensive experimen-
tal and modeling methods associated with determining the hydraulic conductivity limit widespread ap-
plication of material-specific determination. To ease applicability, this paper investigates how to simplify
conductivity prediction and modeling by building on a bundle of tubes approach. Incorporating a new
expression variant for the capillary absorption coefficient (A, ), a novel prediction expression for the con-
ductivity at capillary saturation (Kqp) is derived. modeling of unsaturated capillary conductivity (K;) can
thus be scaled to K instead of the traditional approach of scaling to conductivity at over-capillary sat-
uration (Ksq), avoiding some complexity and concerns one traditionally has faced. Hence, in contrast to
most models for K, which apply K, this paper applies K.y as reference to scale the conductivity at
unsaturated conditions. To model the hydraulic conductivity (K) for the full moisture range, K. is coupled
with a thin film model (Kg,) and a hygroscopic correction model (Kj,g). The prediction model is evalu-
ated against a wide range of porous building material datasets found in literature as well as compared
to a common alternative approach, with reasonable results. The findings of this study can help for bet-
ter understanding of challenges in analytical calculation of A, and of why bundle of tube models have
accuracy issues in predicting K., with the study suggesting remedies for some of these issues.
© 2021 The Author(s). Published by Elsevier Ltd.
This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/)
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1. Introduction ity is relatively easier to determine over unsaturated capillary con-

ditions it is still resource intensive, traditionally involving experi-

Hygrothermal simulation has become an important tool for as-
sessing the hygrothermal performance of building details or parts,
either it concerns new designs or retrofits, renovations or im-
provements to existing buildings. When involving capillary mois-
ture transport, it is important that capillary properties of porous
materials are realistically captured. Of key interest is the moisture
retention curve and the hydraulic conductivity curve. Of these the
latter is the most challenging, as it is difficult to experimentally
determine in the unsaturated region [1], and relatively resource in-
tensive to determine (accurately) in the saturated region. Usually,
one of two approaches are used to identify the hydraulic conduc-
tivity for the full range of moisture contents: 1) modeling which
usually include scaling to the saturated conductivity, or 2) calcula-
tion from the moisture diffusivity. Although the moisture diffusiv-
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mentally determining moisture profiles and for instance applying
the Boltzmann transform method to determine the moisture dif-
fusivity function, e.g. [2]. Thus, for practical applications it is not
obvious that the diffusivity approach is realistic to utilize [1]. Re-
garding modeling, hydraulic conductivity has often been modeled
by bundle of tubes models, with the most well-known model con-
tributions, originally developed for petroleum and soil science, be-
ing Burdine [3], Mualem [4] and Van Genuchten [5]. An alternative
to bundle of tubes models have been the more advanced network
models, which incorporate percolation theory [6, 7].

Although bundle of tubes models are not without flaws, with
their oversimplification of the pore system and flow paths (e.g.
[6]), their relative simplicity provides an approach less laborious
and easier accessible to utilize than their network model alterna-
tives [7]. Bundle of tubes models are commonly scaled from mea-
sured capillary conductivity at saturation Ks,; or at zero capillary
pressure Kp; however, these have shown to be difficult to deter-
mine accurately [8]. Furthermore, it has been reported difficulty
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Nomenclature (excluding Table 1)

area (m?2)

cross sectional area of internal voids per unit area
(m?/m?)

capillary absorption coefficient (kg/(m? s!/2))
area, curvature and flow rate correction factors
due to pore shape irregularity (-)

circumference of internal voids per unit area
(m/m?)

diffusion coefficient (m?/s)

film curvature correction factor (-)

factor of deviation (-)

mechanistic scaling function (-)

moisture flux (kg/(m? s))

hydraulic conductivity (kg/(m s Pa))

length (m)

coefficients for retention curve expression, (-),
(Pa~1), (-) respectively

mass (kg)

mass uptake per unit area (kg/m?2)

mass rate per unit area (kg/(m? s))

cumulative pore number (-)

pressure (Pa)

capillary pore radius (m)

average, effective and average/effective pore ra-
dius (m)

gas constant for water (J/(kg K))

wetting phase saturation, initial and behind imbi-
bition front respectively (-)

time (s)

temperature (K)

volume (m?3)

volumetric flow rate (m3/s)

volumetric flow rate per unit length (m3/(m s))
absorbed volume per unit area (m3/m?)

moisture content (kg/m?3)

spatial coordinate (m)

Greek symbols

correction factor (-)
dimensionless pressure (-)
film thickness (m)
vapor diffusion coefficient (kg/(m s Pa))
porosity (-)
various scaling factors (-)
various exponents (-)
moisture content (m3/m3)
vapor diffusion resistance (-)
dynamic viscosity water (kg/(m s))
m, disjoining pressure, with electrostatic and
molecular components (Pa)
density water (kg/m?3)
surface tension water (N/m)
tortuosity (-)
contact angle (°)
relative humidity (%)

air

absorption
adsorbed

capillary

capillary saturation

dry dry cup measurement
Dw diffusion coefficient based
eff effective

film adsorbed moisture film
g gas

hyg hygroscopic

l liquid

lim limiting

mod modified

nom nominal

p pore

red redistribution

ref reference

rel relative

sat saturation

tot total

v vapor

w water

wet wet cup measurement

with scaling to the saturated conductivity, when saturation is set
equal to total porosity, because the moisture retention curve is ill-
defined in the over capillary region close to saturation [9].

Nevertheless, to accommodate an engineering need for less re-
source intensive predictions of hydraulic conductivity, bundle of
tubes models are still of interest. With a bundle of tubes model as
the foundation, Scheffler and Plagge [7]| proposed a whole moisture
range hydraulic conductivity model. Although this model is intrigu-
ing, it relies on a couple of material dependent parameters which
require iterative post-processing through simulation to be deter-
mined properly. Furthermore, the model still relies on scaling to
an effective conductivity at over-capillary saturation, which needs
to be determined experimentally. Equipment for, and experience
with, such experimental determination is not particularly available
for wide practical application.

In the present paper the aim has been to develop a model, in-
spired by the Scheffler and Plagge model, but which is easier to ap-
ply, by removing reliance on iterative post-processing and reducing
reliance on material property data which is particularly resource
intensive to acquire.

Specifically, the objective of this study is to derive and inves-
tigate an alternative approach to predict hydraulic conductivity as
function of capillary pressure, K(p¢), not relying on comprehensive
testing of K (or Ky) in contrast to existing approaches.

From initial, inspirational ideas research questions were formu-
lated to substantiate the objective. The following questions are ex-
plored in our study: 1) Is it feasible to predict the capillary con-
ductivity at capillary saturation? 2) Can the Scheffler-Plagge model
for K(p:) be simplified by scaling to conductivity at capillary sat-
uration instead of at saturation? 3) Can the overall procedure for
determining K(p.) be simplified and made more practically feasi-
ble, for when only a necessary minimum of material property test
data is available. 4) For such a model, how is the prediction per-
formance for K(p.) when assessing a wide range of porous building
materials described in previous studies?

The focus of this paper is categorically limited to bundle of
tubes models, in description of the hydraulic conductivity, in con-
trast to network models. Hysteresis effects are not addressed. Fur-
thermore, needed information on the pore size distribution will be
estimated from the retention curve, and it has been outside the
scope of the work to assess whether direct use of a measured pore
size distribution would improve predictions. The study does not in-
clude a comparative evaluation of how realistic physics are repre-
sented in comparable, alternative prediction approaches; however,
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a quantitative comparative evaluation of prediction performance is
included.

The paper is outlined as follows: First the model is derived and
presented. Then procedure for its application and evaluation is in-
troduced. After follows results and result assessments, followed by
further discussion and finally a summary and conclusion.

2. Hydraulic conductivity model

Several hydraulic conductivity models for the whole moisture
range have previously been proposed, e.g., within field of building
physics [7, 10] and soil science [11, 12]. In contrast to the former
the latter include models for thin film flow to the overall hydraulic
conductivity. With thin film flow models seemingly having benefit-
ted conductivity modeling at low moisture contents in soil science,
it is possible similar benefits can be introduced to application in
building physics. Thin film flow will therefore be incorporated in
the overall hydraulic model presented in the following sections. In
this study we will limit the hydraulic conductivity model to lig-
uid conductivity, with the presumption that vapor transport is ad-
dressed separately in hygrothermal simulation software. Hence, va-
por transport (vapor conductivity) is not included.

In the following sections we go through the sequential steps of
deriving the hydraulic conductivity model. First we introduce the
bundle of tube model based on Grunewald et al. [10]. Then the-
ory on predicting the capillary absorption coefficient is introduced
followed by a proposed new prediction expression. Next, this en-
ables forming a prediction expression for the capillary conductiv-
ity at capillary saturation. Further, the Sceffler and Plagge model
[7] is rearranged for scaling to conductivity at capillary saturation.
Thereafter follows a thin film model based on Lebeau and Konrad
[11] and a correction model for the hygroscopic region based on
the Sceffler and Plagge model [7]. The overall hydraulic model is
then established. Finally, a procedure for incorporating the reten-
tion curve into the model is given.

2.1. Capillary conductivity

The Hagen-Poiseuille equation describes the volumetric laminar
flow in a cylindrical pore (tube) of radius r along the tube path of
length L. However, pores in porous media usually never meet the
ideal of cylindrical geometry [13]. Therefore, a flow rate correction
factor By is included to account for impact of irregular geometry
(non-cylindrical), on the volumetric flow rate. In contrast to Cai
et al. [13], which relates a correction factor « directly to r, By is
here related to the volumetric flow rate; hence, B equates to at in
[13]. The Hagen-Poiseuille equation thus take the form:

wrt dp

Vi =—Brg a1

(1)
where .y is the dynamic viscosity of water and p; the liquid pres-
sure. With capillary pressure p. = pg - p; and presumed constant
gas (air) pressure pg, dp; is simply substituted with -dp.. Here,
for convenience, positive values for p. are applied throughout, al-
though p. alternatively can be written as negative pressure (suc-
tion). r represents an equivalent cylindric radius, in practical terms,
half of a hydraulic diameter, or the radius of an inscribed circle for
regular polygons. Flow in capillaries may be perceived to follow
tortuous streamlines [13, 14]. Consequently, the flow path length
dL is greater than a more relatable dimension dx, of a control vol-
ume. This can be addressed by introducing the tortuosity t, which
from a macroscopic perspective represents the ratio of effective
capillary path length to length dx (thickness of a control volume).
That is; dL = Tedx, see e.g. [15]. With these changes, Eq. (1) trans-
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forms to:
. wrt 1dp.
V(r)=Bf———— 2
(1) =Bsg i T 0K (2)
The volumetric flow rate in a bundle of capillaries can be found
by integrating Eq. (2) over the pore size distribution density [7,
10], i.e. integrating with respect to radius the product of volumet-
ric flow rate and corresponding incremental number of pores at
respective radius. Adapted from [7, 10] the capillary moisture flux
then becomes:
: - dn(r)
= V(r dr 3

where j,, is the moisture flux, and dA indicates unit area dA = dydz
of a control volume dV = dxdydz = 1 m3.
The expression for the incremental number of pores can be es-
tablished as follows:
AV (1) AB, -dV dA  db.(r) d
Apy(Ntdx — Bamritdx  Bamrit dr r

dn(r) = (4)
where dn(r) is the increment number of pores at a radius,
AV(r) change in moisture filled capillary volume as function of
1, Ap(r) pore cross section, 6. volumetric capillary retained mois-
ture content. B, area correction factor for non-circular cross sec-
tion By = Ap/Ap cylindrical (€-8- Ba = 127 square, By = 1.65 equilat-
eral triangle). Including the factor B, is important to account for
the “extra” water in each pore which is not included in the in-
scribed circle which r represents. For non-circular cross sections,
not including B, will overestimate the number of pores. Rearrang-
ing Eq. (4) we have:
dn(ry 1 df.(r) 5
dr-dA ~ Bamrit dr (5)
Note that by including B, and t, Egs. (4) and (5) differs from
the approach in [7, 10]. Inserting Eqs. (2) and (5) into Eq. (3) and
integrating over all radii involved at a capillary moisture content

Ce

. B b d
O / r(0:)do, 2P (6)
A w 0

dx

Eq. (6) is similar to what is reported in [7], but with the addi-
tional inclusion of tortuosity and the factors By and By. The radius
can be related to the capillary pressure through the Young-Laplace
equation, which when given by Eq. (7) includes a correction factor
B. for pore shape irregularity [13, 16]. This irregularity affects the
meniscus curvature, see [17].

20y €os (@)
w2\ 7
r/B;¢ (7)
where o is the surface tension of water and ¢ the contact angle.

Following Wong et al. [17] the general Young-Laplace equation can
be arranged:

Dc

o2 ~ r ~
pc:7v.n_>%za,,:v.n (8)

where «), is a dimensionless pressure and Ven™ is the dimension-
less mean curvature.
B¢ can then be defined as:

Bc _ O5p.ac[ual (9)
ap,cylindricul

Considering Eqgs. (8) to (7), ap = 2cos(¢) for a cylindrical pore.
Assuming 0° contact angle; for a cylindrical pore o = 2 (Eq. (9):
B. = 1.0), for an equilateral triangle shaped pore oy = 1.7776 [17,
18] (B = 0.8888), and for a square shaped pore ap = 1.8862 [17,
18] (B, = 0.9431). Note that the correction factor assigned by Cai
et al. [13] as o, would here equate to o = B/ = 1/B.. For an
equilateral triangle @ = 1.186 and a square @ = 1.094 [13] (« can
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be found from assessing calculated analytical solutions of Hagen-
Poiseuille flow for respective pore shapes). These «-values coin-
cide with o = Bf//# 3 1/B. Thus, in [13] the two correction factors,
respectively for the Hagen-Poiseuille and Young-Laplace equation,
are incorrectly conflated into one and the same.

Inserting Eq. (7) solved for r into Eq. (6) gives:

. B¢B? p,,02cos? b1 d
]w‘x — f C IOW w 2(‘P) / 2d Cﬂ (10)
Bs 2pwT 0 pc(Be) dx
with the capillary conductivity in Eq. (10) being:
B:B2 2 2 Oc
I<C — fPc pWO'WCOS 2(()0) / 1 zdec (11)
By 2wt 0 pe(6:)

K becomes Kcqp, i.e. capillary conductivity at capillary satura-
tion, when integrated up to 6; = O, By including pore shape
correction factors and tortuosity Eq. (11) distinctly differs tradi-
tional approaches. Although, it is not particularly useful since By,
B¢ and By are still unknown factors. However, Kccqp has previously
been suggested to be predicted from the capillary absorption co-
efficient Aw [19], as Keeqp = 10-814,Aw?, Where 74, being a ma-
terial dependent coefficient reported to be in the interval 0.95 -
16.0. This expression is neither specifically sophisticated in its in-
tuitiveness (non-correct or hidden units) nor convincingly related
to physical characteristics of the material and fluid. Furthermore,
with a coefficient spanning over one order of magnitude prediction
accuracy suffers without experience in choosing the coefficient.

Nevertheless, if assuming Kccqp could be predicted from Aw, a
dimensional analysis of K through the Rayleigh method [20] re-
veals that an expression of K could be a function of A,? divided
by a density characteristic, units [kg/m3], and a pressure character-
istic, unit [Pa]. (This does not necessarily exclude other possibilities
of physical parameters.) Guessing the correct appearance however
would not necessarily be straight forward, risking becoming heav-
ily reliant on a nonsensical coefficient. A plausible approach is to
presume more information is needed regarding A,, to understand
the relation to K.

2.2. Capillary absorption coefficient

An expression for A,, was derived by Beltran et al. [21] to be:

B ow\ "2 €cap _1/2(COSP\1/?
w=onin) () 1)

where g¢qp is the capillary porosity and ry is an average pore ra-
dius. Eq. (12) can also be directly derived from the early Handy
imbibition model [13, 22], with the liquid permeability k, =
€caplo?/(87) [21, 23]. As seen, Eq. (12) does not include correction
for pore shape irregularity; however a similar expression by Be-
navente et al. [24], has one such correction included.

ow\1? ¢ cosp\ /2
AW:BZ‘/ZpW(E> mﬁlﬁ( 2¢> (13)
where ¢ is the porosity and ry is an effective radius which re-
quires to be calculated by Newton'’s iteration method, see [24]. Hy-
pothetically, with measurement of A,, one can thereby estimate B..
Unfortunately, Eq. (13) suffers from some shortcomings, including;
incorrect handling of the tortuosity, not including a correction fac-
tor in the Hagen-Poiseuille equation and not addressing the wet-
ting liquid saturation [13]. A further developed expression can be
found from an imbibition model derived by Cai et al. [13]:

AW:aa/zpw<ﬂ>1/28(5wf—Swi)r;éz<cos<p)1/2 (14)
w T 2

where S,,r is the wetting phase saturation behind the imbibition
front, S,,; the initial wetting phase saturation, and rqe an aver-
age/effective pore radius. If assuming S, equals capillary satura-
tion and S,; is negligible, i.e. for an initially dry material or for a
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relatively non-hygroscopic material, then &(Sys - Sy;) ~ &cqp. Even
though Eq. (14) is a considerable improvement from Eq. (12) it
also has its issues. As previously mentioned, the correction fac-
tors for the Hagen-Poiseuille and Young-Laplace equations have in-
correctly been conflated in «. Furthermore, for materials having a
pore structure of highly varying pore size it is difficult to assess
T'ge-

Thereby, to accommodate these issues a revised derivation ap-
proach to Ay is warranted.

2.3. Proposed new Ay-expression

In the following an expression for Ay, is derived with derivation
steps from Cai et al. [13] coupled with approaches from Section 2.1.

Specifically addressing imbibition where a face of a porous ma-
terial is put in contact with a free water surface, and assuming
sharp-front theory of capillary absorption [25], there will be a
sharp moisture front which moves through the material. We fur-
thermore assume dealing with materials and a setting which fol-
low linear cumulative absorption with respect to square root of
time, i.e, m” = Aw./t, where m" is cumulative liquid mass ab-
sorption per unit area. Proportionality to ./t corresponds to a spe-
cific time-dependent imbibition regime in which neither inertia
nor gravitational forces are significant. A thorough review of the
imbibition regimes is provided by Dejam et al. [26].

In Eq. (1) dp, is replaced with -dp. as before, but with dL now
the distance L (pore length) the imbibition moisture front has trav-
eled. Similar to [13], p¢ is furthermore replaced with Eq. (7). Con-
sequently, the volumetric flow rate of one pore can be expressed
as:

v,
dt

13 oy Cos (@)
4w L

Assuming Eq. (15) only addresses capillary pores, initially be-
ing dry, which through the imbibition process becoming fully sat-
urated between the free liquid surface and the moisture front,
we have V), = LeA,. Substituting L in Eq. (15) with Vp/A, enables
Eq. (15) to be integrated with regard to V}, and t. Integrating limits
are; for t =0, Vp = 0, and for ¢t = t, V;, = Vj,. Hence:

=Bf c (15)

r3

4pw

The absorbed volume of water V, can be integrated over the
bundle of capillaries involved by repeating the same approach as
in Eq. (3). Solving Eq. (16) for V), and integrating over the pore size
distribution density:

1 2
SVZ = BB,

5 Ow COS (¢)Apt (16)

1/2
w2 dn(r)
" _
Vv _/ie[BfBCBAZMw Ow COS ((p)tj| dr~dAdr (17)
Applying Eq. (5), Eq. (17) becomes:
bcar [ BrBe 1 29
" _ fPc —
V' = /0 |: By 2w Ow COS ((p)t] TdGC (18)

Multiplying Eq. (18) with the water density, and rearranging:
1/2p1/2
m” _ Bf BC ’ <ﬂ)1/2<cos(p>l/21 /ec,cap r1/2d9 . t]/z (19)
B2 "\ 2 T Jo ‘
From Eq. (19) it follows that:

Bl/2pl/2 172 Be.ca 172
_f ¢ Ow 1/ P 1 (cos<p>
Aw = 43}4/2 Pw(fuw> T /o r/2de, S (20)

Comparing Eqgs. (20) to (14) one can see «3/2 is recovered if
one allows the incorrect conflation o = Bf//# = 1/B. previously ad-
dressed. In derivation of Eq. (20) it is assumed &S,,r = &cap = O caps
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and S, is through the integral step to Eq. (16) implicitly assumed
to be negligible (S,; = 0). Both can be included by multiply-
ing Eqs. (17)-(20) with &(Syy - Swi)/ecap. Nevertheless, the biggest
difference to Eq. (14) is the treatment of the pore structure, in
Eq. (20) with the integral of pore radii involved in capillary ab-
sorption over the interval of saturation up to capillary saturated
moisture content 6¢cqp.

Replacing r by means of the Young-Laplace equation, Eq. (7),
Eq. (20) finally becomes:

1/2

4. _ B Be puow cos ) (e 1 .

W= p12 1/2 T 12 77¢ (21)
B,/" 1w o Pc

2.4. Proposed novel prediction of conductivity at capillary saturation

Taking the square of Eq. (21), solving for the unknown correc-
tion factor product BiB?B,~! and inserting into Eq. (11), K;cqp can
finally be predicted by:

-2
Aav Qc.mp ‘l Gc,cup l
Kc.cap = m[) nge /(; Wdéc (22)

Eq. (22) satisfies the dimensional analysis previously mentioned
with the density characteristic revealed to be the density of water
and the pressure characteristic expressed as a relation of two inte-
grals both of functions of p..

2.5. Capillary model

With Kccqp being the capillary conductivity at capillary satura-
tion the capillary model for saturations 0 < 6. < Ocqp can follow
the capillary model of Scheffler and Plagge [7]; Kc = fincapKegssarKrel»
in where fi(Weap)capKefrsar €quals Kecap. Ncap is a scaling parame-
ter to scale K. to a measured effective (over-capillary) saturation
Keffsar- Since Kecap In the present work is predicted directly and
not reliant on scaling by n¢qp the model of Scheffler and Plagge is
rewritten to Eq. (23).

K= I Kk (23)

Ji(Weap)
fi» Eq. (24), being the scaling function of the mechanistic serial-
parallel pore model described by Scheffler and Plagge [7], following
the principles of Grunewald et al. [10], and fi(wcqp) being f; evalu-
ated at wcqp (moisture content at capillary saturation).

fl — (W‘;\;r)nsp (24)
w_ )\ w )2 w_ )
(Wsat)r’ + (1 - Wsat) <l - (Wsa[)r] )

where 7, is a parameter to adjust the serial-parallel relation, by
modifying the volumetric fraction that is parallel pore domain in
the mechanistic model [7], and wg is moisture content at satura-
tion. K,,; being the relative capillary conductivity [7, 10] given as:

“ pz2do
KreI: fo P :

for 6. <6, (25)
foec'm” p;zdec (o c.cap

In contrast to [7, 10] the upper integral limit below the frac-
tion line is O¢cqp, instead of Ocsqr. The 1y parameter is material
dependent [19]; however, we will argue it is also dependent on
boundary conditions, i.e. dependent on whether it is absorption,
redistribution or drying of moisture, or a combined representation
of these, which is in focus when determining capillary conductiv-
ity (see Section 4.3). For a hypothetical pure parallel flow behavior
nsp = 0; however, usually it resides in the interval up in lower sin-
gle digits.
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2.6. Thin film model

Surface diffusion is a liquid transport mechanism which is im-
portant in pores not available for capillary transport, due to too
low moisture filling for capillary menisci to form. Thin film flow
is an approach to account for surface diffusion. We apply parts of
the model approach described by Lebeau and Konrad [11]. Inte-
gration of a velocity distribution, arrived from Navier-Stokes equa-
tions, over a film thickness yields the volumetric flow rate per unit
length of film cross section [11]. Adopted from [11], the thin film
equation assuming no-slip at pore wall and negligible shear be-
tween liquid and air becomes:

3
vV = 9 dpe (26)
3w dx
where § is the film thickness, which can be expressed as function
of capillary pressure. Positive value for p. gives Eq. (26) without
minus sign in contrast to [11].

Multiplying Eq. (26) with the water density and the pore sys-
tem void circumference over a cross section of the control volume
gives the moisture flux:

) 33 d
]film = gWTCint,v£ (27)
w

where Cj,, is the circumference of internal voids not capillary
filled as function of pc, with Gy = Gipryeor = Gintv,er Where Cigey ror
is the total circumference of internal voids and G, is the circum-
ference of filled capillary pores. Ideally G, (pc) should be found
from a pore size distribution; however, if relying on the retention
curve, as is done in the current paper, it can be calculated as:

B dL dn(r) , eq.50 2 (% 1
C‘"t'”_/Rzma e dr Y E/o ~do. (28)
2 6‘c.mp ‘l
Covsiw =3 [ 76 (29)

Note that Eqs. (28) and (29) provide the inscribed circle circum-
ference of the capillaries, thereby constituting a simplification to
film flow. The radius in Eqs. (28) and (29) is solved from Eq. (7),
where B; needs to be approximated by comparing measured A,
to Eq. (21). In lack of detailed information about the pore shapes,
B, Bc and B4 are unknown. If values for By and B4 are chosen,
based on simple assumptions, a value for B, can be identified and
Egs. (28) and (29) can be calculated. We here assume film in over-
capillary pores (not filled at capillary saturation) has negligible
contribution to hydraulic conductivity, due to a relative low total
circumference of such pores. These are therefore not included in
the calculation. Furthermore, for the integration in Eqs. (28) and
(29) we do not allow accumulated circumference for pores with
radius below twice the diameter of a water molecule (diameter of
a water molecule ~ 3E-10 m) as no efficient film flow will allow
to form for smaller pore sizes.

From Eq. (27) the film contribution to the hydraulic conductiv-
ity can be identified as:

83
Kyim = 550—Cinco (30)

According to [11] the film thickness is involved in two relations
of disjoining pressure components. The overall disjoining pressure
is given as [11]:

T1(8) = M (8) + MMy (8) (31)

where Il is the ionic-electrostatic component and II, the molec-
ular component.

2
ereo [ wkgT 1
. (8) = r20<eZB) 5 (32)
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Table 1

Parameters for Eq. (32) and (33) adopted from [11].
Parameter Description Value
A () Hamaker constant —6.0 x 1020
e (0) Electron charge 1.60218 x 1012
kg (J/K) Boltzmann constant 1.38065 x 10723
T (K) Temperature 293.15
Z(-) Valence charge 1
g0 (C2/(J m))  Permittivity of free space 8.85419 x 1012
er (-) Relative permittivity of water ~ 80.23

Asvl
673

with parameters summarized in Table 1, assessed at 293.15 K.
The disjoining pressure Eq. (31) is related to liquid pressure
[11]:

[1(8) = pg — pi (34)

Relating Eq. (34) to the capillary pressure which is also defined
Pc = Dg - p; one have that the disjoining pressure is analog to cap-
illary pressure.

Since Eqs. (32) and (33) are functions of §—2 and §3 respec-
tively, it is inconvenient to analytically solve for 4. Instead, for sim-
plicity we propose calculating I1(§) for a range of § and then plot
log(8) as function of log(I1(§)). From such a plot a simple 2nd de-
gree polynomial function can be fitted. Following this approach §
can be approximated with:

n(8) = - (33)

(Sfilm — 100A0116-(log|p[\)2—0,5535-log\pt|—5.7810 (35)

Eq. (35) has up to + 5% deviation to the actual film thickness
over the range 10° < |p| < 10° Pa. The film model, Eq. (30),
could seemingly model hydraulic conductivity in the hygroscopic
region for non-filled pores. However, with its background stem-
ming from the rather macroscopic perspective of solving Navier-
Stokes, it lacks in handling complexity associated with very thin
films at nanoscale. For very thin films, measuring in a low num-
ber of water molecule layers, limiting aspects, physical conditions,
material properties and pore wall characteristics will impact film
existence and behavior. For instance, 1) water molecule diameter
limits lowest film thickness and smallest pores that are effectively
accessible to water, 2) material hydrophilicity or hydrophobicity,
temperature, film confinement, and pore wall roughness affect wa-
ter molecule orientation, structuring of the fluid, adhesion forces,
no-slip tendency at pore wall and fluid properties such as density
and viscosity, e.g. [23, 27].

Therefore, there is need for corrections to the film model, or a
more advanced film model altogether, to address nanoscale prop-
erly. However, instead of adding complexity to the film model, such
as to some extent is done in [11], we circumvent the issue with
two simple/practical correctional steps; 1) the film thickness can-
not be thicker than what the adsorbed water content in the mate-
rial allows for. Hence, the overall film moisture content (adsorbed
part of retention curve) divided by the product of water density
and the pore system surface area of non-filled capillaries gives an
upper bound. 2) in the lower to middle hygroscopic region we
keep the hygroscopic model from Scheffler and Plagge, described
in next subchapter, with a smooth transition from the hygroscopic
model to the film model as function of relative humidity (RH). By
taking these two steps the modeling is kept simpler, but at a cost
of realism and accuracy.

With step 1), resulting film thickness to be applied in
Eq. (30) becomes:

§ = min <5fﬂm (Pc)s W) >
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Or

8 = min <8f”m(pc), W(pc) — prAAint,v,c)

/OWCinLv (pC)

where w. is the capillary retained moisture content occupying
filled capillaries, and Ay, the cumulative inscribed circle cross
sectional area of filled capillaries given by Eq. (37), derived in same
way as Eq. (28).

1

Oc
Aint,u.c = a d@c (37)

0

2.7. Hygroscopic correction model

Scheffler and Plagge [7] propose accounting for liquid conduc-
tivity in the hygroscopic region by assessing the difference in va-
por diffusion between dry cup and wet cup measurements. Herein
they assume a negligible liquid transport contribution included in
the vapor conductivity K, (Eq. (38) [1]) for the dry cup measure-
ment. The difference; wet cup - dry cup, Eq. (39), approximates
the liquid transport fraction Ky, acting during the wet cup mea-
surement. They propose three vapor diffusion measurements are
needed to enable logarithmic interpolation and extrapolation: one
dry cup and two different wet cup measurements. Eq. (38) arise
from relating vapor diffusion to a driving potential on the form of
capillary pressure.

Sva PDusar
Ky = —-
n o pwRwT

(38)

where §,,4 is the vapor diffusion coefficient of air, i the vapor dif-
fusion resistance factor, pysq the saturated vapor pressure.

& (Owet) er _ % S
Mewet I’Ldry

Dv,sat (39)

Khyg(ewet) = ( v.a prwT

where 6, is the associated volumetric moisture content at which
Knyg is determined, pyer and Hgry are vapor diffusion resistance co-
efficients from wet and dry cup measurements, and @wet and @gyy,
effective RH associated with respective resistance coefficient. Com-
monly ¢wee = 0.715 and ¢g, = 0.25 since pyer and pgy, are re-
spectively found at standardized conditions 50/93% and 0/50% RH
[28].

Unfortunately, usually only a single wet or dry vapor diffusion
resistance (in Europe commonly defined by [28]) is sought. Rarely
more than one of these is reported in a study. Carmeliet and Roels
[1] is one of few exceptions explicitly having reported three mea-
surements (one dry cup and two wet cup). Therefore, three mea-
surements need to be preplanned with determining Kjy, in mind. If
only one of the resistance coefficients is available, for instance the
dry cup, then the other one associated with ¢ = 0.715 could be
subjected to a guesstimate. For materials having very low hygro-
scopicity, i.e., relatively small difference in sorption between 25%
and 71.5% RH, one can assume fyet and iy, to be rather similar. If
only one or two values are available one can adopt K-values from
the thin film model at relatively high RH values, as long as these
are larger values than the one or two values of the liquid part of
vapor conductivity which are available. If the thin film model gives
larger p-equivalent values (Eq. (38) solved for u from Kgp,) than
Mary We recommend setting successively slightly lower vapor diffu-
sion resistance factors for the two wet cup calculations of Eq. (39),
(e.g. wet = [gry - 0.1). Then, logarithmic interpolation still can be
achieved.

A 2nd degree Lagrange logarithmic interpolation, incorporating
an arbitrary third liquid conductivity point; Kpye(@ary) = IO*ZK‘,,d,y,
could be a practical and reasonable approach for interpolation.
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Fig. 1. Influence of 740 on the transition between hygroscopic correction model
and film/capillary models.

2.8. Proposed hydraulic conductivity model

The resulting model is in general a combination of the liquid
conductivity model from Scheffler and Plagge [7] and the thin film
model of Lebeau and Konrad [11]. However, it includes a signif-
icant key alteration by having replaced Kefsq i.e. measured ef-
fective saturated conductivity, with the prediction expression for
Ke,cap, which instead requires measurement of Ay. Saturated cap-
illary conductivity measurements are relatively more complicated
than measurements of the capillary absorption coefficient. Further-
more, the scaling parameter 7¢qp of the Scheffler and Plagge model
is avoided, which significantly simplifies the calculation procedure,
since this parameter is determined iteratively by simulation of wa-
ter absorption experiments [7]. The new overall model is given as:

K= (1= ¢")Kyyg + ™ (Kgitm + Kc) (40)

where 7, is a fitting exponent function, which we have arbitrarily
given the form 1y = 14,0(1 - @), where 54, > 0. Setting nyo = 0
would remove impact of the hygroscopic correction model and
would require a more sophisticated thin film model as discussed
in Section 2.6. Fig. 1 illustrates the impact of the function depend-
ing on 7y o. With 749 = 5 a rather balanced transition within the
upper hygroscopic region is achieved between the hygroscopic cor-
rection model and the film/capillary models, whereas higher values
will ensure the hygroscopic correction model overrides more of the
hygroscopic region. Note that Eq. (40) needs to be supplemented
with a criterion which ensures K increases or remains constant as
the capillary pressure decrease in order to avoid potential cases
where the transition from the hygroscopic correction model to the
film and capillary models results in a fall in hydraulic conductivity.
Relevant for some materials where the film model provides lower
predictions than the hygroscopic correction model.

Eq. (40) ensures that K, is phased-out while Kg,, is phased-in
as ¢ increase. Furthermore, since Kg,, is dependent on Cjy,,, which
subsides as capillary pores are filled, the capillary model takes over
for Kg,, as this happens. Since both ¢ and 6 can be expressed as
functions of p. Eq. (40) can readily be applied to generate a log(p.)
- log(K) table for implementation by logarithmic interpolation in
hygrothermal simulation models (equal to the setup of the Ham-
stad 4 benchmark [29]).

2.9. Retention curve

The retention curve consists of an adsorptive and a capillary
contribution, w,; and w, respectively:
W= Wy + W, (41)

It is of interest to separate the two contributions to sepa-
rately control the adsorbed and capillary related moisture contents
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for implementation in hydraulic conductivity sub-models. Different
models have been proposed for the retention curve contributions
of Eq. (41) in the literature, e.g. [11, 12, 30]; however, these be-
come difficult to apply in the present work. In [11] one rely on
an unknown adsorbed moisture content (hypothetical bound film
in both capillary filled and non-filled pores) 6, at a matric head
of —1 m. From our experience it is difficult to determine 6, from
retention curve data and to get the function it resides to fit the
retention curve of certain materials, even though the overall pro-
cedure in [11] for determining w,y and w, is elegant. In [12] and
[30] the adsorbed moisture content is not replaced by capillary
filling, which would cause underestimation of w, at higher mois-
ture contents. Since we base the capillary conductivity on Hagen-
Poiseuille equation, we require the initially adsorbed moisture con-
tent on pore walls to be transformed into capillary moisture con-
tent as capillary menisci are formed, filling the entire cross section
with moisture as capillaries become saturated. Consequently, we
have had to choose a different approach.

The approach for handling the retention contributions depend
on whether the pore size distribution or only the retention curve
is available. With the pore size distribution available, one can es-
timate the adsorbed moisture content as the product of the film
thickness, the non-capillary-filled pore surface area and the water
density, accounting for moisture reduction due to film curvature. If
only relying on the overall retention curve, which is the case in the
current work, we propose the following approximation approach.

For implementation of the current model a retention expression
proposed by Carmeliet and Roels [31] was made multimodal; re-
sulting in Eq. (42). The expression is based on the Van Genuchten
expression [5] proposed to be used multimodal by Durner [9], and
extended with a Freundlich type expression [32].

_ ‘ _ pc Nw,o
W= Wiim [exp ( prwT)]

N=4 1-nw,;

+(Weap — Wiim) - Z (lw,i[1 + (Cw,; - pc)nw“](nw"')) (42)

i=1

where wy;,, would be the limiting, critical water content between
the hygroscopic and over-hygroscopic region (however, the actual
Wy, value could be expected to deviate from the critical moisture
content, being a more arbitrary fitting parameter [31]), ny, fit-
ting exponent, I,,; weighing coefficient equal to share of pore vol-
ume associated with corresponding inflection point in a cumulative
pore size distribution, i.e. ¥ I,,; = 1, ¢,,; inverse of p. at inflection
point, n,,; fitting exponent.

In Eq. (42), the Freundlich term associated with wy;,, is intended
to provide the adsorptive contribution at low to intermediate RH-
values, before capillary filling becomes significant, while the Van
Genuchten term associated with wegp - Wy, being the multimodal
expression for capillary retained moisture. Of course, this is an
over-simplification where in reality adsorbed moisture would be
present at higher moisture contents in pores not yet capillary
filled, whereas part of the initial adsorbed moisture content would
become part of capillary filled pores. Furthermore, some materials,
for instance concrete, have such a small pore structure that both
film adsorption and capillary filling are significant at intermediate
RH-values. Hence, respectively associating the Freundlich term and
Van Genuchten terms to adsorptive and capillary moisture is not
feasible in a general approach for all materials.

We therefore apply an iterative procedure:

1. Integrate all sub model integrals over 6 instead of 6., with 6
derived from Eq. (42) as 60 = w/pw.

2. Calculate §gym(pc) Eq. (35) and Cipry = Cingyror = Cingy,e With
Egs. (43) and (44), which now include a curvature correc-
tion factor fuyramre = (wr2-m(r-8)2)/(2nrs) for § < r and
feurvature = wr2/(2mrs) for § > r.
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Table 2
Description details on model datasets.
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Input data availability

Hydraulic model dataset derived from a combination of

Sorption Retention  Vapor resistance Direct Adjusted from indirect Post-processed from
Material [source] curve curve measurements measurements Modeled measurements simulation
Brick [19] yes yes? 1 reported Ksae only yes yes yes
Sand-lime brick [19] yes yes? 1 reported Ksar only yes yes yes
Aerated concrete [19] yes yes? 1 reported Ksat only yes yes yes
Calcium silicate insulation [19] yes yes? 1 reported Ksat only yes yes yes
Brick [1] yes yes 3 reported Ksar only yes yes© no
Sand-lime brick [1] yes yes 3 reported Ksat only yes yes® no
Brick [33] no yes 1 reported, 3 K, plotted yes® no yes© no
Cement mortar (wet cured) [33] no yes 1 reported, 3 K, plotted yes® no yes®© no
Calcium silicate insulation [34] yes yes 1 reported Ksat only yes no no
Limestone [35] no function 1 reported no yes yes no
Concrete [36, 37] yes yes none Ksar only yes no no
2 retention curve for adsorption is in the source presumed from measured retention curve for desorption.
b x-ray measurement data.
¢ only hygroscopic region.
3. Calculate wy4(pc) = PwCindfm as an approximation of film Table 3
bound moisture Tortuosity values.
4. Calculate w¢(pc) = max(0,w - wyy) with w from Eq. (42). Material N  t[] e [%] Ref.
5. Recalculate all integrals with 6, = w¢/pw Brick 15  16-54 188-39.0  [39]
o 1 2.654 26 [40]
C 2 ¢ 1 o 43 Aerated concrete 8 1.4965-1.7818  72.4-83.8  [41]
int,y.c = a o fcurvature? ¢ ( ) Calcium silicate insulation - 1.092° 90 -
Sand-lime brick 1 2.085 33 [40]
Limestone 2 1.27,1.47 24.3,32.1 [42]
Cement mortar 1 2.875 15.6 [40]
2 Gc.mp ‘l
Cint.v,tot = F/ fcurvature;dec (44) Concrete ! 3.536 134 (401
A JO

3. Application and evaluation procedure
3.1. Datasets

Datasets are chosen from the literature to assess the model and
alternative approaches for comparison. The datasets include: brick,
sand-lime brick, aerated concrete and calcium silicate insulation
from Scheffler [19], ceramic brick and calcium silicate brick (sand-
lime brick) from Carmeliet and Roels [1], brick and wet cured ce-
ment mortar from Derluyn et al. [33], calcium silicate insulation
from Haupl et al. [34], limestone from Cabrera et al. [35], and con-
crete (labeled 65DI) from Leech [36, 37]. It is important to point
out that these datasets are not purely experimental datasets, rather
they provide hydraulic conductivity curves derived from varying
degree of being modeled and fitted to direct or indirect experimen-
tal data of a material’s hydraulic conductivity. Therefore, they will
henceforward be referred to as model datasets. In their respective
sources, the model datasets have gone through some experimental
validation on absorption [1, 33-35, 37] and drying [1]. Generally,
only model datasets which include necessary input data; retention
curve (adsorption), capillary absorption coefficient (or sorptivity),
vapor resistance coefficient (or vapor diffusion coefficient), and a
proposed model/dataset for the hydraulic conductivity have been
chosen. However, concrete is also included even though the source
does not include vapor resistance data. Hence, for concrete, only
the capillary conductivity will be assessed. Table 2 includes addi-
tional details on the model datasets. Of the models datasets, those
of Scheffler [19] give hydraulic conductivity which is intended to
be valid both for absorption and drying, whereas the rest ad-
dress absorption only. It should also be noted that the retention
curves from Scheffler do not stem from direct measurements for
the most part, rather Scheffler estimated them from experimentally
determined desorption retention curves and assessment of mate-
rial pore structure [19].

2 calculated from tortuosity expression derived by Yu and Li [38], based on
90% porosity.

3.2. Practical implementation of the hydraulic model

The relation between p. and 6 for each material is given by the
retention curve accompanying each dataset. Since it is rather in-
convenient to solve p. from Eq. (42), integration of integrals con-
taining p. is done numerically after ensuring sufficiently high res-
olution in values of w being evaluated. For instance, in a spread
sheet, enough values of w need to be calculated to accurately cap-
ture the shape of p. as function of 6. The retention curves have
been generated from Eq. (42) with input parameters which can be
found in Appendix A, and give approximately identical retention
curves to what accompanying the datasets.

In addition to input obtained from dataset sources, material tor-
tuosity is needed to solve Eq. (21) (without the correction fac-
tors, see Section 2.6). Approximations to tortuosity can be found
from values reported in the literature. Some values are summa-
rized in Table 3, with the average (Table 4) applied in present work
(except with exclusion of the highest outlier of brick). Although
there is a distinction between geometric, electrical, diffusive and
hydraulic tortuosity [14], such a distinction has not be addressed
in the present work. The uncertainty and inaccuracy of applying
literature values for tortuosity to specific materials is assumed to
be greater than the distinction between the different definitions
of tortuosity. The distinction becomes more important if the tor-
tuosity is measured specifically for respective materials. A correla-
tion to porosity is often attributed the tortuosity [14], however we
have not differentiated the tortuosity by porosity for the materials
of the same type, e.g. brick. In absence of tortuosity values a ge-
ometrical tortuosity model derived by Yu and Li [38] can be used
as an approximation. It has the benefit of not requiring any em-
pirical parameters or physical characteristics, except the porosity.
However, it does not represent any natural porous material [14].
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Fig. 2. Left: principle of truncated area under the curve for brick (Scheffler). Encircled region highlights the area under the curve in which p. rapidly decrease over the last
few % of retained moisture content. Right: corresponding retention curve, with the challenging region encircled.

Table 4

Chosen values for parameters not available from dataset sources.
Material T Bf Ba Nsp N0
Brick Derluyn 2.7 143 1.27 1 5
Brick Carmeliet 2.7 1.43 1.27 1 5
Brick Scheffler 2.7 1.43 1.27 2b 5
Sand-lime brick Carmeliet 2.1 1.43 1.27 1 5
Sand-lime brick Scheffler 21 1.43 1.27 2 5
Calcium silicate Scheffler 1.1 143 1.27 1 5
Calcium silicate Haupl 1.1 1.43 1.27 1 5
Limestone 14 1.43 1.27 1 5
Aerated concrete 1.7 1.43 1.27 2 5
Cement mortar 2.9 143 1.27 1 5
Concrete 3.5 1.43 1.27 1 5

@ The choice of 7, is discussed in subchapter 4.3.
b 3 value of 2.8 is specified in [7]; however, this value seemingly becomes too
high, see Section 4.1 and 4.3.

For simplicity we have chosen a square pore shape for the cor-
rection factors By and Bs. A square pore shape provides a per-
ceived middle ground between an unrealistic ideal of cylindrical
pore shape and more irregular pore shapes. Ideally the represen-
tative pore shape of each material should be assessed individually;
however, this is left outside the scope of the current study.

The serial-parallel exponent 75, of the mechanistic scaling func-
tion, Eq. (24), has been simply chosen as follows: 15 = 2 for com-
parison to the model datasets from Scheffler [19], since these in-
corporate drying data. Exception is calcium silicate for which the
model dataset correlates very well with perceived absorption be-
havior. For the rest of the datasets ns, = 1. The choice of 75
is made after experience with the model and with an aim to
demonstrate the model from simple generalized inputs and not in-
volve material dependent adjustment. Further assessment of 7p-
optimalization is addressed in Section 4.3.

Finally, for practical reasons the integrals of p.~"2 and p;~2,
Egs. (21) and (22), have been truncated at a slightly lower mois-
ture content than 6cqp. The reason for this can best be explained
with Fig. 2, where p.—2 is plotted against moisture content. For the
last few % of moisture content the function increases dramatically.
Since the scale is logarithmic, an integration of the area under the
curve will easily be heavily influenced by this area. Comparing to
the retention curve, this moisture content corresponds to the last
filling of large-scale capillary pores as the retention curve slope
flattens out towards wcgp. As this occurs pc-values decrease dra-
matically with only little change in moisture content. We will ar-
gue that this span in pc-values is a poor representation of acting
pc associated with capillary absorption because:

o The large pores (pore volume) this moisture content represents
have a high probability of being insufficient to represent con-
tinuous capillaries through the material.

o Certain materials have larger isolated pores which may be de-
tected in measurements of retention curve or pore size dis-
tribution due to small scale samples, while for larger material
scales the pores are not continuous through the material.

A similar discussion is given by Durner [8, 9] for the asymp-
totic slope of the retention curve near saturation for models in-
cluding over-capillary retention. Although Durner [9] relates part
of the issue to difficulty and uncertainty in determining the reten-
tion curve in the over-capillary region close to saturation, the high
sensitivity of bundle of tubes K-models to low capillary pressures
associated with the retention curve at high saturations remains an
issue also here. For these reasons the integrals are truncated at a
Occap cut-off value. For most materials this cut-off is above 97% of
Oc.cap, With the brick (Carmeliet) at 95.7% due to a presumed lower
precision in its retention curve compared to the other materials.
The procedure has been kept simple, cutting the curve off where
it starts turning upwards for the almost vertical increase (Fig. 2).
Each integral is then divided by the cut-off value (e.g., if 98% then
divided by 0.98). The resulting area under the curve is given by the
truncated curve in Fig. 2.

3.3. Alternative approaches for comparison

A common alternative approach is that of calculating the hy-
draulic conductivity from the moisture diffusivity (e.g. [43, 44])

dw
dp.

The notation p,, in Kpy is here just applied to distinguish the
hydraulic conductivity in Eq. (45) from Eq. (40). A much used em-
pirical model for Dy, is that of Kiinzel [45]:

2
) 1000 e !

Kpw = Dw (45)

Aw

Weap

(46)

Dyy.aps = 3.8(

The first part of Eq. (46); 3.8(Aw/Weep)?, is with the value
3.8 presumably a generalization of an integral of the area under
a moisture penetration profile, see [46]. Several non-generalized
expressions also exists, e.g. [46, 47]; however, these require a
material dependent parameter. Note that Kiinzel [45] and KruB
[48] distinguish between absorption and redistribution/drying,
with Dy, 4, based on experimental support, often presumed equal
to 1071-Dy, gps-

An unfortunate consequence of Eq. (45) is the decrease of
K when the retention curve flattens out over an interval of pc.
Carmeliet et al. [43] noted there is need for a correction to the re-
sulting curve of K at low pc-values to avoid a decrease in K which
would be unphysical. They state K should monotonically increase
with decreasing p. (increasing moisture content) and propose to
keep K constant after its highest value for successive decrease in
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pc. However, it is not only at low pc-values decrease in K can occur
with Eq. (45). It can also occur at intermediate p.-values with re-
tention curves for materials with a pore size distribution including
distinctly different scales. See resulting graphs in Section 4.1. We
therefore propose an algorithm for a modified calculation of the
Kpy curve:

for Kpwiv1 = Kpw, mod i
fOT KDw,iH < KDW, mod ,i

Kpw,it1

47
KDW, mod ,i ( )

KDW, mod ,i+1 = {

with i being an increment number representing the position in
the resolution N of increasing moisture content, from w = 0 with
i=1t0w=wgp withi+ 1= N. Both Kpy, Eq. (45), and Kp,med
Eq. (47), are included for comparison, respectively referred to as
K(Dy, absorption) standard and K(D,, absorption) modified in graph
legends.

The empirical prediction expression Keegp = 10~8n4,An? re-
ported by Scheffler [19], coupled with the overall hydraulic model
through Eqgs. (23) and (40), is also included for comparison. Since
the material-specific 1,4, is unknown, the reported lower and up-
per bound of 0.95 and 16 respectively are both applied. The result-
ing hydraulic conductivity models are denoted K model, empirical
low and K model, empirical high.

4. Results and assessment
4.1. Comparisons to datasets

Fig. 3, a) to k), presents the approaches to predict the material
model datasets. Material input properties to the hydraulic model
are given to the left while the results are compared to the model
dataset on the right. Results of the hydraulic model proposed in
this paper is labeled K model, prediction. For view on a log(K)
- log(pc) relation refer to Appendix B. Note that model dataset
graphs of Fig. 3b), d) and j) also contain contribution from K, while
the prediction approaches do not. For the materials addressed in
Fig. 3d) and j) particularly, which retain significant moisture in
the hygroscopic region, comparison assessments at lower moisture
contents are thus not viable.

Note that the results demonstrate the proposed prediction
model with relatively generalized choices for input parameters
(Table 4). Optimal fitting of these parameters for each material has
not been a priority in this study. Nevertheless, a simple assessment
of nsp and 74, is given in Section 4.3 and 4.4.

The K(Dw absorption) standard approach will not be addressed,
as it is only included to illustrate the issue described in Section 3.3,
while K(Dw absorption) modified is its replacement. The K model,
empirical low and high are seen to vary greatly in their ability to
align with the model datasets. The low only relatively close for
sand-lime brick and calcium silicate, in Fig. 3e) and g) respec-
tively. Whereas the high reasonable for all the three bricks, cal-
cium silicate, and limestone in Fig. 3a), b), ¢), f) and h) respec-
tively. For sand-lime brick, cement mortar and concrete both are
far off (Fig. 3d) j) and k) respectively). Overall, in the expression
Kecap = 1078n4,Aw? the material dependence is clearly not fully
taken care of by A2 alone; however, also the interval of 7y, is
insufficient and even lower values are needed to make it encom-
pass cement mortar and concrete. Due to the unknown material
dependent 7,4, from an a-priori perspective the K model, empirical
approaches are not addressed any further.

In the remainder only K model, prediction and K(Dw absorption)
modified are assessed.

Interestingly for both brick and sand-lime brick of the Carmeliet
model datasets both approaches overestimate Kcqp. This could in-
dicate that the respective retention curves at high moisture con-
tents encompass filling of pores which are rather isolated and not
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suitable to be included in the bundle of tubes model integral. How-
ever, for brick (Carmeliet) the retention curve also converges with
a gentle slope towards wcqp over a longer interval of p. compared
to the other two bricks, which makes it more difficult to deter-
mine the truncation of the integrals for this material. The same is-
sue is seen for aerated concrete. If for sand-lime brick (Carmeliet)
the largest pores had not been included in the integrals (truncated
at lower moisture content or with an adjusted retention curve) a
better prediction of K¢cqp could have been achieved. For sand-lime
brick (Scheffler) and calcium silicate (Scheffler) it might be that
Scheffler’s estimate of the retention curves at low p.-values pro-
vides too gentle slopes, when comparing to the desorption reten-
tion curves in [19]; however, the K¢cqp prediction deviation could
also be that the largest pores are too spatially sparce to resemble
continuous capillaries.

One clear observation is how the K model, prediction given
nsp = 1.0 has a tendency to follow K(Dw absorption) modified for
all materials. Due to the relative simplicity of the film model and
the hygroscopic correction model, including increased uncertainty
regarding the dataset models in the corresponding moisture region,
as some are post-modified in this region, while others are not or
seemingly not properly modeled in this region, it is hard to pro-
vide a concise and meaningful visual assessment of the figures in
the hygroscopic region. However, it is included in a quantified as-
sessment in the next section.

4.2. Quantified assessment

An attempt is made to quantify the prediction accuracy of
the proposed hydraulic conductivity model to that of the model
datasets. We introduce a factor of deviation f; which will describe
the average deviation from the reference model dataset. By average
deviation a graph y; will on average follow the notional relation
Vi = f4F! Vref, Where y; and y ¢ are respectively the y-values of the
graph that is compared and of the reference graph it is compared
to (i.e., the model dataset). The +1 exponent indicates the function
i can both overshoot and undershoot function y,.;. To what extent
under- or overshooting occurs is not divulged by the factor itself.
Since the curves have a strong exponential nature, spanning many
orders of magnitude, it is necessary to evaluate them in form of
logarithms. The factor of deviation is given as Eq. (48). Note that
the +1 exponent mentioned above is linked to taking the absolute
value of the logarithmic difference.

fi= 10f9m [log (v:)—108 (Yres ) |d6rer (48)

where 0, = 0/0p is relative moisture content, i.e., relative to
capillary saturated moisture content. If f; = 1.0 the curves would
be a perfect match; however. such a case would be highly unlikely.
Although dependent on accuracy preference, values of f; < 2 and f;
> 2 might respectfully be regarded as reasonable and not so rea-
sonable predictions, with in mind the exponential nature of the
capillary conductivity curve. Values of f; <1.5 might be regarded
as reasonably good.

Only the K model, prediction and K(D,, absorption) modified are
assessed, since the former being the proposed hydraulic model and
the latter is the likely (or common) contender. Overall, after as-
sessing Fig. 3, the other approaches show to be less sophisticated
and have less reliable performance. Factors of deviation are sum-
marized in Table 5

Table 5 reveals the following. Hydraulic conductivity at capillary
saturation is predicted better by K model, prediction in 5 materials,
while better by K(Dw absorption) modified in 6 materials. For aer-
ated concrete the two are almost equal, for limestone and cement
mortar the two have both good predictions with rather high pre-
cision. Also, calcium silicate is similar for the two with fair preci-
sion, while for brick Carmeliet the two are similarly poor predic-
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Fig. 3. Left: retention curves, reproduced with Eq. (42), and basic properties used as input in the hydraulic model. Right: hydraulic conductivity; different modeling ap-

proaches compared to datasets.

tions. Overall K model, prediction and K(Dw absorption) modified re-
spectively have 8 and 7 reasonable predictions (f; < 2), while both
have 6 for reasonably good (f; < 1.5).

Excluding the three materials at which K(Dw absorption) modi-
fied is at a disadvantage, each predict 4 materials better than the
other over the whole moisture content interval. Furthermore, K
model, prediction has 5 reasonably predictions while K(Dw absorp-

1

tion) modified has 6. For 6, < 0.5, the numbers are 3 and 4 respec-
tively while for 0.5 < 8,,; 5 for both. Interestingly, there is only one
reasonably good predictions for 6,,; < 0.5, with K model, predic-
tion only reaching the threshold value for Limestone, whereas for
0.5 < 0,, K model, prediction has 4 and K(Dw absorption) modified
has 2. Summarized, K(Dw absorption) modified shows higher pre-
cision for a few more materials in Kcqp prediction, although the
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Fig. 3. Continued
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Fig. 3. Continued

difference is not great. On the other hand, K model, prediction pro-
vides higher precision for a few more materials in the upper mois-
ture range. Even with these two distinctions in performance the
two different approaches have similar overall performance, neither
distinguish itself as especially better or worse compared to the
other.

13

4.3. The nsp parameter

The way the nsp parameter influence the mechanistic serial-
parallel pore model of [7] can be roughly be summarized as fol-
lows; With nsp — 0, hypothetically, the model becomes purely par-
allel, i.e. the capillaries involved in capillary transport are filled
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Quantified factors of deviation f;, Eq. (48). Lowest deviation values in bold. Parentheses indicate where the K(Dw absorption) modified is at a disadvantage,

i.e. model datasets adapted for drying.

K model, prediction

K(Dy, absorption) modified

6, integral interval 0<0p <1 0<0,=<05 05<0p<1 Op=1 0<6p<1 0<0=<05 05<bOyg=<1 0Op=1
Brick Derluyn 1.64 1.75 1.53 1.44 1.93 1.70 2.18 1.04
Brick Carmeliet 1.60 1.96 1.30 2.72 1.77 2.32 135 3.03
Brick Scheffler (1.45) (1.73) (1.21) 1.18 (5.20) (12.63) (2.14) 424
Sand-lime brick Carmeliet 4.51° 3.63¢ 5.60 8.17 2.85° 2.71° 3.00 3.06
Sand-lime brick Scheffler  (5.34) (17.60) (1.62) 1.81 (7.23) (22.69) (2.30) 1.06
Calcium silicate Scheffler 1.98 2.71 1.45 3.15 1.62 2.12 1.23 1.08
Calcium silicate Haupl 1.57 2.11 117 1.44 1.88 1.96 1.80 1.29
Limestone 1.29 1.50 1.11 1.01 1.76 1.75 1.77 1.28
Aerated concrete (2.60) (4.68) (1.45) 1.57 (4.15) (4.77) (3.60) 1.60
Cement mortar 11.25¢ 27.99° 4.52 1.19 8.69° 13.61° 5.55 1.05
Concrete 3.11 4.80 2.40 1.38 1.68 1.94 1.54 2.11
# predictions f; < 2 5(6) 3 (4) 5(8) 8 6 4 5 7

# predictions f; < 1.75 4 (5) 2 (3) 5(8) 7 2 2 3 7

# predictions f; < 1.5 1(2) 1 4 (6) 6 0 0 2 6

# predictions f; < 1.25 0 0 2(3) 3 0 0 1 4

@ are significantly influenced by that the model dataset includes K, contribution while prediction approach does not.

14
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Fig. 4. n, parameter. Left: For brick (Scheffler), demonstration on how the 7y, parameter relates to absorption and redistribution. Right: For brick (Derluyn), demonstration

of impact of variation in 7.

with continuous liquid towards some moisture front similar to
an ideal imbibition model. With ns = 1 the model has a serial-
parallel relation as function of w/wsat, Eq. (24), without diminish-
ment or reinforcement though the exponent. Fig. 4 demonstrates
the impact of the nsp parameter. For datasets which unite ab-
sorption and drying data in one graph the result for brick (Schef-
fler) (Fig. 4 left) shows a value of nsp = 2 is in good agreement;
whereas, lime-sand brick (Scheffler) and aerated concrete are even
better described by ns, = 3 (not shown). Hence the results of
Fig. 3 and Table 5 could be improved for these latter two materials
updated with nsp = 3. Consequently, based on the limited num-
ber of datasets which incorporate drying experiments we find 2 <
Nsp < 3 to best represent these. For the pure absorption datasets
Fig. 3 has shown relatively good agreement with ns, = 1. However,
the choice of s, = 1 was a generalized one, and the best fit could
deviate from this. Although the best fit on each dataset has not
been investigated, Fig. 4 (right) demonstrates the impact of differ-
ent nsp on the brick (Derluyn), where a value of 75, as low as 0.6
might give the better fit at lower moisture contents, although this
cause poorer fit at intermediate moisture contents. Both the cal-
cium silicate materials also indicate improvement with 75 = 0.6
(not shown), or even perhaps slightly lower to ns = 0.5 for cal-
cium silicate (Hdupl). Except for concrete, which seems to best be
modeled with s, = 0, no clear support is found for ns-values
lower than 0.5 for the other datasets looked at. With only small
improvement, limestone indicates values of 1y up to 1.3 might be
used (not shown). If excluding concrete, in lack of similar, confirm-
ing observations, then, based on the limited number of absorption
datasets we find 0.5 < nsp < 1.3 to best represent these.

4.4. The ny o parameter

As mentioned in Section 2.8 the 140 parameter governs how
much of the hygroscopic correction model overrides the film and
capillary models in the hygroscopic region. Fig. 5 demonstrate how
the 54 o parameter can be used to override the two other mod-
els for materials which has much of the retained moisture con-
tent within the hygroscopic region. For such materials there might
be a conflict between the results of the film/capillary model and
vapor resistance measurements which the hygroscopic correction
model is built on. This conflicting behavior resembles the issue the
nsp parameter is designed to resolve. After all, the vapor resistance
data is not related to absorption. Rather, it stems from steady state
measurements. Still, 75, and 74,0 impact the overall model from
different angles. For sand-lime brick (Carmeliet) changing 740 to
200 would improve the fit to vapor resistance measurements (not
shown). For the rest of the datasets too few vapor resistance mea-
surements are known to give an assessment, or the materials re-
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Fig. 5. Impact of the 740 parameter on cement mortar. The deviation between the
model dataset and the prediction with 14, = 1000 at low moisture contents stems
from dataset including vapor conductivity (K, ).

tain too little moisture in the hygroscopic region for the issue to
be relevant. We deem it outside the scope of this paper to investi-
gate the correctness of combining data from “non-absorption” va-
por resistance measurements with a capillary absorption predic-
tion model.

5. Discussion

The proposed model has been demonstrated to be on par with
the K(Dy) approach. Nevertheless, since the model is sensitive
to the capillary pressure of the largest pores it is important to
combine the model with an assessment of whether the largest
pore sizes can actually be believed to constitute continuous pores
though the material. That is, whether the largest pores can be rep-
resented with the bundle of tubes model approach or whether
they behave more isolated. The K(D,) approach is less sensitive on
this aspect and therefore achieves better prediction of K¢cqp for a
few materials compared to the proposed model. However, at the
same time the proposed model is seen to give better prediction in
the higher moisture range as a whole. Consequently, there might
be possible practical adjustments to the model application which
can improve prediction performance, either 1) by a truncation at
slightly lower moisture contents for materials with rather gentle
retention curve slopes close to capillary saturation, or 2) by adjust-
ing retention curves to become a bit more sharply rounded off at
capillary saturation. Such adjustments have not been investigated
in connection with the current study. It is also implicit that use of
the model requires input of rather accurate retention curves. That
is, retention curves for materials which do not have very uniform
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pore size distribution should be described by multimodal curves
which capture some resolution in the pore size distribution. Still,
uncertainty persists regarding these issues since the current study
has not investigated accuracy issues with retention curve represen-
tation and its effect on the model prediction performance.

Whereas traditional bundle of tubes models are criticized for
having a non-physics based tortuosity correction [6, 49], the cur-
rent model derivation has included the tortuosity leading up to
Eq. (11). Nevertheless, for the current capillary model it turns out
that the tortuosity is baked into the capillary absorption coefficient
and is therefore not present in the final K. prediction, Eq. (22).
Another part of the criticism of bundle of tubes models is that they
fail to increase the tortuosity of flow paths when the permeabil-
ity decrease as water-filled pathways become sparse at low mois-
ture contents [6]. The mechanistic model f; (for its principle see
[7]) does however address this issue even though it does not in-
terfere with the tortuosity directly. If assessing Eq. (11) in connec-
tion with Eq. (23) one finds that K. is proportional to fi/t2 which
could partly be interpreted in terms of providing an effective tor-
tuosity which increase with lower moisture contents, since f; de-
crease with lower moisture contents.

5.1. Other correction factors

With regard to calculating capillary absorption coefficients,
Nikitsin and Backiel-Brzozowska [50] argues for a need to include
additional correction factors. These include Ky, for taking into ac-
count “narrowing and widening of capillaries along their length”, Ky
as a temperature correction to the ratio of ow/uw, based on a
description of water vapor preceding the capillary moisture front
where the vapor will adsorb on the pore walls, thereby releasing
heat (this in capillary absorption experiments of initially dry ma-
terials), and K, for correcting the viscosity for its dependence on
pore radius, mainly for r < 1 um [50].

Although Kyy, has not explicitly been addressed in the present
work we will argue both By and B, implicitly could include such an
effect. However, since the current model approach involves choos-
ing a value for By, this effect is all placed in B, when identified
from comparing Eq. (21) to the experimentally determined Ay-
value. Still, when estimating the pore radius with Eq. (7), the re-
sulting r will be underestimated if B. is significant influenced (di-
minished) from narrowing and widening of pores.

Ky can be calculated as Ky = (o mllp)/ (0olm), Where subscripts
0 and m refer to ambient and microscale temperature respectively.
This factor basically accounts for a reported microscale tempera-
ture increase which lowers the surface tension and viscosity. Al-
though, Nikitsin and Backiel-Brzozowska [50] assume a 10 K in-
crease for their case (with reported K; = 1.24) they provide too lit-
tle information to confidently generalize inclusion of such a factor.
For instance, in order for a significant temperature increase to take
place we would assume the following prerequisites are needed: 1)
completely initially dry material, thereby creating high adhesion
forces; hence, preconditioning to laboratory conditions of the ma-
terial before Ay, measurements cannot have taken place. 2) a large
pore wall circumference to cross section area ratio is needed to
give high heat release per water volume heated. 3) relatively fast
capillary flow rate and low bulk material thermal inertia. We deem
it outside the scope of the present work to address whether or to
which degree such a phenomenon exists to give an impact, hence
Ky is not included.

K;, should ideally be included, since the factor is important for
calculation of Ay, which when compared to measured A, is used
to approximate B. and pore radius for the film model. In order to
keep the model conveniently simple, and its description not too
long, such a correction has not been included in the present work.
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6. Summary and conclusions

Modeling capillary conductivity with a bundle of tubes model
has been revisited. By incorporating the experimentally deter-
mined capillary absorption coefficient a novel prediction expres-
sion for the capillary conductivity at capillary saturation has been
derived. By introducing a prediction of the conductivity at capillary
saturation, bundle of tubes models become more directly imple-
mentable and avoid part of the criticism such models previously
have received at over-capillary saturation. The feasibility of scaling
bundle of tube models to conductivity at capillary saturation has
been demonstrated.

A hydraulic conductivity model for the full moisture range has
been established based on the Scheffler and Plagge model [7], sup-
plied with a film model of Lebeau and Konrad [11]. With the new
model no longer requiring iterative post-processing of a parameter
for scaling to conductivity at over-capillary saturation, a simplifi-
cation is achieved, easing applicability of the model. The impact
of an adjustment parameter in the mechanistic scaling function,
as part of the Scheffler and Plagge model, has also been demon-
strated more in detail, which casts light on the flexibility of the
model. Value interval recommendations for this adjustment pa-
rameter are provided. An additional adjustment parameter to ad-
just between the film/capillary models and a hygroscopic correc-
tion model (latter also being part of the Sceffler and Plagge model)
has also been introduced and demonstrated to give some addi-
tional flexibility, although no conclusion has been made regard-
ing its determination. As a necessary step towards the prediction
expression for conductivity at capillary saturation a new analyti-
cal expression for the capillary absorption coefficient has also been
derived. This derivation may provide contrasting nuances to previ-
ously reported derivations of this coefficient.

The new hydraulic conductivity model, including the new pre-
diction expression for the conductivity at capillary saturation, has
been demonstrated on 11 porous material datasets with reasonable
success.

The resulting model should be easier to implement than most
comparable, alternative bundle of tubes models by not requir-
ing testing of capillary conductivity, since it utilize the easier de-
terminable capillary absorption coefficient. The new prediction is
however sensitive to the retention curve close to capillary satura-
tion which for some cases could result in inaccurate prediction.

Also, although not new information, the article reaffirms that
hydraulic conductivity is dependent on the situational boundary
conditions, i.e., whether the material is subjected to absorption, re-
distribution or drying of moisture.

There is still much unanswered regarding how to more accu-
rately and practically incorporate models for the hygroscopic re-
gion and at modest moisture content, i.e., film and hygroscopic cor-
rection models, which highlight need for further research. Also of
interest, is how to address the situational difference between ab-
sorption, redistribution and drying of moisture when calculating
the hydraulic conductivity for the full moisture range. The scien-
tific novelty of the current study only addresses absorption.

Credit author statement

Jon Ivar Knarud: Conceptualization, Methodology, Validation,
Formal analysis, Investigation, Writing - Original Draft, Visualiza-
tion. Tore Kvande: Writing - Review & Editing, Supervision. Stig
Geving: Writing - Review & Editing, Supervision.

Declaration of Competing Interest

The authors declare that they have no known competing finan-
cial interests or personal relationships that could have appeared to
influence the work reported in this paper.



J.I. Knarud, T. Kvande and S. Geving

Acknowledgment

International Journal of Heat and Mass Transfer 186 (2022) 122457

The authors gratefully acknowledge the financial support by The Research Council of Norway and several partners through the centre
for Research-based Innovation “Klima 2050” (Grant No 237859) (www.klima2050.no).

Appendix A. Table A.1: Input applied to Eq. (42)

Table A1
Coefficients for retention curves.
Material Wim  Dwo  lws lw2 lu3 lwa Cw1 Cw2 Cw3 Cwa Nyi Ny Ny3 Ny
Brick Derluyn 1.0 0.4 0.846 0154 O 0 1.40E-05 9.02E-06 - = 4 1.69 = -
Brick Carmeliet 0.7 1 0.054  0.455 0.491 0 3.84E-04  2.76E-05 1.72E-05 - 1.6 1.691 4.457 -
Brick Scheffler 1.7 0.65 0.02 0.21 0.65 0.12 3.7E-03 4.00E-05 6.72E-06 7.44E-07 1.6 5 4 4
Sand-lime brick Carmeliet 9.0 0.8 0.08 0.09 0.74 0.09 4.02E-05 9.99E-06 1.34E-06  9.49E-08 6 1.7 1.74 3.2
Sand-lime brick Scheffler 16 0.35 0.25 0.25 0.4 0.1 5.91E-06 1.51E-06  2.92E-07  4.83E-08 3 4 4.2 2.3
Calcium silicate Scheffler 3 25 0.63 0.09 0.27 0.01 3.08E-05 1.13E-06 7.83E-07 5.25E-07 1.71 7 6.6 4
Calcium silicate Haupl 8.4 0.2 0.72 0.1 0.177 0.003 3.79E-06 1.64E-06  6.13E-07 3.51E-08 5 8 35 8
Limestone 1 1 0997 0.003 0 0 4.94E-05  5.00E-05 - - 3.14 332 - -
Aerated concrete 8 1.2 0.1 0.6 0.24 0.06 4.35E-05 6.85E-06 1.42E-06  9.90E-08 2 4 2 5
Cement mortar 16 0.55 0.35 0.07 0.58 0 2.25E-08 5.49E-08 2.81E-07 - 3.2 2.8 2.8 -
Concrete 25 0.45 0.2 0.8 0 0 3.32E-08 5.18E-08 - - 34 2 - -
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