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Passivity assessment and enforcement utilizing eigenpairs information 
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A B S T R A C T   

Rational models can be a cause of unstable time domain simulations if they are non-passive. One commonly 
applied method for ensuring model passivity is to combine a passivity assessment step with a passivity 
enforcement step in an iterative loop where the model’s residue matrices are updated in each pass. This paper 
shows a new variant of such scheme that is computationally more efficient than an existing one. The advantage is 
achieved by transferring eigenpairs information between the two steps, rather than frequency samples where 
passivity violations exist. This leads to fewer inactive constraints in the constrained least squares problem 
associated with the passivity enforcement step, and thereby faster solving. The new approach is combined with 
the residue perturbation method known as RP-NNLS for maximum performance. The resulting procedure is 
demonstrated for the modeling of components with many terminals, a white-box transformer impedance matrix, 
grounding mat admittance matrix, and a black-box transformer model obtained via frequency sweep 
measurements.   

1. Introduction 

RATIONAL modeling techniques are essential tools in the modeling 
of power system components and subsystems for use in electromagnetic 
transient simulation studies. Typical examples include frequency- 
dependent modeling of transmission line/cable characteristics [1,2], 
frequency-dependent network equivalents [3,4,5,6] and transformer 
black-box modeling from measurements [7,8]. Very efficient modeling 
techniques are available [9,10,11] that can extract models from fre-
quency samples, typically in the form of a pole-residue model or a 
state-space model. The models are constrained to satisfy the physical 
requirements of causality and stable poles [12], however the passivity 
condition must with most methods be enforced by a postprocessing step. 
The passivity property is essential since it is a fundamental requirement 
to guarantee stable behavior of a model when included in a time domain 
simulation environment. 

Several passivity enforcement schemes have been proposed, e.g. 
perturbation of residue matrices [13] or their eigenvalues [14], or 
(equivalently) the state-space output matrix [15,16,17,18]. The 
perturbation is calculated in such way that the passivity condition is 
satisfied at frequencies where passivity violations are detected. These 
methods require iterations since a first order linearization is made when 
relating the passivity condition to the model design parameters. The 
iteration involves the solving of a passivity assessment step followed a 
passivity enforcement step. The passivity assessment can either be based 

on the eigenvalues of the admittance matrix real part [19], or on the 
eigenvalues of a test matrix that relates the model’s design parameters 
with the passivity condition [15,20]. In addition, passivity enforcement 
schemes have been proposed that do not require linearization [21,22]. 
These latter schemes, which are based on linear matrix inequalities 
(LMI), are usually too computationally demanding except for small-scale 
problems [17]. A detailed description of alternative passivity conditions 
and enforcement schemes is given in [23]. 

One of the iterative passivity enforcement schemes is residue 
perturbation (RP) [13]. Recently, one new variant [24] was proposed 
that converts the constrained least squares (LS) problem into a 
non-negative LS problem via QR factorization. The resulting method 
(RP-NNLS) was demonstrated to be highly efficient in solving problems 
with many terminals in terms of computation speed and memory usage. 
It was however pointed out [24] that the efficiency deteriorates when 
the NNLS problem to be solved includes many non-active constraints as 
the applied active set type solver will then require many iterations. The 
problem of inactive constraints becomes a major issue when combining 
RP-NNLS with the existing iterative scheme used in previous works [14, 
25] since the information about passivity violations passed to the 
passivity enforcement step is in the form of frequency samples. As will be 
shown, such approach can lead to an excessive number of passivity 
constraints. 

This paper proposes a new iterative scheme for use with RP methods 
that seeks to minimize the number of inactive constraints that can arise. 
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This is achieved by passing violating eigenpairs from the passivity 
assessment routine to the passivity enforcement routine, rather than 
frequency samples. It is shown that the number of constraints can then 
be strongly reduced in the case of models having many terminals. This 
alternative iterative scheme is combined with the RP-NNLS method to 
reach a highly efficient method. The resulting approach is demonstrated 
for three examples: Transformer branch impedance modeling (213 ter-
minals, 10th order), ground mat admittance modeling (121 terminals, 
30th order), and transformer measurement-based modeling (5 termi-
nals, 90th order). 

2. Problem statement 

It is assumed a rational model on pole-residue form (1) with n ter-
minals (ports). The model has stable poles ai but it is not necessarily 
passive. The poles ai and residue matrices Ri are real or complex con-
jugate, and the model’s admittance matrix Y is symmetrical. 

Yn×n(ω) = Rn×n
0 +

∑N

i=1

Rn×n
i

jω − ai
(1) 

Passivity of the model is to be enforced by an iterative procedure 
where the model’s passivity characteristics are assessed, followed by a 
passivity enforcement step which calculates a perturbation ΔRi to the 
residue matrices. It will be assumed that ΔRi is calculated using RP- 
NNLS by the active set method outlined in [24]. 

The objective is to introduce a new iterative passivity/assessment 
scheme such that the number of passivity constraints in RP-NNLS is kept 
as small as possible, thereby maintaining a high computational effi-
ciency with RP-NNLS. 

3. Samples method 

The approach to be improved is the iterative scheme introduced in 
[25]. That approach has been applied in several works, e.g. in the 
"Matrix Fitting Toolbox" that is downloadable from the internet (https:// 
www.sintef.no/projectweb/vectfit/). The information about passivity 
violations being passed from the passivity assessment step to the 
passivity enforcements step is in the form of two arrays of frequency 
samples, s2 and s3. As will be shown in Section 4 this samples-based 
information transfer will necessarily lead to an unnecessary high num-
ber of passivity constraints in the subsequent passivity enforcement step. 

3.1. Passivity assessment step 

Passivity entails that the model’s (terminal) admittance matrix G has 
positive eigenvalues at all frequencies [19], 

G(ω) = Re{Y(ω)} > 0 ∀ω (2) 

Crossover frequencies are identified where eigenvalues of G change 
sign. This can be done in two alternative ways:  

1 Via the eigenvalues of the so-called half-size test matrix Sin (3) [20], 
or via the Hamiltonian (full-size) test matrix [15].  

2 By calculating a frequency sweep of the eigenvalues of G. 

S = A
(
BD− 1C − A

)
(3)   

In the case of alternative 1 with S, the square-root of any positive real 
eigenvalue of S defines a crossover frequency where an eigenvalue of G 
changes sign. The CPU time of the eigenvalue computation can however 
become excessive for large models and one must then instead use 
alternative 2. 

By calculating the eigenvalues of G at any frequency point between 
two successive crossover frequencies, bands of passivity violations are 

established, see Fig. 1. In each violating band, the eigenvalues of G are 
calculated as discrete, smooth functions of frequency where so-called 
artificial eigenvector switchovers are removed by a switching-back 
procedure. Details of this procedure is described in Section 5.4. In 
each violating band, the frequency associated with the maximum 
violation of each violating eigenvalue is stored in an array s2. Fig. 1 
shows an example of a passivity band where two eigenvalues are 
negative. 

3.2. Passivity enforcement step 

Passivity is enforced at frequencies given in s2 by a residue pertur-
bation (RP) method, in this case RP-NNLS. The enforcement seeks to 
calculate a minimum perturbation (4a) of the model such that all vio-
lations defined at frequencies s2 are removed (4b). The samples used in 
(4a) are normally taken as those used when calculating the original 
model, e.g. by VF. 

ΔY(ω) = ΔR0 +
∑N

i=1

ΔRi

jω − ai
≈ 0 (4a)  

G(ω) + ΔG(ω) = (R0 +ΔR0) +
∑N

i=1

(Ri + ΔRi)

jω − ai
> 0 (4b) 

Eqs. (4a) and (4b) are solved simultaneously as a constrained linear 
least squares problem (5), where A is established from (4a) and C is 
established from (4b). 

min
x
‖ Ax ‖ s.t. Cx > d (5) 

The calculation of the constraint part of (5) is based on first order 
linear approximation between a matrix perturbation and the change to 
its eigenvalues [13,28]. This matrix perturbation is given by (6) when 
considering that G is real and symmetrical and it has been assumed that 
the eigenvectors have been scaled to unit length [13]. ΔG is the per-
turbed matrix, tj is a (right) eigenvector of G, and Δλj is the change to the 
associated eigenvalue. 

Δλj ≈ tT
j (ΔG)tj , j = 1,…, n (6)  

3.3. Iterations 

Since the constraint equation in (5) makes use of the linear approx-
imation (6), the solving of (5) will not make a violating eigenvalue 
exactly zero at the prescribed frequency. Also, new violations may occur 
at other frequencies. Iterations are therefore needed where the process 
of assessment and enforcement is repeated until all eigenvalues are non- 
negative. 

The robustness of the procedure is enhanced by complementing this 
(outer-loop) iteration with an inner-loop iteration which adds additional 
frequencies in an array s3 if the passivity violations in s2 results in 

Fig. 1. Frequency band with passivity violations.  
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passivity violations at new frequencies. The program then steps back 
and uses the previous model while adding extra constraints at the fre-
quencies in s3. The impact of frequencies in s2 and s3 on the passivity 
enforcement is illustrated in Fig. 2. The left plot shows one violating 
eigenvalue associated with s2 while the right plot shows one eigenvalue 
associated with s3. The permitted range of the perturbed eigenvalue is 
indicated by the vertical arrow. 

The total procedure is shown in Fig. 3. It is observed that the model is 
not updated during the inner-loop iterations, i.e. the same model (with 
residue matrices {Ri}0) is re-used but with more constraints. That way, 
extra constraints are added at those frequencies where new passivity 
violations would otherwise have occurred. 

4. Challenges with samples method 

The iterative procedure in Fig. 3 is robust but it becomes computa-
tionally expensive in the case of models where several eigenvalues have 
passivity violations within the same violation band. To see this, consider 
an example with three violating eigenvalues in the same violation band, 
see Fig. 4, left panel. The passivity assessment will in this case pass an 
array s2 containing three frequency samples. Because all three eigen-
values have a violation at all three frequencies, the passivity enforce-
ment routine will use nine constraints as shown in the right panel. This 
leads to nine rows in the constraint equation. It follows that the number 
of constraints can become very high in the case of models with many 
terminals n. 

The situation becomes even worse when the inner-loop feature is 
used. Assume that the first passivity enforcement step does not remove 
all violations. The subsequent (inner-loop) passivity assessment will 
identify the new violation extrema which are placed in array s3 and 
passed to the passivity enforcement routine. Because the frequencies in 
s3 do not give violations with the current model ({Ri}0), all eigenvalues 
of G must be included in the passivity constraint equation, ensuring that 
the enforcement step will not bring any of these (positive) eigenvalues 
below the zero line. It follows that each frequency sample in s3 results in 
n constraints, again contributing to the number of rows in the constraint 
equation. This is illustrated in Fig. 5 for a case with n = 3 eigenvalues 
where the removal of a single violation causes one new violation to arise. 
This results in a total of four constraints in the subsequent passivity 
enforcement step. Further inner-loop iterations normally lead to addi-
tional constraints. 

5. Eigenpairs method 

5.1. Eigenpairs 

The following proposes an alternative method to the Samples 
method is Section 3 which differs mainly in the information passed to 
passivity enforcement step. 

The actual building of C in (5) involves the first order linearization 
(6) between a perturbation of G and the change to its eigenvalues. It follows that the essential information needed by the passivity enforce-

ment step are the violating eigenvalues λj and associated eigenvectors tj. 
A new iterative scheme is therefore proposed where violating 

eigenpairs (λi, ti) (and associated frequency points) are passed to the 
passivity enforcement step, instead of frequency samples alone. These 
eigenpairs (and frequencies) are sufficient information for building the 
constraint equation. The procedure is shown in Fig. 6. Consider now that 
one moves into the inner loop and a (new) passivity violation extremum 
occurs at some frequency point. For the new model {Ri}1 and considered 
frequency s1, the eigenvector of the violating eigenpair is compared 
against all eigenvectors of the original model {Ri}0 at s1, and the closest 
eigenvector (from original model) is identified. That eigenvector and 
associated eigenvalue represents the (additional) eigenpair that is to be 
included as constraint. 

Fig. 7 shows the use of the Eigenpairs method for the illustrative 
example in Fig. 4 (Samples method). Only the violating eigenvalues Fig. 2. Perturbation range for eigenvalue associated with frequency in s2 (left) 

and s3 (right). 

Fig. 3. Passivity assessment and enforcement by Samples method.  

Fig. 4. Outer-loop passivity enforcement. Example with three violating eigen-
values in the same violation band. Left: Violation extrema; Right: violations 
used in constraint equation. 
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detected by the passivity assessment step are now used in the passivity 
enforcement step, reducing the number of constraints from nine to three. 

Fig. 8 further shows the example with one inner-loop iteration, 

corresponding to Fig. 5 in the Samples method. Only the violating ei-
genvalues from the outer-loop and the prospective violations from the 
inner-loop are now used in the passivity enforcement, reducing the 
number of constraints from four to two. 

5.2. Including local violations 

The outer-loop of the presented procedure in Fig. 7 places a single 
constraint at the global minimum (maximum violation) of each violating 
eigenvalue within a violating frequency band. The implementation also 
permits to include all local minima in the constraints, often reducing the 
number of iterations but at the cost of more constraints. All the pre-
sented examples includes local violations as constraints. 

5.3. Eigenvector closeness 

The selection of the closest eigenvector in step 4.iii in Fig. 6 is as 
follows. Consider one eigenvector t1 obtained from the model with 
residue matrices {Ri}1

, and the eigenvector matrix T0 obtained from the 
model with residue matrices {Ri}0, at the same frequency. The closest 
eigenvector from T0 is the one that gives the largest dot product with t1. 
That eigenvector is identified as the largest element of h in (7), where 
superscript H denotes transpose and conjugate. 

h = tH
1 T0 (7)  

5.4. Eigenvector tracking 

With both the Samples method and Eigenpairs method it is necessary 
to identify passivity violation maxima using a frequency sweep. When 
performing a frequency sweep, the eigenvalue calculation routine may 

Fig. 5. Outer-loop iteration followed by one inner-loop iteration. Example with 
single violating eigenvalue. The single constraint used in the (outer-loop) 
passivity enforcement leads to four constraints in the inner-loop passivity 
enforcement. 

Fig. 6. Passivity assessment and enforcement by Eigenpairs method.  

Fig. 7. Example with three violating eigenvalues in the same violation band. 
Left: Violation extrema; Right: Violations used in constraint equation. 

Fig. 8. Outer-loop iteration followed by one inner-loop iteration. Example with 
single violating eigenvalue. The single constraint used in the (outer-loop) 
passivity enforcement leads to two constraints in the inner-loop passivity 
enforcement. 
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interchange the sequence of eigenvalues when moving from one fre-
quency point to the next. Such switchovers lead to abrupt changes in 
plots of eigenvectors and spurious maxima and minima of the eigen-
values. The occurrence of such artificial switchovers is removed by 
usage of an eigenvector tracking procedure [26] which assesses dot 
products between the eigenvectors belonging to two successive fre-
quency samples k and k+1. The product hj between the jth eigenvector 
tH
k+1,j and all eigenvectors of Tk is calculated. The index l to the largest 

element of hj defines the corresponding eigenvector tk,l of Tk. By looping 
through the eigenvectors tH

k+1,j, j = 1,…,n, a new column sequence for 
Tk+1is established, see Algorithm 1. 

Additional robustness is achieved by making the interchanging in a 
prioritized sequence such that max(hj) appears in descending sequence 
in the loop of Algorithm 1. The procedure gives excellent results pro-
vided that the frequency step length is sufficiently small. 

6. Solving using RP-NNLS 

The constrained LS problem (5) was in the original RP imple-
mentation [13] solved using a quadratic programming method. It was 
later shown [24] that the computational efficiency can be greatly 
improved by transforming (5) into a least distance problem via QR 
factorization and solved as a non-negative least squares (NNLS) problem 
[27], leading to the RP-NNLS method. We recall here the main steps of 
the procedure, referring to [24] for the details. 

Matrix A in (5) is subjected to QR factorization, giving 

min
x

‖ QRx ‖ s.t. Cx > d (8) 

Pre-multiplying with QT and introducing the change of variable y =
Rx leads to a least distance problem, 

min
y
‖ y ‖ s.t. CR− 1y > d (9) 

Introducing matrices E and f in (10) permits the problem (9) to be 
solved as the NNLS problem (11). Vectors y and x are recovered by (12) 
and (13) using the solution residual (14). In (12), colE is the number of 
columns of E. 

E =

[(
CR− 1

)T

dT

]

, f = [ 0, … 0 1 ]T (10)  

min
u
‖ Eu − f ‖ s.t. u ≥ 0 (11)  

y = −
ε(1 : colE − 1)

ε(colE)
(12)  

x = R− 1y (13)  

ε = f − Eu (14) 

The solving of (11) is usually very fast since E has few columns. The 
dimension of E is n2(N + 1)× (L + 1)where L is the number of con-
straints (rows in C). The QR factorization (8) is applied independently to 
the individual blocks of the block-diagonal A, thereby giving a very fast 
factorization [24]. The block-feature is also utilized in (13) where the 
inversion of R is achieved via independent inversion of its small 
sub-blocks [24]. 

7. Example: transformer branch impedance modeling 

This example demonstrates the computational advantages of the 
proposed Eigenpairs method (Section 5) over the existing Samples 
method (Section 3). 

7.1. Branch impedance matrix 

We return to the example in [24] of white-box transformer 
frequency-dependent branch impedance modeling. The considered 
transformer is a 1-pH 50 MVA three-winding transformer with rated 
voltage 230/69/13.8 kV. The branch impedance matrix Zb has dimen-
sion 213 × 213 and was fitted using vector fitting (VF) between 60 Hz 
and 1.08 MHz using a 10th order pole-residue model, including R0. 
Fig. 9 shows the eigenvalues of G(ω). It is observed that several passivity 
violations exist at high frequencies as well as one violation at low 
frequencies. 

Passivity is to be enforced using either the Eigenpairs method or the 
Samples method. With both methods, the actual solving is done using 
RP-NNLS. The LS part of (5) is established at the same K = 14 frequency 
samples used in VF for extracting the non-passive model. Inverse LS 
weighting is used of the individual matrix elements (i, j), 

weighti,j(ω) =
1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
Zb(i, j)(ω)

√ (15)  

7.2. Passivity enforcement using outer-loop iterations 

It is first assumed that the inner-loop feature is not used. With both 
methods, each band with passivity violations is scanned using Nint = 21 
linearly spaced samples. Fig. 10 shows a zoomed view of the band with 
high-frequency violations. The figure includes the points used as con-
straints by the two strategies. Due to the coarse resolution (21 samples), 
the Eigenpairs method places the violations at three distinct frequencies, 
with a single violation per eigenvalue. With the Samples method, the 
violations are placed at the same frequencies, but with three violations 
per eigenvalue. This result is compliant with the illustrative example in 
Figs. 4 and 7. 

With the Samples method, the situation deteriorates as the resolution 
of the passivity scan (in each violation band) increases. Fig. 11 shows the 
same result as in Fig. 8 when scanning using Nint = 201 samples per 
violation band. The number of constraint points now increases strongly 
with the Samples method while it remains unchanged with the Eigen-
pairs method. 

In the actual implementation, the scan is done using a combination of 
logarithmically spaced samples and linearly spaced samples, thereby 
also capturing smooth eigenvalue behaviors at low frequencies. 

With Nint = 42 combined samples, the resulting E-matrix gets with 
the Samples method 227,911 rows and 151 columns in the first iteration 
while the number of columns is 39 with the Eigenpairs method. The 
impact on the computational performance is shown in Table 1, including 
all iterations. It is seen that the resulting perturbation error is about the 
same with both methods. But the Eigenpairs method leads to a shorter 
computation time (7.9 s. vs 18.4 s). The reduction is due to faster 

Fig. 9. Passivity violations.  
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building of the constraint matrix and faster solving of the NNLS problem. 
The relative difference between the two methods is even higher with Nint 
= 402, see Table 2. The number of columns with the two approaches is 
now respectively 946 and 40 in the first iteration. The computational 
performance in Table 2 shows that the Eigenpairs method gives about 
five times faster calculation. It is observed that with the Samples 
method, slightly fewer iterations are needed. This result is as expected 
since the additional constraints reduce the probability that new viola-
tions will appear at the associated frequencies. 

7.3. Passivity enforcement including one inner loop iteration 

It was shown in Sections 4 and 5 that with usage of the inner-loop 
iteration, the Samples method leads to many new constraints while 
the increase in constraints is moderate with the Eigenpairs method. To 

demonstrate this, consider again the example with scanning of each 
violation band using 21 logarithmically and 21 linearly spaced fre-
quency samples. Table 3 shows the result with a single inner-loop iter-
ation, using either the Eigenpairs method or the Samples method. 
Comparison with Table 1 (no inner-loop iteration) shows that the 
calculation time by the Eigenpairs method increases from 7.9 s to 13.8 s 
while the calculation did not finish with the Samples method. It was 
observed that in the first inner-loop iteration, the number of columns in 
E with the two methods was 76 and 1855, respectively. 

8. Example: grounding mat modeling 

Passivity enforcement should normally be applied only for cases with 
small violations within the considered frequency band since the removal 
of large violations can entirely corrupt the model’s behavior. To prop-
erly test the new passivity enforcement routine we will still apply it to 
one case where there exist substantial in-band passivity violations. 

The example is a grounding mat of size 100 × 100 m with 10 m mesh 
size. The mesh is buried one meter below the surface of a soil with re-
sistivity 1000 Ω⋅m and relative permittivity εr = 3. The frequency- 
dependent admittance matrix Y with respect to the n = 121 corner 
points was calculated at 150 frequency samples between 10 Hz and 10 
MHz using a numerical method [29,30]. The admittance matrix has 
been fitted by a pole-residue model with N = 30 poles. 

Fig. 12 shows the eigenvalues of G, before and after passivity 
enforcement using the Eigenpairs method while Fig. 13 compares the 
admittance elements of the original model with those of the perturbed 
model. The calculation made use of the inverse weighting (15) and 
outer-iterations only. Table 4 shows the calculation performance. The 
passivity is enforced in 75.2 s in 8 iterations, with 508 constraints in the 
first iteration. Table 4 also includes the result when using fewer free 
variables via the residue matrix bandwidth, defined by parameter bw 
[24]. (Choosing bw=120 uses all elements while bw=0 uses only diag-
onal elements). It is observed that the calculation time is strongly 
reduced with reduced bw, although the (weighted) rms-error increases. 
Also, the required number of iterations increases. For comparison, usage 
of the Samples method required a total of 127.8 s, 35.6 s and 6.9 s, with 
bw = 0, 10 and 120, respectively. 

9. Example: Wide-band transformer modeling 

In the case of small-scale problems, the RP-NNLS is very fast also 
with many inactive constraints and the Eigenpairs method will not offer 
significant advantage over the Samples method. As example we consider 
the passivity enforcement of a measurement-based model of a HVDC 
transformer. The model obtained via VF has n = 5 terminals and N = 90 
poles. Details of the transformer and the model extraction using VF are 
given in [31]. 

Fig. 14 shows the result from passivity enforcement by RP-NNLS with 
usage of the Eigenpairs method and the test matrix (3) for passivity 
assessment, with two inner-loop iterations. It is observed that all nega-
tive eigenvalues of G(ω) have been removed, i.e. the model has become 
passive. The passivity enforcement made use of inverse magnitude 
weighting of the individual elements of Y(ω) and two inner-loop 
iterations. 

Table 5 shows the calculation time and the resulting (weighted) rms 
error of the passivity enforcement. The result is compared with that 

Fig. 10. High-frequency violations and selected constraints (first iteration). 
Resolving violation band using 21 samples. 

Fig. 11. High-frequency violations and selected constraints (first iteration). 
Resolving violation band using 201 samples. 

Table 1 
Outer loop iterations. computational metrics. Nint = 42 samples.  

Method Iterations Solve NNLS [sec] Total [sec] Rmserr (weighted) 

Eigenpairs 6 2.2 7.9 5.1 × 10− 5 

Samples 5 8.9 18.4 5.0 × 10− 5  

Table 2 
Outer loop iterations. Computational metrics. Nint = 402 samples.  

Method Iterations Solve NNLS [sec] Total [sec] Rmserr (weighted) 

Eigenpairs 7 2.3 11.5 5.1 × 10− 5 

Samples 5 27.2 49.0 4.9 × 10− 5  

Table 3 
Outer loop iterations in combination with one inner-loop iteration. Nint = 42 
samples.  

Method Outer-loop 
iterations 

Solve NNLS 
[sec] 

Total 
[sec] 

Rmserr 
(weighted) 

Eigenpairs 4 5.8 13.8 4.8 × 10− 5 

Samples − − − −
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obtained with usage of the Samples method. The two methods are seen 
to produce a model with practically the same error, but the Eigenpairs 
method is 0.25 s (47%) faster. The passivity assessment did however 
require about 1.5 s so that the two methods are in practice equal. 

The reason for the faster computation by usage of the Eigenpairs 
method can again be attributed to the lower number of constraints, i.e. 
columns of E in (11). Tables 6 and 7 compare number of constraints in 
each iteration, using either the Eigenpairs method or the Samples 
method. It is seen that the Eigenpairs method results in fewer constraints 
than the Samples method, thereby permitting faster building of the 
constraint matrix and faster solving of the NNLS problem as well. 

10. Discussion 

10.1. Computational advantages of eigenpairs method over samples 
method 

The use of the Eigenpairs method over the Samples method was 
shown to result in a substantial reduction in computation time for the 
passivity enforcement when the model was large. This time reduction is 
a consequence of the lower number of considered violations with the 
Eigenpairs method. The constraint equation in (5) therefore gets fewer 
rows, which implies faster building of matrix C in (5). (It is shown in 
[24] that the cost of building C is substantial). Second, the solving of 
(11) becomes faster since the lower number of rows in C implies fewer 
columns in E in (10). The lower number of columns in E reduces the 
calculation time for solving (11) by the active set method, in part 
because fewer internal iterations are needed. Another advantage is 
lower memory requirements since E is the largest matrix to be stored 
with RP-NNLS. 

10.2. Passivity assessment 

The presented CPU times in the Tables are for the passivity 
enforcement alone. With large scale problems such as the presented 
examples in Sections 7 and 8, the passivity assessment can only be 
achieved using eigenvalue sweeping over a set of discrete frequencies. In 
the branch impedance example, the initial sweeping for detecting 
violation bands was performed using 301 samples, followed by a fine 
sweep using 42 samples per violating band for detection of violation 
extrema values. The passivity assessment required a total of 7.5 s, 
compared to the 7.9 s for the passivity enforcement (Table 1). In the 
ground mat example, the initial sweeping was performed using 202 
samples and a total 10.2 s was used for passivity assessment, compared 
to 75.2 s for the passivity enforcement with bw=120. Increasing the 
sampling density will necessarily increase the total time for passivity 
assessment. 

Fig. 12. Passivity enforcement using Eigenpairs method. Impact on eigenvalues 
of G(ω). 

Fig. 13. Passivity enforcement using Eigenpairs method. Impact on elements of 
Y(ω). 

Table 4 
Outer loop iterations using eigenpairs method.Nint = 21 samples.  

bw Iterations Solve NNLS [sec] Total [sec] Rmserr (weighted) 

120 8 48.7 64.1 0.0039 
10 18 10.2 16.5 0.0062 
0 16 0.71 2.6 0.0093  

Fig. 14. Passivity enforcement using Eigenpairs Method. Impact on elements of 
G(ω). 

Table 5 
Outer loop iterations in combination with two inner-loop iterations.  

Method Outer-loop 
iterations 

Solve NNLS 
[sec] 

Total 
[sec] 

Rmserr 
(weighted) 

Eigenpairs 4 0.10 0.53 0.0135 
Samples 4 0.14 0.78 0.0136  

Table 6 
Eigenpairs method. Number of constraints in each iteration.   

iter_out=1 iter_out=2 iter_out=3 iter_out=4 

iter_in=0 16 23 24 5 
iter_in=1 33 44 29 −

iter_in=2 52 60 34 −
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10.3. Alternative passivity enforcement method 

An alternative passivity enforcement scheme is the one included in 
the freely available Matrix Fitting Toolbox mentioned in Section 3. That 
scheme makes use of the Samples method in combination with residue 
eigenvalue perturbation [14]. In the case of the transformer example in 
Section 9, passivity was enforced in 35 s (excluding passivity assess-
ment), compared to 0.53 s with the approach presented in this work 
(Table 5). In the case of the branch impedance and grounding mat ex-
amples (Sections 7 and 8), the passivity enforcement by Matrix Fitting 
Toolbox failed because of excessive memory requirements. 

10.4. Passivity violations 

With usage of vector fitting (VF), the occurrence of passivity viola-
tions in the model is dependent on the selection of frequency samples, 
the specified model order, and the adopted LS weighting scheme. In 
general, the use of an excessive model order tends to increase the 
number and severity of passivity violations. Also, the use of inverse least 
squares weighting schemes in VF tends to produce more passivity vio-
lations. Typically, the most severe violations occur at out-of-band fre-
quencies, for instance as observed in Fig. 12. Severe violations can also 
occur between the support frequency samples that were used to obtain 
the model using vector fitting. A good practice is to choose the frequency 
samples such that the model behavior is well resolved, and then choose a 
model order which captures the essential behavior of the frequency 
responses. 

11. Conclusion 

A new iterative passivity assessment and enforcement scheme has 
been presented for use with the residue perturbation (RP) method. The 
passivity assessment routine identifies local passivity violations and 
passes the associated eigenpairs to the passivity enforcement routine. 
This approach gives substantial savings in computation time for the RP 
solver known as RP-NNLS, compared to an earlier scheme where only 
frequency samples with passivity violations are passed to RP-NNLS. The 
new scheme permits to enforce passivity of models with a high number 
of terminals with acceptable CPU times. 
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