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Preface 
This book contains manuscripts from the 14th International Conference on Computational Fluid 
Dynamics in the Oil & Gas, Metallurgical and Process Industries. The conference was organized by 
SINTEF in collaboration with NTNU, MINTEK and CSIRO. The conference series was initiated by CSIRO 
and Phil Schwarz in 1997. So far, the conference has been alternating between CSIRO in Melbourne 
and SINTEF in Trondheim. The conferences focus on the application of CFD in the oil and gas industries, 
metal production, mineral processing, power generation, chemicals and other process industries. 
2020 was a remarkable year with a worldwide pandemic due to the Covid-19 virus. This led to travel 
restrictions and a decision to host the conference as a virtual conference. The conference was hosted 
online through Microsoft Teams on October 12-14, 2020. 

At the conference 61 technical studies and 6 keynotes were presented from Europe, Asia, Australia, 
Africa and North America. Of these 22 was papers was submitted for the conference proceedings.  The 
conference papers undergo a review process involving two experts.  

The organizing committee would like to thank everyone who has helped with review of manuscripts, 
all those who helped to promote the conference and all authors who have submitted scientific 
contributions. We are also grateful for the support from the conference sponsors: EDR Medeso and 
SFI Metal Production. 

Jan Erik Olsen, Jan Hendrik Cloete & Stein Tore Johansen 
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IMPROVEMENT OF EULER-EULER SIMULATION OF TWO-PHASE FLOW BY 
PARTICLE-CENTER-AVERAGED METHOD 

Hongmei Lyu1, 2* , Fabian Schlegel, Roland Rzehak, Dirk Lucas

1Helmholtz-Zentrum Dresden - Rossendorf, Institute of Fluid Dynamics, Bautzner Landstrasse 400, D-01328 
Dresden, Germany 
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ABSTRACT 

The standard Euler-Euler modelling is based on the 

phase-averaged method and the forces of the bubble are 

the function of gas volume fraction. However, the closure 

models for the forces are developed based on the 

measured bubble trajectory and the assumption that the 

forces act on bubble center. This inconsistency can lead 

to a nonphysical gas concentration in the center or in the 

near wall region of a pipe if the bubble diameter is larger 

than the mesh size. In addition, mesh independent 

solutions may not exist in these cases.  

In the present contribution, particle-center-averaged 

method is used in the average of the parameters for the 

disperse phase and the forces for bubble is changed to act 

on the bubble center. In this approach, the number 

density of the bubble centers is one of the solution 

variables. The gas volume fraction can be calculated 

from the number density by a diffusion-based method, 

which is much easier to implement in the CFD codes 

using the unstructured grids like OpenFOAM. A 

physically motivated model for the wall-contact force is 

introduced to ensure that the bubble centers cannot come 

arbitrarily close to walls. 

The remedy of the issues with the conventional phase-

averaged two-fluid model is demonstrated using a 

simplified two-dimensional test case. Furthermore, a 

comparison is made for pipe flow cases where 

experimental data are available. The results show that the 

particle-center-averaged method can help to decrease the 

over-prediction of the peaks in the gas volume fraction 

profiles and obtain the mesh independent solutions in the 

Euler-Euler modelling.  

Keywords: Particle-center-average, number density, 

bubble dimension, diffusion equation, deformation force 

model, equation of motion.  

NOMENCLATURE 

Greek Symbols 

𝛼 Volume fraction, [-]. 

𝛽 Bubble volume fraction attaching all bubble volume 

to its center, [-]. 

𝜌 Mass density, [kg∙m
-3

].

𝜏 Diffusion time, [s]. 

σ Surface tension coefficient, [N∙m-1]. 

Latin Symbols 

d Bubble diameter, [m]. 

𝒇 Interfacial forces, [N∙m-3]. 

𝒈 Acceleration of gravity, [m∙s-2]. 

J Superficial velocity, [m∙s-1]. 

𝑛 Number density of bubble centers, [m-3]. 

N The number of bubbles in the system, [-]. 

p Pressure, [Pa]. 

r Bubble radial, [m]. 

𝐒 Viscous stress tensor, [N∙m-2]. 

𝐓 Reynold stress tensor, [N∙m-2]. 

t Time, [s]. 

u Velocity, [m∙s-1].

𝑉 Bubble volume, [m3]. 

𝑋 Phase indicator function, [-]. 

Sub/superscripts 

air Air. 

B Bubble. 

c Continuous phase. 

d Disperse phase. 

diff diffusion 

deformation Deformation force. 

i Index i. 

interfacial Interfacial force. 

lift Lift force. 

water Water. 

INTRODUCTION 

Two-phase flows are widely encountered in chemical 

engineering, energy production and conversion, oil and 

gas industries and biotechnology (Lucas et al., 2010). 

However, many flow mechanisms are still unclear due to 

their high complexity. Experimental investigations on the 

two-phase flows are challenging, costly and time-

consuming due to the need to discriminate the two 

phases. In comparison, simulations provide a more 

accessible way to study these flows, but they invariably 

rely on models. Among the simulation methods, the 

Eulerian two-fluid model shows the advantages for the 

simulation of the bubbly flows up to the industrial 

dimensions.  

In the standard Eulerian framework, the fluids are treated 

as the interpenetrating continua using a phase indicator 

function to identify each phase. In this way, the forces 

acting on the bubble are distributed to the entire region 

covered by it. As a consequence, the coherent motion of 

the bubble as a whole is not enforced. As a result, some 

unphysical phenomena appear in the simulation results of 

the standard Euler-Euler modelling. For example, an 

over-prediction of the peak of the gas volume fraction 

can appear in the pipe center if the bubble diameter is 
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larger than the mesh size (Tomiyama et al., 2003). A 

similar phenomenon can occur in the near wall region 

such that the peak of gas volume fraction locates directly 

on the wall (Rzehak et al., 2017). 

A feasible way to recover the inconsistencies in the two-

fluid model is by using the particle-center-averaged 

method to average the parameters of disperse phase. This 

approach has been applied to introduce bubble geometry 

in the simulation of the wall-bounded bubbly flow 

(Moraga et al., 2006). In this method, the delta function 

indicating the location of the bubble center is involved 

explicitly (Biesheuvel et al., 1989, Biesheuvel et al., 

1990, Sangani et al., 1993, Moraga et al., 2006) or 

implicitly (Zhang et al., 1994a, Prosperetti, 1998) in the 

averaging. As a result, the mass and momentum of each 

bubble are assigned to its center. Also the forces act in 

the bubble center. In addition, the number density of the 

bubble centers is the primary variable and the gas volume 

fraction is derived from it.  

The calculation of the gas volume fraction is a key issue 

in the two-fluid modelling based on the particle-center-

averages. The coarse graining methods in the CFD-DEM 

modelling (Khawaja et al., 2012, Peng et al., 2014) and 

the interphase coupling methods of the Euler-Lagrange 

modelling (Kitagawa et al., 2001, Hu et al., 2008) can be 

borrowed to deal with this issue. Among these methods, 

the “small particle approximation” used in Zhang and 

Prosperetti’s research (Zhang et al., 1994a, Prosperetti, 

1998) assigns all the volume of the disperse element to 

the mesh cell containing its center. This is not appropriate 

for the case of interest in the present study where the 

bubble size exceeds the spacing of the numerical mesh. 

Analytical approaches, which compute the volume of the 

overlapped region between the bubble and the Euler 

mesh are easy to implement for the structured meshes but 

difficult to use on the unstructured ones. Moreover, the 

analytical method can cause large fluctuations in the 

distribution of the gas volume fraction when the mesh 

spacing is smaller than the bubble diameter (Sun et al., 

2015b). The convolution method (Kitagawa et al., 2001, 

Xiao et al., 2011) and the diffusion-based method (Sun et 

al., 2015b, Sun et al., 2015a) are two promising 

approaches for the calculation of the gas volume fraction. 

In the convolution method, the gas volume fraction is 

calculated as a weighted average by using a kernel 

function as the weight factor. However, it is complicated 

to deal with the kernel function near the curved 

boundaries or in corners of the domain where boundaries 

meet non-orthogonally and to implement it in a code for 

the unstructured meshes and parallel computation (Sun et 

al., 2015b). In the diffusion-based method, the gas 

volume fraction is the solution of a diffusion equation. 

This method is easy to implement for the cases using the 

structured or unstructured meshes and serial or parallel 

processing. In addition, it gives similar results as the 

convolution method with a Gaussian kernel function by 

selecting a suitable diffusion time (Sun et al., 2015b). 

Hence, it is used for the calculation of the gas volume 

fraction in this study. 

When the particle-center-averaged method is used, the 

averaged momentum equation obtained for the disperse 

phase is slightly different. In the standard Euler-Euler 

modelling, this equation is derived by averaging the local 

instantaneous momentum equation of the disperse phase. 

In contrast, Zhang and Prosperetti et al. (Zhang et al., 

1994a, Zhang et al., 1994b, Prosperetti, 1998) derived 

this equation by averaging the particle equation of 

motion directly. The disperse phase momentum 

equations derived by these two methods have slightly 

different meanings. In the standard Euler-Euler 

modelling, the equation shows the momentum balance of 

the disperse phase material entirely contained inside the 

control volume. The equation derived by Zhang and 

Prosperetti et al. instead displays the momentum balance 

of the disperse phase material, which belongs to the 

particles with their centers located inside the control 

volume. For the gas-liquid bubbly flow, since the mass 

and viscosity of the disperse bubbles are small, the latter 

method is recommended (Zhang et al., 1994a, Zhang et 

al., 1994b, Zhang et al., 1995) to avoid involving the 

constitutive equations of the gas material. Therefore, the 

momentum equation derived by the latter method is used 

for gas phase in present study. 

In this work, the particle-center-averaging is applied to 

the dispersed phase and the phase-averaging is used for 

the continuous phase. The idea of using the different 

averaging approaches for the various phases was 

introduced in the study of two-phase flow before (Zhang 

et al., 1994a, Prosperetti, 1998, Moraga et al., 2006). The 

momentum equation for the disperse phase derived from 

the equation of motion of the bubbles shows explicitly 

that the bubbles respond to pressure and stress of the 

continuous phase. Furthermore, the models for interfacial 

forces are changed to be functions of the number density 

of the bubble centers. In addition, to avoid the bubble 

centers to come arbitrarily close to walls, a wall-contact 

force is introduced. The deformation force model of 

Lucas et al. (Lucas et al., 2007) is adapted for oblate 

ellipsoidal bubbles and used in the simulation.  

In present study, the particle-center-averaged method and 

the deformation force model are implemented in 

OpenFOAM-6. In order to evaluate the Euler-Euler 

modelling based on the particle-center-averages, a simple 

two-dimensional test case is used first and then 

comparisons between predictions and experimental 

measurements are made. The novelty of this research lies 

in combining the particle-center-averaged method with 

the Helmholtz-Zentrum Dresden-Rossendorf baseline 

closure model (Rzehak et al., 2017) for the Euler-Euler 

modelling and determining the gas volume fraction based 

on a diffusion equation. 

TWO-FLUID MODEL FRAMEWORK BASED ON 
PARTICLE-CENTER-AVERAGED METHOD 

This section introduces the theory of the applied Euler-

Euler model. As mentioned before, the phase-average 

and the particle-center-average are used to average the 

continuous and the disperse phases respectively.  The 

difference between this method and the standard Euler-

Euler method employing the phase-average for both 

phases will be explained in detail. Both phases are taken 

as incompressible and a fixed monodisperse bubble size 

is assumed. 
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Continuity equations 

Since the continuous phase uses the phase-average 

method, its continuity equation remains the same as in 

the standard Euler-Euler modelling (Drew et al., 1998, 

Prosperetti, 1998) 

𝜕𝛼𝑐

𝜕𝑡
+ ∇ ∙ 𝛼𝑐𝒖𝑐̅̅ ̅𝑥 = 0. (1) 

In this equation, the volume fraction is defined as 

𝛼𝑐 = ∫ 𝑋𝑐𝑃𝑁𝑑𝐶𝑁

𝐶𝑁
 , (2) 

while the ensemble phase-averaged velocity of the 

continuous phase 𝒖𝑐̅̅ ̅𝑥 is given by 

𝒖𝑐̅̅ ̅𝑥 =
∫ 𝒖𝑐𝑋𝑐𝑃𝑁𝑑𝐶𝑁 

𝐶𝑁

𝛼𝑐

 . (3) 

In these equations, 𝑋𝑐 is the phase-indicator function for

the continuous phase.  𝑃𝑁  is the probability density

function of the set of all possible states of N bubbles, 𝐶𝑁.

Here and the following, the notation with an overbar and 

nearby x is used to indicate ensemble phase-averaged 

variables.  

Employing particle-center-averages, the continuity 

equation for the disperse phase is a transport equation for 

the number density of the bubble centers (Prosperetti, 

1998)   

𝜕𝑛

𝜕𝑡
+ ∇ ∙ (𝑛〈𝒖𝑑〉) = 0. (4) 

The definition of this number density is 

𝑛(𝒙, 𝑡) = ∫ 𝑃(𝒙, 𝒖𝑑 , 𝑡) 𝑑𝒖𝑑 , (5) 

where 𝑃(𝒙, 𝒖𝑑, 𝑡) is the probability of finding a bubble

centered at x with center-of-mass velocity 𝒖𝑑 at time t. It

is related to 𝑃𝑁  as the integral over all bubbles except

one. From the definition, we can see that the number 

density is non-zero only for those control volumes that 

may contain a bubble center. 

In Eq. (4), 〈𝒖𝑑〉 is the particle-center-averaged velocity

of the bubbles. It is defined as 

〈𝒖𝑑〉(𝒙, 𝑡) =
∫ 𝑃(𝒙, 𝒖𝑑, 𝑡)𝒖𝑑 𝑑𝒖𝑑

𝑛(𝒙, 𝑡)
 . (6) 

By using Eq. (4) as the continuity equation, information 

on the bubble centres will be accessible. 

Momentum equations 

For incompressible Newtonian flow, the momentum 

equation for the continuous phase is (Prosperetti, 1998)  

𝜕𝛼𝑐𝜌𝑐𝒖𝑐̅̅ ̅𝑥

𝜕𝑡
+ ∇ ∙ (𝛼𝑐𝜌𝑐𝒖𝑐̅̅ ̅𝑥𝒖𝑐̅̅ ̅𝑥)

= −𝛼𝑐∇𝑝�̅�
𝑥 + 𝛼𝑐∇ ∙ 𝑺𝒄

̅̅ ̅𝑥

+ ∇ ∙ 𝛼𝑐𝑻𝑐
̅̅ ̅𝑥

+ 𝒇𝑐
interfacial̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅𝑥

+ 𝛼𝑐𝜌𝑐𝒈 .

(7) 

The momentum equation for the disperse phase is 

(Prosperetti, 1998)  

𝜕(𝛽𝑑𝜌𝑑〈𝒖𝑑〉)

𝜕𝑡
+ 𝛻 ∙ (𝛽𝑑𝜌𝑑〈𝒖𝑑〉 〈𝒖𝑑〉)

= −𝛽𝑑∇𝑝�̅�
𝑥 + 𝛽𝑑∇ ∙ 𝑺𝑐

̅̅ ̅𝑥

+ ∇ ∙ (𝛽𝑑〈𝑻𝑑〉) + 𝛽𝑑𝜌𝑑𝒈

+ 〈𝒇𝑑
interfacial〉 ,

(8) 

where 

𝛽𝑑  = 𝑛𝑉𝑑  . (9) 

It is important to note that 𝛽𝑑 is not the disperse phase

volume fraction. The latter is related to the bubble 

number density by a convolution 

𝛼𝑑(𝒙)  = ∭ 𝑛(𝒙𝟎)𝑋𝑑(𝒙𝟎)𝑑𝒙𝟎 , (10) 

where 𝑋𝑑(𝒙𝟎)  is the phase indicator function in the

location of 𝒙 = 𝒙𝟎.

The difference between above momentum equations and 

those in the standard Euler-Euler modelling lies in the 

following aspects. 

1) In the viscous stress term, the parameters related to the

volume fraction (αc and β
d
) are outside of the divergence

operator.

2) The momentum equation of the disperse phase

explicitly shows the response of the bubbles to the

pressure and viscous stress of the continuous phase, since

the equation is derived from the bubble equation of

motion. In this condition, no additional closure model for

the pressure or stress of gas phase is required.

3) The momentum equation of the disperse phase is

related to the bubble number density instead of the gas

volume fraction.

Models for Interfacial forces and turbulence 

The relation of the interfacial forces in Eqs. (7) and (8) is 

𝒇𝑐
interfacial̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅𝑥

 = −〈𝒇𝑑
interfacial〉   . (11) 

The selected correlations for the interfacial forces 

according to the HZDR baseline model (Rzehak et al., 

2017)  are listed in Table 1. In the simulations using the 

standard Euler-Euler modelling in OpenFOAM-6, it was 

found necessary to apply a damping for the lift force 

within the distance of one bubble diameter from the wall 

(see Fig. 1 below). For comparability, this wall-damped 

lift force is used for the particle-center-averaged 

simulations as well throughout this study except where 

specifically noted elsewise. No such damping was 

mentioned in previous simulations with the HZDR 

baseline model using ANSYS CFX.  

Table 1: Selected models for interfacial forces in simulation 

Interfacial force Selected model 

Drag force Ishii et al. (1979) 

(Shear-) lift force Tomiyama et al. (2002) with 

cosine wall damping 

Turbulent dispersion 

force 

Burns et al. (2004) 

Wall (-lift) force Hosokawa et al. (2002) 

Virtual mass force Constant coefficient, 𝐶𝑣𝑚 = 0.5

The interfacial force models in the Euler-Euler 

simulations based on the particle-center-averaged 

method should be expressed as functions of the number 

density of the bubble centers rather the gas volume 
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fraction. This conversion is achieved by the following 

formulation 

𝑓(𝑛) =
𝑛𝑉𝑑

𝛼
𝑓(𝛼), (12) 

where 𝑓(𝑛) and 𝑓(𝛼)  are the interfacial forces as 

functions of the number density of the bubble centers and 

the gas volume fraction, respectively. 

Furthermore, an additional wall-contact force must be 

introduced to avoid the bubble centers coming 

unphysically close to the wall. The deformation force 

model proposed by Lucas et al. (Lucas et al., 2007) is 

changed to be applicable for the bubbles with a more 

general oblate ellipsoidal shape and used in the 

simulation. The model reads 

𝑓deformation

= −2𝜋𝑟𝐵𝜎𝑛 [−
1 

𝑥2

+
1

1 − 𝑥3
(2𝑥√1 − 𝑥3 arctanh √1 − 𝑥3

−
3

2
𝑥 +

3

2
𝑥4

arctanh √1 − 𝑥3

√1 − 𝑥3
)] . 

(13) 

Both laminar and turbulent flows of the continuous phase 

are considered. In the turbulent case, the turbulent 

dispersion force and the k-𝜔  SST turbulent model are 

employed together with the bubble-induced turbulence 

model of Ma et al. (Ma et al., 2017). The flow of the 

disperse phase is assumed to be laminar because the gas 

viscosity and density are much smaller than those of the 

liquid.  

Diffusion-based method for gas volume fraction 
calculation 

In this study, a diffusion-based method (Sun et al., 2015b, 

Sun et al., 2015a) is used to compute the gas volume 

fraction from the number density of the bubble centers. 

In this method, the gas volume fraction is calculated by 

solving a diffusion equation 

𝜕𝛼𝑑

𝜕𝜏
− ∇ ∙ (𝐶𝑑𝑖𝑓𝑓∇𝛼𝑑) = 0 (14) 

with an initial condition 

 𝛼𝑑(𝑥, 𝜏 = 0) = 𝑛(𝑥, 𝜏 = 0)𝑉𝑑 . (15) 

The diffusion coefficient Cdiff  is set to 1m2∙s-1  in this

study. The variable 𝜏 is a pseudo-time, independent of 

physical time and the diffusion time 𝜏 = 𝑇 up to which 

Eq. (13) is integrated determines the size of the diffusion 

domain.  

The appropriate size of the diffusion domain remains an 

open question. Previously, it has been set to be 3 to 6 

times the diameters of disperse element (Deen et al., 

2004, Sun et al., 2015b, Sun et al., 2015a). This size can 

exceed the bubble size since the paths of the bubble 

motions may exhibit oscillations. In this study, an 

optimal diffusion time is determined by comparing the 

theoretical distribution of the gas volume fraction for a 

stream of spherical bubbles and the distribution of the gas 

volume fraction calculated by the diffusion equation.  

The theoretical gas volume fraction distribution for a 

stream of spherical bubbles is (Lubchenko et al., 2018) 

𝛼𝑑(𝑥)  = 𝛼𝑚𝑎𝑥 −
𝛼𝑚𝑎𝑥

𝑟𝐵
2

(𝑥 − 𝑥0)2 (16)

where the peak of the gas volume fraction, 𝛼𝑚𝑎𝑥 , is

related to the frequency of bubble injection.  

The one-dimensional solution of Eq. (14) is (Haberman, 

2012) 

𝛼𝑑(𝑥, 𝜏)  

= ∫ 𝑛𝑉𝑑𝛿(𝑥 − 𝑥0)
+∞

−∞

×
1

√4𝜋𝜏
exp [−

(𝑥 − 𝑥0)2

4𝜏
] 𝑑𝑥0 , 

(17) 

which is seen to be the convolution of the initial 𝛿 –gas 

volume distribution with a Gaussian kernel.  

An optimal diffusion time is determined by minimizing 

the root-mean-square deviation between 𝛼𝑑(𝑥)  and

𝛼𝑑(𝑥, 𝜏) given by Eqs. (16) and (17), respectively. The

Matlab optimization function fminbnd( ) is used for this 

purpose. The resulting optimized diffusion time is 

𝑇 =
𝑑𝐵

2

30𝐶𝑑𝑖𝑓𝑓

 . (18) 

The gas volume fraction calculated using this optimized 

time is expected to have the most similar shape as the 

theoretical distribution (Eq. (16)). 

ILLUSTRATION OF THE EULER-EULER 
MODELLING METHOD BASED ON THE 
PARTICLE-CENTER-AVERAGES 

In this section, the advantages of the Euler-Euler 

simulation based on the particle-center-averaged method 

over the standard Euler-Euler modelling are illustrated by 

a simplified test case. Gas and liquid are taken to be air 

and water from here on and the indices denoting the 

phases are adapted accordingly. 

Geometry and simulation set up 

A two-dimensional test case similar to that used in 

Tomiyama et al (2003) is employed. The domain is a 

rectangle with a size of 0.03 m×0.5 m (see Fig. 1 a)). 

A stream of bubbles is injected from the center of the 

shorter side. The gas volume fraction at inlet for the cases 

simulated by the standard Euler-Euler modelling can be 

seen in Fig. 1 b)). The lateral length covered by the gas 

volume fraction at the inlet shows the dimension of one 

bubble. The inlet liquid velocity is a parabolic profile (see 

Fig. 1 c)) to introduce a shear flow field. The inlet gas 

velocity is uniform with a value of 0.18 m∙s−1. 

For Euler-Euler simulations based on the particle-center-

averages, the inlet number density of the bubble centers 

is non-zero only in the center mesh. Its value is calculated 

to obtain the same inlet gas flow rate as the cases 

simulated by the standard Euler-Euler modelling. For a 

uniform mesh and uniform inlet gas velocity, it is given 

by 
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𝑛 =
1

𝑉𝑑

∑ 𝛼𝑎𝑖𝑟,𝑖

𝑀

𝑖=1

 , (19) 

where M is the number of mesh cells at the inlet and 𝑉𝑑

is the volume of the bubble. 

Mesh sensitivity analysis 

To reveal the numerical problems caused by the 

inconsistencies in the standard Euler-Euler modelling, 

the mesh sensitivity is analyzed in the simulation using 

the standard Euler-Euler modelling and the Euler-Euler 

simulation based on the particle-center-averaged method. 

a) Geometry b) Inlet gas volume distribution c) Inlet liquid velocity distribution

Figure 1: Geometry and inlet settings

a) Standard Euler-Euler modelling     b) Euler-Euler modelling based on particle-center-averages

Figure 2: Mesh sensitivity analysis in laminar flow case at a height y = 0.4 m (Δ : mesh size) 

a) Standard Euler-Euler modelling b) Euler-Euler modelling based on particle-center-average

Figure 3: Mesh sensitivity analysis in turbulent flow case at a height y = 0.4 m (Δ : mesh size)
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In this analysis, the bubble diameter is taken as 10 mm, 

while the coarsest spacing of the numerical grids Δ = 2 

mm. The simulation results at a height y = 0.4 m above

the inlet are shown.

Laminar flow 

The mesh sensitivity analysis of laminar simulation 

results can be seen in Fig. 2. In the results for the standard 

Euler-Euler modelling, the peak of the gas volume 

fraction increases continuously with decreasing mesh 

size (see Fig. 2 a)). Therefore, the mesh independent 

results are not found. This reason for the phenomenon is 

that the lift force is distributed to the cells of the 

numerical mesh covered by the bubble, which drives the 

gas in the mesh cells located at the bubble edge towards 

the bubble center, even though the bubble center does not 

move in the lateral direction. This phenomenon becomes 

more significant when the mesh is refined. 

In comparison, in the results of the Euler-Euler 

simulation based on the particle-center-averaged method, 

the peak of the gas volume fraction does not increase 

upon refining the mesh (see Fig. 2 b)) since the lift force 

acts on the bubble center. As a result, the solution 

obtained with a mesh size of 0.8mm can be regarded as 

mesh independent solution. This means that in the 

laminar flow condition, the particle-center-averaged 

method remedies the numerical deficiency of the 

standard Euler-Euler approach and provides a mesh 

independent solution. 

Turbulent flow 

Upon including the turbulent dispersion force, the mesh 

independent solutions exist in both cases (see Fig. 3) 

since this force smoothes the nonphysical peak of gas 

volume fraction in the standard Euler-Euler modelling. 

The solutions for meshes with 0.6 mm and 0.8 mm can 

be regarded as mesh independent for the standard Euler-

Euler modelling and the particle-center-average based 

Euler-Euler simulations, respectively. However, the 

nonphysical behaviours are still visible in the results of 

the standard Euler-Euler modelling.  

a) Standard Euler-Euler modelling b) Euler-Euler simulation based on particle-center-average

Figure 4: Lateral gas volume fraction distribution in laminar flow case 

a) Standard Euler-Euler modelling b) Euler-Euler simulation based on particle-center-averaging

Figure 5: Lateral gas volume fraction distribution in turbulent flow case
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When the grids are refined from 2 mm to 0.6 mm, the 

peak of the gas volume fraction increases and the lateral 

region covered by the gas decreases significantly (see 

Fig. 3 a)).  

Axial development of gas volume fraction 

In this section, the axial development of the distribution 

of the gas volume fraction in the two-dimensional test 

case is analyzed to show the improvement of the 

predictions obtained by the particle-center-averaged 

method. The mesh size for all the simulation cases in this 

section is 0.6 mm. It should be noted that for the inlet 

conditions as described above, the relative velocity 

between gas and liquid has a value of -

0.02 m∙s−1~0.18m∙s−1. However, the terminal velocity,

which will be approached by the bubble as it rises is 

about 0.23 m∙s-1  according to the correlation of 

Mendelson (Mendelson, 1967). Hence, the relative 

velocity will increase within a certain distance from the 

inlet. 

Laminar flow case 

In the simulations of the laminar flow case by the 

standard Euler-Euler modelling (see Fig. 4 a)), the gas 

moves to the channel center downstream of the inlet. A 

nonphysical peak of the gas volume fraction appears with 

an increasing distance. In addition, the lateral region 

covered by the gas becomes smaller than the bubble 

diameter and its extent decreases further downstream. 

This is nonphysical since the bubble size is expected to 

remain unchanged. As mentioned before, these 

phenomena are caused by the lift force being distributed 

to the bubble volume instead of acting on the bubble 

center.  

In contrast, by using the particle-center-average based 

Euler-Euler modelling, the distribution of gas volume 

fraction remains almost unchanged after a short transient 

next to the inlet (see Fig. 4 b)). Further downstream, the 

lateral region covered by the gas has a size close to the 

bubble diameter. The increase of relative velocity right 

after the inlet causes the decrease of the peak of gas 

volume fraction. In conclusion, the predictions of the 

distributions of the gas volume fraction using the 

particle-center-averages are considered more reasonable. 

Turbulent flow case 

If the turbulent dispersion force is included, the 

nonphysical behaviours in the standard Euler-Euler 

modelling are weakened but remain visible in the results 

(see Fig. 5 a)). The lateral region covered by the gas 

downstream of the inlet is still smaller than the bubble 

diameter. Additionally, the peak of the gas volume 

fraction downstream is higher than that at the inlet. 

However, it should be lower than that at the inlet because 

of the increase of relative velocity with increasing 

distance from the inlet. In comparison, upon using 

simulation based on the particle-center-averages (see Fig. 

5 b)), after a short distance downstream of the inlet, the 

distribution of the gas volume fraction remains almost 

unchanged and the size of the lateral region covered by 

the gas is close to the bubble diameter and remains 

constant. The simulation results of the gas volume 

fraction using the particle-center-averages are more 

physical because the lift force acts only on the bubble 

center. 

In conclusion, the particle-center-averaging can help to 

avoid the overconcentration of gas around the location 

of the bubble center and provide a mesh independent 

solution.     

COMPARISON OF SIMULATION RESULTS AND 
EXPERIMENTAL DATA IN PIPE FLOW 

In order to evaluate the particle-center-averaged method 

in the Euler-Euler modelling, the simulation results of the 

standard Euler-Euler modelling and the Euler-Euler 

simulation based on the particle-center-averages are 

compared with measurement data from the MTLoop 

experiment (Lucas et al., 2005). 

The test section in the MTLoop facility is a vertical pipe. 

Its inner diameter is 51.2 mm. The temperature of air and 

water in the experiment is 30℃ and the pressure is 

atmospheric pressure. The data used for comparison are 

measured at a distance of 3.03 m from the location of the 

gas injection. The ratio between the distance from the 

inlet and the pipe diameter (L/D) is about 59. Therefore, 

fully-developed flow is expected at the measurement 

location. 

The inlet velocities and the volume fractions are uniform 

for disperse and continuous phases in the simulation. 

They are calculated from the superficial air and water 

velocities in the experiment. The parameters of the 

selected cases are listed in Table 2. 

Table 2: Parameters of selected MTLoop cases 

Test No. 𝐽air [m ∙ s−1] 𝐽water [m ∙ s−1] 𝑑𝐵  [mm]

017 0.0040 0.4050 4.865 

019 0.0040 1.0170 4.697 

042 0.0096 1.6110 4.151 

043 0.0096 2.5540 2.918 

047 0.0151 0.1020 7.442 

048 0.0151 0.1610 6.486 

064 0.0235 1.6110 4.661 

The bubble diameters listed in this table are the Sauter 

mean diameters at the height of 3.03 m. In the simulation, 

the radial mesh size is 0.512 mm. It is uniform and finer 

than the bubble diameter.  

First of all, the necessity of damping the lift force near 

wall in the simulations using the standard Euler-Euler 

modelling is illustrated. The radial distribution of the lift 

forces with and without near wall damping are shown in 

Fig. 6. As can be seen, without damping the lift force 

assumes extremely large values near the wall. This is due 

to the fine grid with a spacing smaller than the bubble 

size. 

The effects of damping the lift force near wall on the 

distribution of the gas volume fraction in the cases 

simulated by the standard Euler-Euler modelling can be 

seen in Fig. 7. Without damping the lift, the peaks of the 

gas volume fraction in the simulation results can be much 

higher than the experimental data and locate directly on 

the wall. These peaks should locate at about one bubble 

radius away from the wall in the condition without 
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considering bubble deformations. The reason for this 

unphysical phenomenon is that the lift force is too high 

in near wall region. In comparison, the peak value and 

location simulated by damping the lift force have a better 

agreement with the experimental data. As a consequence, 

the wall-damping lift force is used in the following 

simulations. 

The comparison of the radial distributions of the gas 

volume fraction to those simulated by the particle-center-

averaged Euler-Euler modelling and the standard Euler-

Euler modelling and the experimental data is shown in 

Fig. 8. The over-prediction of the peak of the gas volume 

fraction in the results calculated by the standard Euler-

Euler modelling can be seen in these figures. The extent 

of the over-prediction is more severe for the cases with 

smaller bubble Sauter mean diameters. 

a) MTLoop 042 b) MTLoop 064
Figure 6: Radial distribution of lift force in cases simulated by standard Euler-Euler modelling 

a) MTLoop 042 b) MTLoop 064

Figure 7: Radial distribution of gas volume fraction in cases simulated by standard Euler-Euler modelling 

For case MTLoop 043, the peak value of gas volume 

fraction in the simulation result is about 10 times higher 

as in the experimental data. The over-prediction of the 

peak value for the gas volume fraction can be caused by 

the distributed lift force over the bubble volume in the 

standard Euler-Euler modelling. Furthermore, the reason 

of more significant over-prediction of the peak for 

smaller bubbles where the ratio of bubble diameter and 

mesh size is smaller can be that with the presently applied 

lift force correlation, the smaller bubble in these 

simulation cases experiences a higher lift force. 

In comparison, the particle-center-averaged method 

displays its ability to avoid the over-prediction of the 

peak of the gas volume fraction in the near wall region. 

The peaks of the gas volume fraction simulated by the 

Euler-Euler based on the particle-center-averaged 

method fit the experimental data well in the majority of 

cases. The most notable deviation in these results is that 

the peak location is further away from the wall compared 

to the experimental data and the simulation results of the 

standard Euler-Euler modelling. This may result from 

using wall-lift and wall-contact forces at the same time 

could drive too much gas away from the wall.
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a) MTLoop 017 b) MTLoop 019

c) MTLoop 042 d) MTLoop 043

e) MTLoop 047 f) MTLoop 064

Figure 8: Radial distribution of gas volume fraction at 3.03 m downstream of the inlet with wall-damping lift force 

(E-E: Euler-Euler, PCA: particle-center-average)
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CONCLUSION AND OUTLOOK 

Inconsistencies exist in the standard Euler-Euler 

modelling based on the phase-averages since the forces 

of bubble are the function of gas volume fraction. When 

the bubble size exceeds that of the numerical mesh, the 

distributed lift force in bubble volume can lead to an 

over-prediction of the peak of the gas volume fraction. 

Refining the numerical mesh may lead to the increasing 

over-prediction of the peak value and mesh independent 

solution may not exist. 

The diffusion-based particle-center-averaged method has 

been shown to remedy these inconsistencies. In this 

method, the forces act on the bubble center and the 

bubble dimension is considered in the process of using 

the diffusion-based method to transfer the number 

density of bubble canters into the gas volume fraction. A 

deformation force is employed to prevent the bubble 

centers to come arbitrarily close to the walls. As a result, 

the unphysical over-predictions of the peak value of the 

gas volume fraction near a wall or in the pipe center are 

alleviated or eliminated compared to the results of the 

standard Euler-Euler modelling. Numerically, the benefit 

of using this method is that the mesh-independent 

solutions exist. 

In the Euler-Euler simulations based on the particle-

center-averaged method, the forces acting on the 

continuous phase should still be distributed to the region 

covered by the bubble. Since this work is still in process, 

it has not been shown here. Furthermore, the future work 

should be focused on the research of near wall forces to 

avoid driving too much gas away from the wall. 
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ABSTRACT
In this work we describe the various building block relevant in
simulating electrochemical gas evolution using Volume of Fluid
(VOF) method. These building blocks are implemented in the VOF
solver available in OpenFOAM® and its predictions are compared
to the theoretical models reported in literature. The fully coupled
solver to model electrochemical gas evolution is used to model the
case of a bubble evolving on a vertical electrode under constant
potential condition to showcase its ability.

Keywords: VOF, Surface tension modelling, Interfacial mass
transfer, Bubble growth, Gauss’s law, Dissolved gas transport, Elec-
trochemical systems .

NOMENCLATURE

Greek Symbols
ρ Density, [kg/m3]
µ Dynamic viscosity, [kg/ms]
ν Kinematic viscosity, [m

2
/s]

σ Surface tension, [N/m]
κ Interfacial curvature, [1/m]
α Volume fraction, [−]
φ Potential, [V ]
β Growth coefficient, [−]
F Fraction of electrode area covered by bubble, [−]

Latin Symbols
D Diffusion coefficient, [m

2
/s].

~g Acceleration due to gravity, [m/s2].
k Conductivity, [S/m].
p Pressure, [Pa].
C Molar concentration, [mol/m3].
~x Position vector, [m].
~U Velocity vector, [m/s].
~i Current density vector, [A/m2].
~S Individual cell face surface area vector, [m2].
He Jump condition across the interface, [−].
f Void fraction, [−].
R Bubble radius, [m].
I Current when no bubbles are present, [A].
d Interelectrode distance, [m].
A Total electrode area, [m2].
M Molar mass, [kg/mol].
F Faraday’s constant (=96485), [As/mol].

Sub/superscripts
1 Liquid or phase 1.
2 Bubble or phase 2.
i Dissolved gas species.
0 Operating condition.
s Saturation condition.
e Averaged or effective value.
′ Initial/starting condition.
m Modified.
∞ At bulk.
ˆ Harmonic average.

INTRODUCTION

Electrochemical gas evolution is relevant in a variety of
industrial processes such as water-splitting, chloralkaline
and Hall–Héroult. Bubble evolution in these systems in-
volve nucleation, growth, coalescence and detachment from
electrode. The dynamic behaviour of bubbles causes over-
potential changes due to supersaturation, ohmic resistance
and electrode screening, as well as enhanced mass transfer
(Zhao et al., 2019). Due to the complex and coupled nature
of electrochemical gas evolution (Taqieddin et al., 2018),
numerical modelling of the system is an ideal way to under-
stand its physics and develop strategies to efficiently remove
these bubbles.
In literature, the numerical models used to simulate the con-
tinuum scale processes in electrochemical gas evolution can
be broadly divided into dispersed and interface-resolving ap-
proaches. The dispersed approaches, like Euler-Euler, Mix-
ture and Euler-Lagrange models, relies on a priori knowl-
edge of flow to select interphase closure terms (Hreiz et al.,
2015). These approaches do not resolve the dispersed bub-
bles and are typically used to simulate industrial scale elec-
trochemical systems (Hreiz et al., 2015). On the other hand,
interface-resolving approaches, like Volume of Fluid (VOF)
(Einarsrud and Johansen, 2012; Einarsrud et al., 2017; Sun
et al., 2018) and phase-field (Zhang et al., 2020), resolve in-
dividual bubbles and is typically used to study in detail the
dynamic behaviour of few bubbles. Although these studies
have provided knowledge relevant to simulate the multi-
physics nature of electrochemical gas evolution, there is still
a lack research that addresses the coupled multiphysics as
well as the multiscale nature of the process as highlighted
by Taqieddin et al. (2018)
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Figure 1: Schematic of the coupling between various modules of
the proposed solver proposed to model electrochemical
gas evolution.

In this work, we highlight various modules required to sim-
ulate electrochemical gas evolution, see Fig.1, to partly ad-
dress the knowledge gap highlighted by Taqieddin et al.
(2018). The decoupled modules are developed on the VOF
solver available on OpenFOAM® 6, interFoam (Deshpande
et al., 2012). These modules are individually verified by
comparison to relevant theoretical models available in liter-
ature and finally the potential of the fully coupled solver is
discussed.

THE DECOUPLED MODEL DESCRIPTION

In this section, we introduce the variousmodules that are rel-
evant in modelling electrochemical gas evolution: reliable
small (sub-millimeter) bubbles, transport of dissolved gas,
supersaturation driven bubble growth and ohmic resistance
associated with bubble evolution. Before these individ-
ual modules are described, the VOF model as implemented
in interFoam is introduced, for further details please refer
Deshpande et al. (2012). The VOFmodel uses a scalar func-
tion known as volume fraction of liquid (α1) which takes a
value equal to unity in the liquid, zero in the gas phase and
0 < α1 < 1 in the interface. The volume fraction of gas is
calculated as α2 = 1 − α1. The advection of the volume
fraction of liquid is computed as

∂α1

∂t
+∇ · (α1

~U) +∇ · (α1(1− α1) ~Ur) = 0, (1)

where ~U is the velocity in domain and ~Ur is the compres-
sive velocity computed based on a user-defined compression
factor (Cα), see Deshpande et al. (2012). The fluid prop-
erties, like density (ρ) and viscosity (µ), are computed as
χ = α1χ1 + α2χ2. The mass conservation equation of the
phases, described using continuity equation, is

∇ · ~U = 0. (2)

The momentum equation is written using a modified pres-
sure, pm = p− ρ~g · ~x, as

∂ρ~U

∂t
+∇ · (ρ~U ~U) =∇ · (µ∇~U) +∇~U · ∇µ+ ~FST

−∇pm − ~g · ~x∇ρ,
(3)

where ~FST is the surface tension force is treated using the
Continuum Surface Force (CSF) model (Brackbill et al.,
1992) and viscous term, usuallywritten as∇·µ(∇~U+∇~UT )

can be expressed as∇ · (µ∇~U) +∇~U · ∇µ using Eq.2, see
Deshpande et al. (2012).

Modelling sub-millimeter bubbles

One of the main well known problems associated with VOF
approach is the errors in determining the local curvature
used in surface tension modelling. These errors generate
spurious velocities near the interface that can cause non-
physical flow in the computational domain (Popinet, 2018;
Vachaparambil and Einarsrud, 2019). The spurious veloc-
ities tend to become stronger with smaller length scales
or lower Capillary number and it can sometimes be strong
enough to generate nonphysical randomwalk of the bubbles.
One of the approaches to reduce spurious velocities is to re-
place the commonly used CSFmodel with the Sharp Surface
Force (SSF) model, proposed by Raeini et al. (2012), other
advances has been reviewed in Popinet (2018). The work by
Vachaparambil and Einarsrud (2019), has shown the abil-
ity of SSF to successfully simulate capillary rise and rising
bubbles as well as reduce spurious velocities compared to
CSF model.
The SSF model, based on the work of Raeini et al. (2012);
Vachaparambil and Einarsrud (2019), describes ~FST as

~FST = σκfinal∇αsh, (4)

where κfinal is obtained using a three step smoothing of
curvature and αsh is calculated as

αsh =
1

1− Csh

[
min
(
max

(
α1,

Csh
2

)
, 1−Csh

2

)
−Csh

2

]
,

(5)
where Csh is the user-defined sharpening coefficient which
must satisfy 0 ≤ Csh < 1. Tomodel sub-millimeter bubble,
the sharpening coefficient is set to 0.3 (Vachaparambil and
Einarsrud, 2020b).

Transport of dissolved gas

Compared to single phase flows, the transport of species in
a two phase flow requires the treatment of the interfacial
conditions i.e. concentration jump across the interface and
continuity of diffusive fluxes, see Maes and Soulaine (2018)
or Deising et al. (2018). These interfacial conditions are
incorporated into a single unified transport equation which
solves for the concentration field in both liquid and the gas
in the Compressive Continuous Species Transfer (CCST)
model, developed by Maes and Soulaine (2018). The gov-
erning equation for Ci, in CCST model, is

∂Ci
∂t

+∇ · (~UCi) = ∇ · (D̂i∇Ci − D̂iBCi∇α1)

−∇ · (Bα1α2
~UrCi),

(6)

where ~Ur is the compressive velocity (used in Eq.1), B is
the defined as (1−He)/(α1 +α2He), whereHe describes
the concentration jump across the interface (also known as
partition coefficient), and D̂i is the harmonic averaging of
the diffusion coefficients, see Maes and Soulaine (2018) for
further details. Inorder to simulate the transport of dissolved
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gas, which should only be in the liquid, we useHe equal to
a value near zero (like 10−4), to minimize the transport of
dissolved gas into the bubble which is accounted for by the
CCST model based on the defined value of He (Maes and
Soulaine, 2018; Vachaparambil and Einarsrud, 2020b). As
He is a small number (10−4), Ci obtained from Eq.6 can be
interpreted as Ci = Ci − Cs, where Ci is the actual con-
centration and Cs represents the saturation concentration,
based on Vachaparambil and Einarsrud (2020a,b).

Supersaturation driven bubble growth

When modelling interfacial mass transfer phenomena and
the associated bubble growth, Sherwood number based cor-
relations are widely used in CFD simulations (Einarsrud and
Johansen, 2012; Einarsrud et al., 2017). The drawback of
these correlations is its limited applicability, due to its de-
pendence on the bubble shape and relevant Reynolds and
Schmidt number (Deising et al., 2018). A more universal
approach is to use the Fick’s 1st law, which is the govern-
ing equation used in deriving Sherwood number correlations
(Bird et al., 2007). To the best of the authors knowledge there
are only two very recent works that has used Fick’s 1st law
to model bubble evolution: Vachaparambil and Einarsrud
(2020a,b) and Maes and Soulaine (2020).
In order to model the growth of bubble driven by the su-
persaturated electrolyte, we use the approach proposed by
Vachaparambil and Einarsrud (2020a,b). In this work, the
phenomenological Fick’s 1st law, the driving force for bub-
ble growth, is coupled to CCST, described based on Eq.6,
with relevant source terms for species transport (Eq.6), ad-
vection of α1 (Eq.1) and continuity (Eq.2) equations is
implemented by extending the work of Hardt and Wondra
(2008). For information about the relevant governing equa-
tions and source terms, please refer to Vachaparambil and
Einarsrud (2020b).

Modelling electromagnetic effects

To model the electromagnetic effects, we use Gauss’s law
which can be described mathematically as

∇ ·~i = 0, (7)

where the current density (~i) can be expressed using the
gradient of potential (φ) as

~i = −k∇φ, (8)

where k is the conductivity, calculated as an algebraic aver-
aging of conductivities, i.e. α1k1+α2k2. This approach has
been used in literature to describe the evolution of carbon
dioxide bubbles in aluminum reduction process (Einarsrud
and Johansen, 2012).

SOLVER SETTINGS

Due to the coupled nature of momentum and pressure equa-
tions, the equations are computed using the PISO algorithm,
see Deshpande et al. (2012). The governing equations are
discretized with first order schemes for time and second
order schemes in space, for details please refer to Vacha-
parambil and Einarsrud (2020b). The convergence criterion
used solve governing equations for prgh and other variables
(like φ, ~U , Ci and others) are 10−20 and 10−10 respec-
tively. When surface tension is relevant in the simulations,

a constraint on time step constraint described in Deshpande
et al. (2012); Vachaparambil and Einarsrud (2019) is used
to prevent the growth of spurious velocities.

VERIFICATION OF THE DECOUPLED SOLVER

In this section, we verify the individual modules imple-
mented in interFoam using theoretical models described in
literature.

On sub-millimeter bubbles

The ability of the SSF model to reliably simulate sub-
millimeter bubbles is demonstrated by a simulation of a
stationary bubble. Without body forces, i.e. gravity, in
the domain, any velocities present in the simulation can be
attributed to spurious velocities. As electrochemically gen-
erated bubbles can be present on both the electrode surface
and in the bulk (after detachment), it is necessary to reliably
simulate sub-millimeter bubbles for both cases.
The properties of the liquid and gas used in the simulation
are ρ1 = 1000kg/m3, ρ2 = 1kg/m3, ν1 = 10−6m2/s, ν2 =
1.48×10−5m2/s and σ = 0.07N/m. Two test cases, where
the bubble is available in the bulk (SBC1) and attached to
the electrode surface (SBC2), where the stationary bubble
has a diameter (2R) of 0.5mm are simulated in a 2D domain
of dimensions 4R× 4R. Both SBC1 and SBC2 are meshed
using a hexahedral grid with 120×120 cells. For SBC1, all
the boundaries are assigned zeroGradient for both ~U and
α1 but the prgh is assigned fixedValue of 101325Pa. In
the case of SBC2, where the left and right boundaries are
defined as walls, ~U uses no-slip condition at the walls and
zeroGradient at the other boundaries along with α1 uses
zeroGradient on all boundaries (with a default contact angle
of 90◦ at the walls) and prgh as fixedValue (equal to 0Pa)
at the top wall and fixedFluxPressure (Greenshields, 2019)
on the other boundaries. Due to the surface tension, the
maximum time step allowed is manually limited to 0.6µs
(see Deshpande et al. (2012); Vachaparambil and Einarsrud
(2019)) and the simulations are run until 0.05s.
The accuracy of these simulations are estimated using
Laplace pressure and magnitude spurious velocities, like in
Vachaparambil and Einarsrud (2019). The Laplace pressure
in a 2D bubble can be calculated based on Young-Laplace
equation as ∆pc = σ/R and the spurious velocities (Usc) is
estimated as max(|~U |). The Laplace pressure in the bubble,
from the simulations, is calculated as

∆p =

∫
V
α2pdV∫

V
α2dV

− p0, (9)

where p0 is the operating pressure used in the simulations.
The associated error in Laplace pressure (E) is calculated as
(∆p−∆pc)/∆pc, where the overbar indicates the averaged
value over the simulation time.

Table 1: Time averaged values of spurious velocities, Laplace pres-
sure and its error obtained while simulating a stationary
sub-millimeter bubble.

Case Usc (m/s) ∆p (Pa) E
SBC1 0.0108 255.35 −0.088
SBC2 0.0198 253.91 −0.093

As shown in Fig.2, the spurious velocities generated are
present on both sides of the interface (for both TC1 and
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(a) Bubble in the bulk (SBC1). (b) Bubble on the wall (SBC2).

Figure 2: Comparison of the spurious velocities (m/s) generated while modelling stationary bubbles at t = 0.05s with interface (at α1 = 0.5)
represented by the white contour.

TC2). Interestingly, the spurious velocities generated are
quite different in both TC1 and TC2, with the latter gener-
ating strong spurious velocities near the foot of the bubble.
These time averaged spurious velocities and error in estimat-
ing the Laplace pressure of the bubble quantified in Table.1.

On the transport of dissolved gas

In order to show that Eq.6 with He = 10−4 can model
the transport of dissolved gas reasonably well, we take a
hypothetical case where a rising bubble moves through a
region of supersaturation. The fluid properties used in the
simulations, which are adapted from Hysing et al. (2009),
are ρ1 = 1000kg/m3, ρ2 = 1kg/m3, ν1 = 0.01m2/s,
ν2 = 0.1m2/s, σ = 1.96N/m and |~g| = 0.98m/s2 along
with D1 = 10−9m2/s and D2 = 10−5m2/s. A bubble
of diameter 0.5m is initialized such that its center is 0.5m
from the bottom and side boundaries in a domain of di-
mensions 1m×2m. The simulation is run with hexahedral
mesh with 160×320 cells. The region of supersaturation,
Ci = 10mol/m3, is initialized in an area of 1m×0.7m from a
distance of 0.8m from the bottom wall. All four boundaries
are assigned the zeroGradient condition for Ci and α1. The
boundary conditions for ~U are assigned slip conditions at
the side walls and remaining walls are set as no-slip. For
prgh, the top wall is assigned the fixedValue (equal to zero)
but the other walls are described using fixedFluxPressure
(Greenshields, 2019).

The spatial distribution of the dissolved gas as the bubble
rises and deforms is illustrated in Fig.3. The convection
induced by the rising bubble does not advect the dissolved
gas into the bubble. Due to the use of a non-zero He, to
prevent B in Eq.6 from becoming infinity, dissolved gas
does numerically drift into the bubble but this is negligible
(lower than 0.01% of the amount of dissolved gas).

On supersaturation driven bubble growth

Adapted fromVachaparambil and Einarsrud (2020a,b),
the fluid properties used in the simulation are ρ1 =
997.08kg/m3, ρ2 = 1.81kg/m3, ν1 = 8.92 × 10−7m2/s,
ν2 = 8.228 × 10−6m2/s, D1 = 1.94 × 10−9m2/s, D2 =
9.18 × 10−6m2/s and M = 44 × 10−3kg/mol. Both sur-
face tension and gravity are neglected in the simulations.
The parameters used in the solver are defined based on the
work byVachaparambil and Einarsrud (2020b). The domain
used for the computation is 3cm×3cmwhich is meshed with
4000×4000 cells, the pre-existing bubble (of diameter equal
to 0.5mm) is initialized at the center of the domain. The liq-
uid phase is initialized with a concentration of dissolved
gas at 200.64mol/m3. The boundary conditions used are
described in Vachaparambil and Einarsrud (2020b).
The approach to describe the growth of a pre-existing bubble
in a supersaturated solution can be verified by the Extended
Scriven model proposed by Hashemi and Abedi (2007)
(based on the work by Scriven (1959)):

R = 2β

√√√√D1

(
t+

R′2

4D1β2

)
, (10)

where β is the growth coefficient and R′ is the radius of the
pre-existing bubble. The growth coefficient for 2D bubbles,
derived in Vachaparambil and Einarsrud (2020b), is

β2D =
a+
√
a2 + 4a

2
√

2
, (11)

where a is equal toM∆C/ρ2 and ∆C is equal to the con-
centration of the dissolved gas that is over the saturation
condition (equal to 200.64mol/m3). Fig.4 shows that the
evolution of bubble radius predicted by the model agrees
reasonably with the Extended Scriven with β2D. The dis-
crepancy between the simulation and the Extended Scriven
model can be explained by the discontinuous nature of dis-
solved gas concentration at t = 0s (Vachaparambil and
Einarsrud, 2020a,b).
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(a) t = 0s. (b) t = 1s.

(c) t = 2s. (d) t = 3s.

Figure 3: The concentration of dissolved gas (mol/m3) around a rising bubble (interface, atα1 = 0.5, is represented by white contour) modelled
based on Eq.6.

- 21 -



K. J. Vachaparambil, K. E. Einarsrud

0 2 4 6 8 10
0.0002

0.0004

0.0006

0.0008

0.001

0.0012

Time (s)

B
u
b
b
le

 r
a
d
iu

s
 (

m
)

Ficks 1st law based mass transfer model

Extended Scriven: 2D growth coefficient

Figure 4: Comparison of the bubble growth predicted by Fick’s 1st
law based model (based on the work by Vachaparambil
and Einarsrud (2020b)) and the the Extended Scriven
model (Eq.10) using β2D = 4.0509.

On electromagnetism and its effects

In the case of constant potential difference across the elec-
trodes, the current varies due to the bubble evolution. The
effect of bubbles can be divided based on its position, i.e. in
the bulk and attached to the electrode, which is investigated
in this subsection.
The fluid parameters used for these simulations are ρ1 =
1000kg/m3, ρ2 = 1kg/m3, ν1 = 10−6m2/s, ν2 = 1.48 ×
10−5m2/s, k1 = 100S/m and k2 = 10−13S/m. Both grav-
ity and surface tension are neglected in these simulations.
Assuming that the electrolyte is bubble free, for an inter-
electrode gap of 1cm and the difference in potential between
the electrode is 0.01V corresponds to a current density of
100A/m2. Any change in current density can be attributed
to the presence of bubbles in the computational domain.

When bubbles are attached on the electrode surface

When bubbles are present on the electrode surface, it in-
creases the resistance in the system due to volume of the
bubble and electrode screening. If an area of 2D bubble,
which is present in the bulk, is redistributed on the surface
such that the effective area is the same, the current reduces
due to the increase in effective resistance at the electrode
(due to electrode screening). This is showcased by consid-
ering two cases: EC1 (bubble is present in the bulk) and
EC2 (bubble is attached to the electrode), see Fig.5.
The computational domain, of dimensions 1cm×1cm, is
meshed by 200×200 cells. The left and right boundaries,
which are the electrodes, are assigned as no-slip conditions
for velocity and fixedFluxPressure (Greenshields, 2019) for
pressure. The top and bottom boundaries are assigned fixed-
Value (equal to 0Pa) for prgh and zeroGradient for velocity.
All the boundaries are assigned zeroGradient for α1. For φ,
left and right walls are assigned 0V and 0.01V respectively,
whereas the remaining boundaries are set as zeroGradient.
The initial conditions for the α1, are set as described in
Fig.5.
The reduction of the current due to the presence of the bubble
on the electrode surface is shown in Table.2.

Figure 5: Illustration of the cases, EC1 and EC2, considered to
showcase the effect electrode screening. EC1, repre-
sented by , considers a bubble of radius 1mm at the
center of domain. EC2, represented by , considers
two equally sized bubbles (semicircles with radii equal
to 1mm) whose centers are 2.5mm and 6.5mm away from
the bottom wall.

Table 2: Reduction of current due to the presence of bubble on the
electrode.

Case Fa Area of 2D bubbles (m2) Currentb (A)
EC1 1 3.16 ×10−6 9.384×10−7

EC2 0.6 3.16 ×10−6 9.306×10−7
a F represents the fraction of the left electrode area in contact with

electrolyte, b Current is calculated as
∑

~i.~S where ~S is the face surface
area of individual cell on the left electrode.

When bubbles are present in the bulk

The 2D simulations use the a domain, of size 1cm×1cm,
which is meshed with 200×200 cells. The left and right
boundaries use no-slip, fixedFluxPressure (Greenshields,
2019) and fixedValue (equal to 0V and 0.01V) for ~U , prgh
and φ respectively. The other boundaries are assigned ze-
roGradient for both ~U and φ whereas prgh use fixedValue
(equal to 0V). For α1, all the boundaries are assigned the
zeroGradient condition. For 3D simulations, the domain of
size 1cm×1cm×1cm is meshed with 200×200×200 cells.
The left and right boundaries are set according to the anal-
ogous conditions for 2D simulations whereas the remaining
boundaries are treated like the top/bottom boundaries used
in 2D simulations. The initial conditions used for α1 is
chosen so that bubble, with a range of sizes, are randomly
placed in the bulk, as shown in Fig.A1 and Fig.A2 for 2D
and 3D simulations respectively.
The bubbles change the effective conductivity of the elec-
trolyte (ke) which can be theoretically estimated using the
Bruggermann’s correlation (valid for polydispersed spheri-
cal bubbles (Bruggeman, 1935)) as

ke/k1 = (1− f)1.5, (12)

where f is the void fraction (calculated as the ratio of total
volume of the bubble to the volume of the domain). Once
the ke is computed, the resistance is computed as d/(keA),
where d is the interelectrode distance (equal to 1cm) and
A is the area of the 3D electrode (equal to 0.01×0.01m2),
and current in the system and current density are deter-
mined based on Ohm’s law with cell voltage computed as
the difference between the right and left boundary condi-
tions for φ (equal to 0.01V). As expected, Fig.6 shows that
3D simulations provides a better agreement to the current
density obtained from Bruggermann correlations than the
2D simulations. Further the solver successfully predicts the
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Figure 6: Comparison of the current density (A/m2) reduction with
increase in void fraction of bubbles (in bulk) predicted
by the simulations (for 2D and 3D) and Bruggermann’s
correlation.

reduction of current density with the increase in the void
fraction of bubbles.

ON THE FULLY COUPLED SOLVER

For the fully coupled solver, the solution is obtained by
solving the volume fraction equation, then calculating the
relevant source terms, the coupled momentum and continu-
ity equations, then the Gauss’law and finally the transport
of dissolved gas using CCST model at each time step.

Figure 7: Comparison interfacemorphology and position with time
in the computational domain.

In order to showcase the ability of the solver, we simulate the
growth of a pre-existing bubble due to electrochemical reac-
tions occurring at a vertical electrode-electrolyte interface.
The occurrence of pre-existing bubbles at surface imper-
fections, for instance from previous nucleation events, can
reduce the energy required for nucleation to values as low
as zero (Vachaparambil and Einarsrud, 2018). This approx-
imation, which is physically reasonable as bubble has been
observed to generate from the same site on the electrode
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Figure 8: Comparison change in footprint of the bubble on the
electrode (fraction of bubble covered electrode) and the
associated change in normalized current (calculated as
(
∑
~i · ~S)/(I), where I is the current when no bubbles

are present, i.e. 100A/m2 ×(5×10−9m2)) with time.

for a range of current densities (Westerheide and Westwa-
ter, 1961; bo Liu et al., 2019), enables direct modelling of
the growth of the bubble without the need to treat bubble
nucleation. In order to treat bubble nucleation in a CFD
framework, algorithms like the one proposed by Damme
et al. (2010) are required.
The computational domain used for the simulation is
1mm×5mm which is meshed by 200×1000 cells. The left
and right boundaries are set as walls and the boundary con-
ditions are described based on the individual modules in
the decoupled solver except for the the Ci at the left wall
which is computed using the Faraday’s law of electrolysis,
as ∂nCi = |~i|α1/(2FD1), and φ is assigned a fixedValue of
0V and 10−3V at left and right walls respectively. The pre-
existing bubble, of radius equal to 0.25mm, is initialized as
that its center is on the left wall at a distance of 0.55mm from
the lower boundary. The fluid properties used in the proof
of concept simulation are: ρ1 = 1000kg/m3, ρ2 = 1kg/m3,
ν1 = 10−6m2/s, ν2 = 1.48 × 10−5m2/s, D1 = 10−9m2/s,
D2 = 10−5m2/s, σ = 0.003N/m,M = 44 × 10−3kg/mol,
k1 = 100S/m, k2 = 10−13S/m and |~g| = 9.81m/s2. Due to
the use of surface tension, the maximum time step allowed
is manually limited to 8µs (see Deshpande et al. (2012);
Vachaparambil and Einarsrud (2019)) and the simulations
are run until 0.1s.
The concentration distribution of the dissolved gas generated
by the electrochemical reactions and the current density dis-
tribution around the rising bubble attached to the electrode
at t = 0.1s is shown in Fig.9. As the bubble rises up, the
growth rate and the effective radius of the bubble increases
as seen in Fig.10 which is associated with the increase in the
bubble footprint after the initial transient behaviour of the
bubble, see Fig.8. The change in current obtained directly
correlates with the footprint and size of the bubble, see Fig.8
and Fig.10.

CONCLUSION

We implemented the individual models relevant in mod-
elling an electrochemical gas evolution in the VOF solver
available in OpenFOAM® 6. The modules added into in-
terFoam are: SSF (for surface tension modelling), C-CST

- 23 -



K. J. Vachaparambil, K. E. Einarsrud

(a) Ci (mol/m3). (b) |~i| (A/m2).

Figure 9: Comparison of the distribution of dissolved gas and current density (magnitude) around the bubble (whose interface, at α1 = 0.5, is
represented by the white contour) at t = 0.1s.
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Figure 10: Comparison of the growth rate and the effective radius of the bubble as it evolves.
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(transport of dissolved gas), supersaturation driven bubble
growth model and Gauss’s law. The predictions from these
decoupledmodules agree quite reasonablywith relevant the-
oretical models available in literature. The bubble evolution,
under constant potential condition, as predicted by the fully
coupled solver is also discussed to showcase the ability of
the proposed solver to handle electrochemical gas evolution.
The proposed fully coupled solver, unlike other works re-
ported in literature, can ’theoretically’ be applied to simulate
a variety of flow configuration (current density and electrode
orientations) as well as the impact of bubble detachment in
electrochemical systems due to the use of phenomenological
models.
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Figure A1: The distribution of the 2D bubbles in the computational domain.
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(a) f = 0.013. (b) f = 0.015. (c) f = 0.014.

(d) f = 0.038. (e) f = 0.088. (f) f = 0.073.

(g) f = 0.118. (h) f = 0.102. (i) f = 0.268.

(j) f = 0.190. (k) f = 0.311.

Figure A2: The distribution of the 3D bubbles in the computational domain.
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ABSTRACT
The entrainment of molten ferroalloy droplets in slag during tapping
operations is strongly related to turbulence and interfacial forces
between alloy and slag. Therefore, interfacial phenomena are of
great importance for the ferroalloys industry and a better under-
standing of entrainment mechanisms can reduce ferroalloy losses
with slag flow. The interfacial tension plays an important role in the
interaction between ferroalloy and slag due to the ability to modify
droplets shape and the flow regime. However, the measurement of
interfacial tension between two molten phases is challenging due
to high temperatures and complex composition. In particular, sur-
face active elements significantly influence the interfacial tension.
Available methods for determining the interfacial tension are of-
ten based on using complex equipment (e.g. a furnace equipped
with an X-ray camera) and tend to have significant uncertainty
in measurements. In this study, a methodology for inverse mod-
elling of interfacial tension between ferroalloys and slag was devel-
oped and investigated by combining experimental measurements,
reduced order modelling and simulations in OpenFOAM. The pro-
posed method relies upon experimental determination of the shape
of single droplets, from which surface tension can be determined
using numerical procedures such as elliptic fitting and the low-bond
axisymmetric drop shape technique. Given relevant material prop-
erties for single phases, parameters governing the interactions be-
tween the phases, e.g. interfacial tension, can be determined by
comparing parametric simulations to experiments in which inter-
actions are present. Simulations are realized using multiphaseIn-
terFoam for a slag droplet at rest on molten metal in an inert at-
mosphere. The current work describes the modelling strategy and
demonstrates its applicability to recent experiments for the FeMn-
slag system. The uncertainty and sensibility of the method are as-
sessed by comparing different available simulation settings, resolu-
tion and the uncertainty in the experimental data.

Keywords: Inverse modelling, interfacial phenomena, interfacial
tension, slag metal separation.

NOMENCLATURE

Greek Symbols
α Phase fraction within the range 0 < α < 1.
γ Surface or interfacial tension, [N/m].
θ Contact angle, [°].
µ Dynamic viscosity, [Pa · s].
ν Kinematic viscosity, [m2/s].

ρ Density, [kg/m3].
∆ρ Density difference between two phases,

[kg/m3].

Latin Symbols
a Length of the semi-major axis of an ellipse,

[m].
b Length of the semi-minor axis of an ellipse,

[m].
c Capillary constant, [m−2].
g Gravitational acceleration, 9,81, [m/s2].
h Height, [m].
m Weight, [kg].
P Pressure, [Pa].
∆P Pressure difference across the interface, [Pa].
∆P0 Pressure difference at a reference plane, [Pa].
R0 Radius of curvature at the droplet apex, [m].
R1,R2 Principal radii of curvature, [m].
U Fluid velocity, [m/s].
Ur Compression velocity, [m/s].
V Volume, [m3].
x Position vector, [m].

Sub/superscripts
n Phase.
exp Corresponding to experiments.
sim Corresponding to simulations.
vis Visible.
non− vis Non-visible.
slag Corresponding to slag.
FeMn Corresponding to FeMn.
Ar Corresponding to argon atmosphere.
slag−Ar Interface between slag and Ar.
FeMn−Ar Interface between FeMn and Ar.
FeMn− slag Interface between FeMn and slag.

INTRODUCTION

Ferroalloys are widely used to improve various properties of
steels and alloys, for example, hardness, ductility and cor-
rosion resistance (Holappa, 2013). Ferroalloys are produced
mainly by carbothermic reduction in submerged arc furnaces
(SAFs), where raw materials are heated up by applying the
electric current to electrodes. Raw materials in the produc-
tion of ferroalloys are complex in chemical composition and
therefore all other elements, which do not end up in the alloy
phase, need to be separated from the alloy and removed as the
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slag. The removal of molten material (a mixture of slag and
alloy) is carried out through an operation which is called tap-
ping. During this operation, the SAF is opened by a drilling
machine and thereafter the molten material comes out from
the furnace into a cascade of ladles (Tangstad, 2013). The
first ladle in the cascade is used for separation of slag and al-
loy due to the density differences, and storing the alloy, while
the following ladles are used only for the slag (Fig. 1). The
molten flow typically disintegrates after the impact with ei-
ther the surface of the alloy ladle or the molten material due
to turbulence and interfacial forces between alloy and slag
(Lee, 2016). It results in the formation and entrainment of
small alloy droplets in slag phase, which then overflows to
slag ladles, contributing to the alloy losses. For this reason,
the interfacial phenomena are vital for the ferroalloys indus-
try and a better understanding of entrainment mechanisms
can reduce ferroalloy losses with slag flow.

Figure 1: Tapping of the SAF.

The interfacial tension characterizes the interaction between
slag and metal and the stability of the interface between slag
and alloy (Ooi et al., 1974). High interfacial tension results
in better separation, while its lower values promote the for-
mation of slag-metal emulsion. Furthermore, surface active
elements, which can significantly reduce the interfacial ten-
sion, are typically present in molten systems (Li et al., 2003).
In ferroalloys production, the surface active elements are rep-
resented by sulphur and oxygen. The thermodynamic equi-
librium between alloy and slag is described by the reaction
(Saridikmen et al., 2007):

(1)[S] + (O2−)⇔ (S2−) + [O],

where [S], [O] are sulphur and oxygen in alloy, (S2−),(O2−)
are sulphur and oxygen in slag.
In addition, the interfacial tension can affect the terminal
(settling) velocity of alloy droplets in slag phase. Droplets
can have various regimes (Clift et al., 1978), which are based
on physical properties such as density, interfacial tension
and viscosity. Hence, depending on the regime, the surface
area of a droplet can be significantly different from its ini-
tial shape, meaning that the drag force which acts in the flow
direction will also be affected by the regime.
Experimentally, surface and interfacial tension between two
molten materials are determined by melting materials in a
furnace equipped with an X-ray camera (Jakobsson et al.,
2000) or by applying the sessile drop technique with a digital
camera (Kim et al., 2010). After recording images from in-
terfacial interaction between two different phases and a gas,

surface or interfacial tension are obtained by the numerical
solution of the Young-Laplace equation. However, in most
cases, the measurement of interfacial/surface tension is ex-
tremely complicated due to high temperatures and complex
composition of materials.
The equilibrium in the three-fluid interaction is described
schematically as shown in Fig. 2a and consequently the sur-
face and interfacial tension vectors are characterized by ap-
plying the Neumann vectorial triangle (Fig. 2b). At the equi-
librium the sum of surface forces equals to zero, therefore
the force balance for all interfaces (αβ, αδ, βδ) is written as
(Rowlinson and Widom, 2002):

(2)

γαβ + γβδ cosβ + γαδ cosα = 0

γαβ cosβ + γβδ + γαδ cosδ = 0

γαβ cosα + γβδ cosδ + γαδ = 0,

where γαβ, γαδ, γβδ is the tension of the αβ, αδ, βδ interface,
respectively.

Figure 2: (a) The equilibrium between a fluid droplet, resting on
the interface between two fluids of different densities,
(b) the Neumann’s triangle; γαβ corresponds to surface
tension between slag and gas, γαδ corresponds to surface
tension between FeMn alloy and gas, γβδ corresponds to
interfacial tension between FeMn alloy and slag.

Based on the law of cosines, the force balance can be rewrit-
ten in order to obtain a numerical value of cosβ:

(3)cosβ =
γ2

αδ
− γ2

αβ
− γ2

βδ

2γαβγβδ

.

A methodology allowing for the observations of interfacial
flow between ferromanganese alloys (FeMn) and slag, was
developed by the authors (Bublik et al., 2019), based on ex-
periments using a sessile drop furnace and recording of im-
ages.
In this work, the interfacial tension between FeMn alloy and
slag has been determined based on a new inverse modelling
strategy, combining simulations with analysis of images from
the sessile drop furnace. The model applicability and sensi-
bility has been studied and discussed by comparing different
settings in OpenFOAM and the uncertainty in experimental
data.

METHOD DESCRIPTION

A. Materials preparation
The synthetic FeMn alloy and slag for experiments in the
sessile drop furnace were prepared from pure powders ac-
cording to the industrial composition (Table 1). The powders
were mixed and melted separately in a graphite crucible in
an induction furnace in Ar atmosphere at 1773 K, 60 min
of holding for FeMn and 5 min of holding for slag. After
the first melting, both FeMn and slag were removed from

2
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the crucible, ground into small pieces in a ball mill and then
remelted in the graphite crucible in the induction furnace at
the same operational parameters.

Table 1: Chemical composition of materials used for the experi-
ments in the sessile drop furnace.

Material
Chemical composition, wt. %

Mn Fe C MnO CaO MgO SiO2 Al2O3

HC FeMn 78 15 7 - - - - -

FeMn slag - - - 38 23 6 23 10

B. Experimental setup

The sessile drop technique was applied in order to determine
surface tension of alloy/slag and to investigate the interfacial
behaviour between FeMn and slag:

• In experiments, where surface tension was measured, a
piece of slag or FeMn alloy was placed on a graphite
substrate (ISO-88) as shown in Fig. 3 and Fig. 4, the
furnace is heated up and images of interaction between
slag-graphite or alloy-graphite were recorded. There-
after, the images were analyzed by means of the Young-
Laplace equation.

• In experiments for measurement of interfacial interac-
tion, small FeMn pieces were placed in a graphite cup
(Fig. 5) and a slag piece was placed on top of the FeMn
layer. Subsequently, the interfacial tension is measured
by inverse modelling in OpenFOAM.

Figure 3: Slag on a graphite substrate before experiments for mea-
surement of surface tension in the sessile drop furnace.

Figure 4: FeMn alloy on a graphite substrate before experiments
for measurement of surface tension in the sessile drop
furnace.

Figure 5: Slag on top of FeMn pieces in a graphite cup before ex-
periments for measurement of interfacial tension in the
sessile drop furnace.

The sessile drop furnace (Fig. 6) was equipped with a digi-
tal video camera (Sony XCD-SX910CR, Sony Corporation,
Millersville, MD) with a telecentric lens (Navitar 1-50993D)
to record images from the molten samples with the resolu-
tion of 1280x1024 pixels. The experiments were done at the
maximum temperature of 1623, 1673, 1723 K and holding
time of 5, 10, 15 min.

Figure 6: Schematic illustration of the sessile drop furnace.

C. Methodology for inverse modelling
The methods consist of the followings steps:

a) Conduct experiments with a single slag or FeMn alloy
droplet and determine the surface tension of each phase.

b) Conduct experiments in the sessile drop furnace with
FeMn layer and a slag piece on top.

3
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c) Conduct simulations in OpenFOAM for a certain range
of interfacial tension using densities of FeMn alloy and
slag in the molten state, weight of the slag droplet and
surface tensions determined from step a).

d) Calculate visible (or non-visible) height of the slag
droplet (in %) both for experiments and simulations.
Compare experimental and simulation values to deter-
mine interfacial tension.

Determination of surface tension

The Young-Laplace equation describes the relationship be-
tween the curvature of a droplet and surface tension:

(4)∆P = γ

(
1

R1
+

1
R2

)
.

If external forces are not applied on a droplet, except of the
gravity, the pressure difference is expressed as:

(5)
∆P = ∆P0 + ∆ρgh

=
2γ

R0
+ ∆ρgh.

a) Surface tension of slag is determined by the elliptic
solution of the Young-Laplace equation (Hernandez-
Baltazar and Gracia-Fadrique, 2005), implemented in
MATLAB. Surface tension (in N/m) is determined from
the expression:

(6)γ =
a2(ρslag − ρAr)g

a3

b3 + a
b − 2

,

where the values of the semi-major axis a and the semi-
minor axis b are obtained from image analysis of slag
droplets in experiments, after fitting an ellipse to the
slag curvature (Fig. 7). The elliptic solution fails if
contact angle (θ) between the droplet and the substrate
is lower than 90°, giving wrong values for surface ten-
sion. In addition, there is a significant uncertainty in
measurements by this method if droplet’s surface dur-
ing experiments is rough.

Figure 7: Ellipsoidal fitting to the slag droplet during experiments
in the sessile drop furnace.

b) The contact angle between FeMn alloy and the graphite
substrate is lower than 90°, and the surface roughness is
high (Fig. 8). For this reason, surface tension of FeMn
alloy is measured by a plugin for ImageJ (Rueden et al.,
2017), which is based on the low-bond axisymmetric
drop shape analysis (LBADSA) (Stalder et al., 2010).
The plugin extracts parameters of droplet’s contour after
the fitting of the Young-Laplace equation to the image
data (Fig. 9). The output from the plugin is the capillary
constant c, which is related to surface tension of FeMn
(γ) through the equation:

(7)c =
(ρFeMn − ρAr)g

γ
.

Figure 8: FeMn alloy surface during experiments in the sessile
drop furnace.

Figure 9: Fitting and measurement of parameters of a FeMn
droplet from the image data by LBADSA plugin for Im-
ageJ.

Simulations using multiphaseInterFoam

Simulations were carried out in OpenFOAM 6 (Weller et al.,
1998) using multiphaseInterFoam, a solver for N incom-
pressible fluids which captures the interfaces and includes
surface tension and contact angle effect for each phase, with
optional mesh motion and topology changes.
multiphaseInterFoam is based on the volume-of-fluid (VOF)
method (Hirt and Nichols, 1981), where a transport equation
is applied to define the volume fraction αn of each of the
phases (Andersson, 2010). The transport equation is solved
with the continuity and momentum equation for each phase
(Damian, 2012). The continuity equation is defined as:

(8)∇ · U = 0.
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The transport equation for α is:

(9)
∂α

∂t
+ ∇ · (Uα) + ∇ · [Urα(1− α)] = 0,

and the momentum equation is expressed as:

(10)
∂(ρU)

∂t
+ ∇ · (ρUU) = −∇p + g · x∇ρ

+ µ
[
∇U + (∇U)T ]+ γκ∇α,

where µ
[
∇U+(∇U)T

]
is the viscous term, γκ∇α is surface

tension force per unit volume, which is based on the contin-
uum surface force model (Berberovic et al., 2009), κ is the
mean curvature of the free surface:

(11)κ = −∇ ·
(

∇α

| ∇α |

)
.

The mixture density (ρ) and viscosity (µ) are calculated as
weighted averages based on the phase fraction in a control
volume, i.e.:

(12)ρ = ∑
n

ρnαn

and

(13)µ = ∑
n

µnαn.

Evidently, cells with only a single phase, retain the material
properties of the phase in question.

Reduced order modelling

In order to determine the interfacial tension between slag and
alloy, the non-visible height of droplets (in %) both in ex-
periments and simulations was calculated by the following
procedure:
A. Procedure for slag droplets in experiments
1. Measure the weight of the slag droplet before experiments,
mslag.
2. Calculate the (total) volume of the slag droplet in molten
state, V slag

total :

(14)V slag
total =

mslag

ρslag
.

3. The slag droplet resting on top of the FeMn layer is as-
sumed to be a spherical cap both above and below the FeMn-
Ar interface as shown in Fig. 10. According to the geo-
metric properties of the spherical cap, a and hexp

vis can be ob-
tained directly by measuring corresponding distances, while
the height below the interface, hexp

non−vis, is unknown, and
therefore it has to be determined via additional calculations.

Figure 10: Slag droplet on top of FeMn layer in experiments: a is
the base radius of the spherical cap, hvis and hnon−vis
are the height of the spherical cap above and below the
interface, respectively.

4. Calculate the visible volume of the slag droplet, V slag
vis :

(15)V slag
vis =

1
6

πhexp
vis

(
3(aexp)2 + (hexp

vis )
2) .

5. Calculate the non-visible volume of the slag droplet,
V slag

non−vis:

(16)V slag
non−vis = V slag

total −V slag
vis .

6. Determine the height of the spherical cap below the inter-
face in meters, hexp

non−vis. In this study, a MATLAB script has
been developed, allowing to solve the equation for the vol-
ume of a spherical cap (eq. 17) and calculate hexp

non−vis, given
that a, hexp

vis , V slag
non−vis are known.

(17)V slag
non−vis =

1
6

πhexp
non−vis

(
3(aexp)2 + (hexp

non−vis)
2) .

7. Calculate the non-visible height of the slag droplet in %:

(18)hexp
non−vis(%) =

hexp
non−vis

hexp
non−vis + hexp

vis
· 100.

B. Procedure for slag droplets in simulations

1. In simulations, the height of slag droplets both below and
above the interface can be obtained directly from measuring
distances as shown in Fig. 11.
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Figure 11: Slag droplet on top of FeMn bath in simulations.

2. Calculate the non-visible height of the slag droplet in %:

(19)hsim
non−vis(%) =

hsim
non−vis

hsim
non−vis + hsim

vis
· 100.

3. The non-visible height of the slag droplet in simula-
tions obtained from equation 19 is compared with experi-
mental values from equation 18 to find the corresponding
non-visible height and thereby also the corresponding inter-
facial tension, which in the simulations was varied according
to a range of expected values.

EXPERIMENTAL CONDITIONS AND NUMERICAL
SETTINGS

Experimental conditions

The experimental parameters used in experiments in the ses-
sile drop furnace are shown in Table 2.

Table 2: Experimental conditions in the sessile drop furnace.

Parameter
Value in measurement of

Surface tension Interfacial tension

mslag, g 0,120 ≈0,050 - 0,060

mFeMn, g 0,120 ≈0,300 - 0,350

Ar flow, NLPM 0,1 0,1

Pressure inside the chamber,
Pa

101325 101325

Maximum temperature, K 1723 1623, 1673, 1723

Holding time at maximum
temperature, min

5 5, 10, 15

Heating rate to 1473 K,
K/min

300 300

Heating rate from 1473 K to
maximum temperature,

K/min

≈25 ≈25

Numerical settings and simulation procedure

Simulations were carried out on an axisymmetric 2D geom-
etry as shown in Fig. 12, where the following boundary con-
ditions were applied:

• Left wall - symmetry.

• Right, top and lower wall - no-slip condition with a fixed
flux pressure (P = 0 Pa).

The initial number of cells in the simulations was 5000. In
order to increase the resolution at the interfaces (slag-Ar,
FeMn-Ar, FeMn-slag), 2D dynamic mesh refinement (CFD
Online Discussion Forums, 2018) was applied, which allows
increasing the number of cells up to 20000 for the given sim-
ulation setup. All simulations were performed on resourses

Figure 12: 2D axisymmetric geometry applied in simulations.
Rslag varies from 0,00147 to 0,00163 m (from 1,47 to
1,63 mm), depending on the weight of a slag droplet,
and g is the gravity, acting in y-direction.

provided by the NTNU IDUN computing cluster (Sjalander
et al., 2019) using modified settings for damBreak4phase tu-
torial case (cf. The OpenFOAM Foundation, 2016) with mul-
tiphaseInterFoam solver, as shown in Table 3. The presence
of so-called spurious currents in VOF simulations results in
considerable challenges when aiming to reach a static steady
state and therefore low values of under-relaxation factors
were applied to reduce spurious currents as it was proposed
by Vachaparambil and Einarsrud, 2019. Simulations were
aiming to reach steady state conditions corresponding to a
droplet at rest. As multiphaseInterFoam is a transient solver,
transient simulations with dynamic time stepping from 10−5

to 10−6 s and the maximum Courant number of 0,25 until 1 s
flow time was attained - sufficient to obtain a (quasi) steady
state for all simulations considered. The simulations were
initialized with a slag droplet with radius from 1,47 to 1,63
mm, depending on the weight of the slag droplet, initially
positioned 1,50 mm above the alloy interface.
In addition, a numerical calculation using equation 3 has
been carried out to evaluate a relevant range of interfacial
tension for the simulations. Values of cosβ, as illustrated in
Fig. 13, are greater than 1 when interfacial tension is smaller
than 0,85 N/m. Interfacial tension of 0,85 N/m has there-
fore been used as the minimum value in simulations, while
the maximum interfacial tension is assumed to be identical
to surface tension of FeMn - 1,50 N/m.
The physical parameters used in simulations are shown in
Table 4.
In order to reduce the effects of spurious currents even more,
the viscosity was set to an (artificial) elevated value. Since
the steady state is static - the actual value of the viscosity
should not impact the final converged result. In order to de-
termine a suitable value for the viscosity - a parametric study
was performed, in which the steady state solutions (if found)
were compared, according to the values indicated below.

• 10−6 ≤ νFeMn ≤ 10−2 m2/s.
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Table 3: Numerical solution parameters used in the simulation
setup.

Solution and algorithm control settings (fvSolution)

Parameter
Field

alpha pcorr p_rgh p_rghFinal U UFinal

tolerance 10−6 10−8 10−8 10−9 10−6 10−8

relTor 0 0 0 0 0 0

maxIter 100 - - 50 - -

nAlphaSubCycles 2 - - - - -

nAlphaCorr 2 - - - - -

MULESCorr false - - - - -

cAlpha 1 - - - - -

nLimiterIter 3 - - - - -

smoother GaussSeidel - - - - -

nSweeps 1 - - - - -

solver smoothSolver - - - - -

relaxationFactors - 0,3 0,3 0,9 0,3 -

PIMPLE loop

Parameter Value

nCorrectors 1

nOuterCorrectors 1

momentumPredictor false

Numerical schemes settings (fvSchemes)

Time derivatives Value

ddtSchemes CrankNicolson 0,50

Time and data input/output control settings (controlDict)

Parameter Value

deltaT 10−6

maxDeltaT 10−5

maxCo 0,25

maxAlphaCo 0,25

• 10−5 ≤ νslag ≤ 10−3 m2/s.

• 10−5 ≤ νAr ≤ 10−3 m2/s.

In addition, a parametric study of the mesh resolution, qual-
ity of the dynamic mesh refinement (DMR) and geometry
size has been carried out to determine the most appropriate
parameters to be used in simulations without affecting the
results and changing the convergence time significantly. For
all simulations in the parametric study, γslag−Ar, γFeMn−Ar and
γFeMn−slag were 0,70, 1,00 and 0,70 N/m, respectively.

RESULTS AND DISCUSSION

A. Surface tension of FeMn alloy and slag

Figure 13: Values of cosβ calculated by equation 3.

Table 4: Physical parameters applied in simulations.

Parameter Value

ρslag , kg/m3 3300*

ρFeMn , kg/m3 5612*

ρAr , kg/m3 1,66

νslag , m2/s varied

νFeMn , m2/s varied

νAr , m2/s varied

γslag−Ar , N/m 0,65

γFeMn−Ar , N/m 1,50

γFeMn−slag , N/m 0,85 - 1,50

*Density of slag and FeMn alloy in molten state (Muller et al., 2015)

The values surface tension of FeMn alloy and slag, obtained
after the experimental measurement, are shown in Fig. 14.
Surface tension of FeMn alloy was found to be 1,50 ± 0,05
N/m, while surface tension of slag was considerably lower
(0,65 ± 0,01 N/m). From the confidence intervals, it is evi-
dent that the LBADSA methodology, which was applied for
the measurement of surface tension of FeMn has higher devi-
ation (±0,05 N/m), that the ellipsoidal solution of the Young-
Laplace equation, where the confidence interval for surface
tension of slag was ±0,01 N/m.
B. Parametric study: influence of viscosity
For simulations with νFeMn ≤ 10−6 m2/s, the alloy interface
failed to stabilize as indicated in Fig. 15. For values of
10−4 ≤ νFeMn ≤ 10−2 m2/s, the interface was stable, also
for a wide range of viscosities for the remaining phases;
10−4 ≤ νslag ≤ 10−5 m2/s and 10−3 ≤ νAr ≤ 10−5 m2/s, in-
dicated in Fig. 16. Increasing the viscosity further led to
unphysical numerical artifacts.
From the parametric study, it was concluded to choose
νFeMn = 10−4 m2/s, νslag = 10−5 m2/s and νAr = 10−5 m2/s.
The kinematic viscosity of FeMn differs from the real kine-
matic viscosity of FeMn, which is usually in the order of
10−6 m2/s; however, the assumed kinematic viscosity of
FeMn should not influence the steady state of the simulations
as discussed earlier.
C. Parametric study: influence of mesh resolution and geom-
etry size
Studied settings of DMR and mesh resolution, total number
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Figure 14: Surface tension of FeMn alloy and slag measured ex-
perimentally in the sessile drop furnace. Red lines on
top of bars are 95 % confidence intervals.

Figure 15: Surface instabilities induced by spurious currents.

Figure 16: The simulation results for the kinematic viscosity:
νFeMn = 10−4 m2/s, νslag = 10−4-10−5 m2/s, νAr =

10−3-10−5 m2/s.

of cells before and after DMR as well as maximum time step
and convergence time are presented in Table 5. In addition,
the influence of geometry size has been studied with the pa-
rameters as shown in Table 6. Since the non-visible height of
the slag droplet is crucial for obtaining the interfacial tension
based on the inverse modelling strategy, it has been applied
for comparing the steady state in various simulations.
The non-visible height obtained at different time steps in tests
of different mesh resolution and DMR quality is shown in
Fig. 17. In test A1 and A2, the slag droplet has reached a
steady state as represented in Fig. 18, while the convergence
time increases with increasing the quality of DMR as well as
the total number of mesh cells after DMR increases up to 2,0

and 3,6 times for low (A1) and average (A2) quality of DMR,
respectively. On the contrary, test A3 with the highest quality
of DMR and test A5 with the highest number of cells after
DMR, have instabilities in achieving the steady state, which
leads to higher values of the average non-visible height. Sim-
ilarly to tests A1 and A2, the increasing of mesh resolution in
test A4 does not have any influence on the simulation results,
however, the convergence time increases to 24784 s. For the
proposed simulation setup, the settings from test A2 with av-
erage quality of DMR has been chosen as optimal since it
requires slightly higher convergence time compared to test
A1 with low quality.
The influence of geometry size in x- and y-direction on the
non-visible height of the slag droplet is demonstrated in Fig.
19. Tests B2-B5 have shown similar steady results with rel-
atively close values of the average non-visible height, while
test B1 has instabilities at the FeMn-Ar interface, resulting in
the average non-visible height two times higher compared to
other simulations. Test B2 has been chosen as optimal since
it requires the lowest convergence time compared to tests B3-
B5 with higher geometry size.
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A1: 100x50, DMR - low quality

A3: 100x50, DMR - high quality
A2: 100x50, DMR - average quality

A4: 200x100, DMR - low quality
A5: 300x150, DMR - low quality

Figure 17: Effect of mesh resolution and DMR quality on the non-
visible height of slag droplet in the parametric study.
The average non-visible height in percent at the steady
state (after 0,2 s of simulation time) for each test is: A1
- 7,4; A2 - 11,2; A3 - 18,9; A4 - 11,2; A5 - 18,4.

Figure 18: The steady state of slag droplet reached in simulations
in the parametric study.

D. Interfacial tension between FeMn alloy and slag
Fig. 20 shows the simulation matrix obtained after perform-
ing simulations with various values of interfacial tension and
parameters as shown in Table 4, with viscosities and resolu-
tion as determined in previous sections. The corresponding
non-visible height to the values of interfacial tension from
0,85 to 1,50 N/m is illustrated in Fig. 21. The results demon-
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Table 5: Settings for mesh resolution and DMR quality used in the parametric study.

Mesh DMR quality Mesh resolution, mm2 Initial total number
of cells

Total number of cells
after DMR

Maximum
time step, s

Convergence
time, s

A1 Low 0,200 x 0,200 5000 10000 10−5 8541
A2 Average 0,200 x 0,200 5000 18000 10−5 14009
A3 High 0,200 x 0,200 5000 44000 10−5 52366
A4 Low 0,100 x 0,100 20000 31800 10−5 24784
A5 Low 0,066 x 0,066 45000 66500 10−5 64886

Table 6: Geometry size used in the parametric study.

Mesh DMR quality Mesh resolution, mm2 Geometry size
in x-direction, mm

Geometry size
in y-direction, mm

Surface area
of the geometry, mm2

Maximum
time step, s

Convergence
time, s

B1 Low 0,200 x 0,200 10 10 100 10−5 5013
B2 Low 0,200 x 0,200 20 10 200 10−5 8375
B3 Low 0,200 x 0,200 20 20 400 10−5 11189
B4 Low 0,200 x 0,200 20 40 800 10−5 21703
B5 Low 0,200 x 0,200 50 10 500 10−5 17822
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B1: x - 10 mm; y - 10 mm
B2: x - 20 mm; y - 10 mm
B3: x - 20 mm; y - 20 mm
B4: x - 20 mm; y - 40 mm
B5: x - 50 mm; y - 10 mm

Geometry size in 
x- and y-direction:

Figure 19: Effect of the geometry size on the non-visible height of
slag droplet in the parametric study. The average non-
visible height in percent at the steady state (after 0,2 s
of simulation time) for each test is: B1 - 22,3; B2 - 7,4;
B3 - 9,0; B4 - 8,8; B5 - 7,4.

strate that the slag droplet remains above the interface at rel-
atively high values of interfacial tension (≈1,20 - 1,50 N/m),
which promotes better separation of FeMn alloy and slag and
therefore less metal losses. The slag droplet begins to sink
down below the interface at intermediate interfacial tension
(≈0,85 - 1,15 N/m), contributing to emulsification of FeMn
and slag.

Figure 20: The simulations results, depending on interfacial ten-
sion between FeMn alloy and slag from 0,85 to 1,50
N/m.
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Figure 21: Effect of interfacial tension on the non-visible height in
the simulations.

The simulations shown in Fig. 20 were compared to the non-
visible part of slag droplets from corresponding experiments,
from which the interfacial tension could be estimated under
various conditions. Figure 22 shows a comparison of the
non-visible surface to that obtained under simulations under
similar conditions. The estimated interfacial tension between
FeMn alloy and slag at different temperatures and holding
time is presented in Fig. 23 and Fig. 24, respectively. Ac-
cording to Fig. 23, the interfacial tension gradually decreases
from 1,50 ± 0,05 N/m to 1,15 ± 0,04 N/m when temper-
ature increases. Fig. 24 shows that the holding time of 5
and 10 min has no effect on the interfacial tension; however,
interfacial tension slightly decreases to 1,25 N/m when the
holding time is 15 min.

Figure 22: Comparison of the slag surface obtained experimentally
at 1673 K (a) and in simulations (b), corresponding to
interfacial tension of 1,30 N/m.
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Figure 23: Effect of the temperature on interfacial tension between
FeMn alloy and slag. Red lines on top of bars are 95 %
confidence intervals.
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Figure 24: Effect of the holding time on interfacial tension between
FeMn alloy and slag at constant temperature. Red lines
on top of bars are 95 % confidence intervals.

F. Previous research on surface tension of FeMn alloy and
slag
Lee et al., 2011 have reported that the surface tension of
FeMn alloys without carbon decreases with increasing the
Mn content - from≈1,90 N/m for a pure Fe-system to≈1,00
N/m for a pure Mn-system. According to their data, the cor-
responding value of surface tension is 1,10 N/m for the com-
position used in this study, assuming that no carbon is present
in FeMn alloy (≈84 wt. % Mn, ≈16 wt. % Fe). However,
they have not studied the influence of carbon on the Fe-Mn
system, which can explain the difference in the surface ten-
sion of FeMn alloy - 1,10 N/m in Lee et al., 2011 compared
to 1,50 N/m in the present work for high-carbon saturated
FeMn alloy. Xin et al., 2019 developed a numerical model
for calculation of the surface tension of molten slags which
predicts that molten slags generally have surface tension in
the range from 0,30 to 0,70 N/m, depending on the composi-
tion, again corresponding well to that identified in the current
work.
While there to our best knowledge is no data for interfacial
tension between FeMn alloy and slag, Park et al., 2009 have
reported interfacial tension between molten iron and CaO-
SiO2-MgO-Al2O3-FeO slag between 0,72 and 1,44 N/m, de-
pending on slag composition and oxygen content in iron.
Surface tension of FeMn slag (0,65 N/m) and interfacial ten-

sion between FeMn alloy and FeMn slag (1,15-1,50 N/m),
again in the range of that found in the current work.

SUMMARY AND CONCLUSIONS

The current paper presents a method in which images from
a sessile drop furnace are combined with multiphase simula-
tions in order to determine material properties which other-
wise are not easily accessible. The method is demonstrated
for a FeMn-slag system with constant composition.
The proposed method estimates interfacial tensions of 1,50
± 0,05 N/m, 1,30 ± 0,03 N/m and 1,15 ± 0,04 N/m at
temperatures of 1623, 1673 and 1723 K, respectively. Fur-
thermore, it has been found that changing the holding times
from 5 to 15 minutes does not affect the interfacial tension
significantly. Surface active elements, such as S, can have a
considerable impact on interfacial tension. Although it is not
addressed in the current work, experiments considering such
effects have been carried out recently, and will be published
in the near future (Bublik et al., 2021).
The methodology developed here is demonstrated only for
FeMn; however, it is expected that it could also be applied
for other processes, i.e. metal refining and for other metals,
for instance, SiMn, FeSi, Si and Fe. Future work will explore
these possibilities as well as the influence of slag composi-
tion for the FeMn system.
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ABSTRACT 
Mass transfer between liquid steel and slag is an important point 

during secondary metallurgy for prediction of the chemical 

reaction rate and adjustment of liquid steel composition. We 

want to study this phenomenon in the case of an argon gas 

bottom blown ladle. To do so we use an experimental and 

numerical water model at ambient temperature. We measure 

experimentally the mass transfer of thymol between water and 

oil when the air flow rate injected is varied. The experimental 

results show that two mass transfer regimes can be observed. 

The mass transfer regime change could be correlated to the 

continuous formation of oil droplets in the water when the air 

flow rate is above a critical value. The numerical results 

represent qualitatively well the fluid flow of the water model. 

But the numerical results cannot reproduce different mass 

transfer regimes as observed experimentally and, have a 

tendency to overestimate the mass transfer. 

Keywords: CFD, hydrodynamics, multiphase flow, mass 

transfer.  

NOMENCLATURE 

Greek Symbols 

𝜌 Mass density, [kg/m3]. 

𝜇 Dynamic viscosity, [kg/m.s]. 

𝜈 Kinematic viscosity, [m²/s]. 

𝛿 Boundary layer thickness, [m]. 

𝜎 Surface tension, [N/m]. 

𝜒 Volume fraction, [-]. 

𝜖 Rate of dissipation of turbulence kinetic energy, 

[m²/s]. 

𝜂 Kolmogorov length scale, [m]. 

𝜆𝐵 Batchelor length scale, [m].

Latin Symbols 

𝐿 Width of the ladle, [m]. 

ℎ Height, [m]. 

𝑑 Diameter, [m]. 

𝑉 Volume, [l]. 

𝑄 Gas flow rate, [l/min]. 

𝑔 Gravitational acceleration, [m/s2]. 

𝐽 Mass flux, [kg/m2s]. 

𝐴 Interfacial area, [m2]. 

𝐶 Concentration, [g/l]. 

𝐷 Diffusion coefficient, [m²/s]. 

𝑘 Mass transfer coefficient, [m/s]. 

𝑝 Pressure, [Pa]. 

𝑢 Velocity, [m/s]. 

𝑇 Numerical tracer concentration, [g/l]. 

𝑃 Partition coefficient, [-]. 

𝑁 Maximum number of grid points in one direction [-]. 

𝐹𝑟 Froude number, [-]. 

𝑆𝑐 Schmidt number, [-]. 

𝑆ℎ Sherwood number, [-]. 

Sub/superscripts 

𝑎 Air. 

𝑤 Water. 

𝑜 Oil. 

𝑐 Concentration. 

0 Initial condition. 

𝑡ℎ Thymol. 

′ Interface value. 

𝑜𝑣 Overall. 

𝑖𝑛𝑗 Injector. 

𝑖𝑙 Industrial ladle. 

𝑚𝑙 Model ladle. 

𝑛𝑜𝑟𝑚 Normalized value. 

  ̅ Time average. 

∞ Fluid bulk. 

INTRODUCTION 

In numerous natural and industrial processes, chemical 

reaction occurs together with a fluid flow and possibly 

other physical phenomena. In the steel industry, during 

the secondary metallurgy step, the adjustment of liquid 

steel composition at high temperature in a ladle involves 

several chemical reactions between steel and slag 

(another liquid phase of variable chemical composition 

depending on the expected chemical reaction with steel) 

(Riboud & Vasse, 1985). Chemical reactions can be 
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broken down into three stages: transport by convection of 

reactive species within the liquid phase toward the 

interface, transport by molecular diffusion through 

concentration boundary layer and finally chemical 

reaction at the interface. The global kinetics is governed 

by the kinetics of the slowest stage. In the case of a 

chemical reaction between liquid steel and slag, it is 

generally accepted that chemical reactions at the 

interface are very fast. Then, the steps governing the 

global kinetics are the convective and diffusive transport 

or mass transfer of reactive species. Therefore, we want 

especially to characterise the mass transfer of reactive 

species between the liquid steel and slag phase. Here, for 

example, the process we are interested in to reproduce is 

the desulfurization of liquid steel by chemical reaction 

with slag under argon gas bubbling. Previous studies 

attempted to model experimentally the process either 

with a cold model (Kim & Fruehan, 1987; Ishida et al., 

1981; Mietz & Oeters, 1991; Wei & Oeters, 1992) or a 

high-temperature model (Hirasawa et al., 1987a; 

Hirasawa et al., 1987b). Other studies try to model the 

process numerically (Lou & Zhu, 2014; Lou & Zhu, 

2015). The results showed some change in the mass 

transfer regime between the two phases when the gas 

flow rate reaches a particular value. From the studies in 

the literature several explanations are made to explain the 

observed mass transfer regime change: 

- Change of the steel phase flow behaviour;

- Change of the slag phase flow behaviour;

- Increase of steel-slag exchange area.

This could also be a combination of the three 

assumptions. But in the literature, it is generally 

acknowledged that the observed mass transfer regime 

change is due to the high deformation of the slag layer 

leading possibly to its fragmentation into droplet in liquid 

steel (Calabrese et al., 1986; Iguchi et al., 1994; Xiao et 

al., 1987). Slag droplets formation would increase the 

exchange area between the two phases. In order to verify 

this assumption and the mass transfer regime change, we 

build an experimental water model of the process with its 

numerical model. We will detail in the following the 

results obtained experimentally and numerically on the 

mass transfer characterization. 

MODEL DESCRIPTION 

We want to establish a model that allows to reproduce the 

main flow characteristics that can be observed in an 

industrial ladle especially when the gas flow rate is 

changed and with the easiest experimental setup as 

possible. 

EXPERIMENTAL MODEL 

The main characteristics of the flow consist of a gas 

bubble plume, and the water-oil layer interaction. 

Because in this study the gas bubble plume is mostly used 

to generates agitation of the liquid phase, we will not 

focus on the gas bubble plume. Nevertheless, the gas 

flow rate remains an important parameter as it will 

globally put in motion the fluids. Given the numbers of 

parameters of the physical model, many dimensionless 

number quantities can be established. As a result, the 

choice of similitude to follow is not trivial and depends 

on the phenomena of interest. In this study, we are 

interested in the mass transfer characterization between 

liquid steel and slag. Nevertheless, this mass transfer 

depends strongly on the fluid flow characteristics. So, in 

order to reproduce the mass transfer configuration of an 

industrial ladle, we proceed as in Kim & Fruehan (1987) 

for the choice of fluids and chemical tracers that will be 

detailed below. Furthermore, the gas flow rate is a control 

parameter of the process then it will be used to reproduce 

the fluid flow with a scaled model of an industrial ladle. 

So, we proceed again as in Kim & Fruehan (1987) and 

we choose to follow a similitude based on the Froude 

number: 

𝐹𝑟 =
𝑄

√𝑔ℎ𝑤
5

(1) 

To determine the correspondence between a 200-ton 

industrial ladle and our model ladle gas flow rate a 𝐹𝑟 

similitude is used, and we can write: 

𝑄𝑖𝑙 = 𝜆
5
2𝑄𝑚𝑙

(2) 

The geometric scale is given by 𝜆 = ℎ𝑤,𝑖𝑙 ℎ𝑤,𝑚𝑙⁄  is equal

to 𝜆 = 1/16.6. 

In this study, we use a cubic water model of length 

𝐿𝑥 with a water and oil bath height respectively ℎ𝑤 and ℎ𝑜 at 

ambient temperature based on the one used by Kim & 

Fruehan (1987). Figure 1 displays a sketch of the 

experimental setup of the water model and the main 

geometric parameters of the ladle can be found in Table 

1. It is a square section transparent ladle made with

acrylic glass, with a single bottom centred circular air

injection hole. The ladle is partially filled with water and

a layer of oil is floating on top of the water. Air flow

within the range of [0.6𝐿 𝑚𝑖𝑛⁄ : 8𝐿 𝑚𝑖𝑛⁄ ] is injected

from a compressed air network and can be varied through

an automate controlling the valve opening.

Figure 1: Schematic of the experimental setup of the water 

model 

𝐿 𝑑𝑖𝑛𝑗 ℎ𝑤 ℎ𝑜 𝑉𝑤 𝑉𝑜 ℎ𝑤/𝐿𝑥 

0.27 
2.5. 10−3

to 

7.9. 10−3
0.2 7.0. 10−3 14.6 0.49 0.7 

Table 1: Main geometrical parameters of the model 

As in the industrial process, it is a three-phase model 

where the air phase represents the argon gas, water 

Air injectionFlow meter

Video camera

20cm

27cm

0.7cm

Water

Oil

Air

Open eye

Spout

y

x
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represents the liquid steel, and the oil mixture layer 

represents the liquid slag. The choice of fluids follows 

the one used in Kim & Fruehan (1987) and allows us to 

study both hydrodynamics and mass transfer with the 

same fluids. The choice of water can be justified because 

of its kinematic viscosity 𝜈𝑤 = 1. 10−6 𝑚². 𝑠−1  which is

very close to that of liquid steel 𝜈𝑠𝑡𝑒𝑒𝑙 = 7. 10−7 𝑚². 𝑠−1.

The oil phase is a 50-50% in volume mixture of 

cottonseed oil and paraffin oil. All the fluids physical 

parameters can be found in Table 2. 

𝜌 𝜇 𝜎𝑎/𝑤 𝜎𝑤/𝑜 𝜎𝑜/𝑎

Air 1.225 1.85. 10−5 7.20. 10−2

Water 998 1.00. 10−3 2.55. 10−2

Oil 

mixture 
920 7.9. 10−2 3.17. 10−2

Table 2: Physical properties of fluids used in the water model 

In the case of two immiscible liquids at steady-state 

condition, boundary layers offering resistance to the 

overall mass transfer are considered for both liquids. The 

overall mass transfer coefficient at the interface can be 

computed by equating mass fluxes computed using fluid 

film approximation of the first law of Fick: 

𝐽 = 𝑘𝑤(𝐶𝑤 − 𝐶′
𝑤) (3) 

−𝐽 = −𝑘𝑜(𝐶𝑜 − 𝐶′
𝑜)

where 𝑘𝑤 = 𝐷𝑤/𝛿𝑐 and 𝑘𝑜 = 𝐷𝑜/𝛿𝑐. At the interface,

when the concentration is at chemical equilibrium there 

is a discontinuity because of chemical tracer solubility 

difference between the two phases. It can be described by 

the partition coefficient: 

𝑃 =
𝐶′

𝑜

𝐶′
𝑤

(4) 

Combining the above equations, we can write the 

following mass flux equations for the water phase: 

𝐽 = 𝑘𝑜𝑣 (𝐶𝑤 −
𝐶𝑜

𝑃
) (5) 

where 𝑘𝑜𝑣 = 1 (1/𝑘𝑤 + 1/𝑃𝑘𝑜)⁄ , and 1/𝑘𝑤, 1/𝑃𝑘𝑜

represent the water and oil phase mass transfer resistance. 

Depending on the value of 𝑃𝑘𝑜 the mass transfer

resistance value can be preponderant in either one of the 

phases or of equal importance in both phases. In the 

mentioned literature it is generally acknowledged that in 

an industrial ladle case the desulphurization reaction of 

liquid steel with slag has a high 𝑃𝑘𝑜 value. So, the steel

phase mass transfer is controlled by the steel phase mass 

transfer resistance. As in Kim & Fruehan (1987), to 

reproduce the sulphur behaviour within this assumption 

we have chosen as chemical tracer thymol in the water 

model. It has a high partition coefficient between oil and 

water 𝑃 > 350 assuming that 𝑘𝑜 is not too small it leads

to a water phase mass transfer controlled by the water 

phase resistance. 

Using (3) and (4) we can write that: 

𝐶′
𝑜 =

𝑃𝛼

1 + 𝛼
𝐶𝑤 +

1

1 + 𝛼
𝐶𝑜 (6) 

where 𝛼 = 𝑘𝑤 𝑃𝑘𝑜⁄ . The value of 𝐶′
𝑜 depends on the

magnitude of 𝛼. In Kim & Fruehan (1987) it is assumed 

that 𝛼 ≪ 1 giving 𝐶′
𝑜~𝐶𝑜.

Now if we consider unsteady state, we can write that: 

𝑉𝑤

𝐴

𝑑𝐶𝑤

𝑑𝑡
= 𝑘𝑤(𝐶𝑤 − 𝐶′

𝑤) (7) 

𝑉𝑜

𝐴

𝑑𝐶𝑜

𝑑𝑡
= 𝑘𝑜(𝐶′

𝑜 − 𝐶𝑜)

And the mass balance for the transferred species give: 

(𝐶𝑤,0 − 𝐶𝑤)𝑉𝑤 = 𝐶𝑜𝑉𝑜  (8) 

Considering the same assumption as in Kim & Fruehan 

(1987) and equilibrium at the interface it is possible to 

rewrite (7) using (8) and (4) : 
1

[𝐶𝑤(1 +  𝛽) −  𝛽𝐶𝑤,0]

𝑑𝐶𝑤

𝑑𝑡
=

𝑘𝑤𝐴

𝑉𝑤

where 𝛽 = 𝑉𝑤 𝑉𝑜𝑃⁄ . After integration we obtain:

𝑙𝑛 [
𝐶𝑤

𝐶𝑤,0
(1 +  𝛽) −  𝛽]

1 +  𝛽
=

𝑘𝑤𝐴

𝑉𝑤

𝑡 
(9) 

From relation (9), it is possible to compute directly the 

product of the average mass transfer coefficient with 

interfacial area per volume unit in function of the 

measured thymol concentration in water on the left-hand 

side of  (9). This formulation will be used to determine 

the average mass transfer coefficient in the following 

experimental results. 

Thymol concentration in water is measured every 10 

minutes during 3 hours by analysing water samples with 

a refractometer previously calibrated. Measurements are 

done with two injection diameters 𝑑𝑖𝑛𝑗 = 2.35𝑚𝑚

and 𝑑𝑖𝑛𝑗 = 7.9𝑚𝑚, with 14.4𝑙 of water with a thymol

concentration of 0.9g/l dissolved in it and 0.486l of oil 

mixture atop of it.   

NUMERICAL MODEL 

To resolve the problem, we solve numerically the partial 

differential equations with the open-source free code 

Basilisk. Basilisk is a DNS code with no turbulence 

model and the possibility to adapt the mesh dynamically 

following a quad/oc-tree structure. The numerical 

schemes used in Basilisk are based on its ancestor the 

Gerris solver and can be found in Popinet (2003), Popinet 

(2009). The Incompressible Navier-Stokes equations 

with surface tension term treated by a Continuous 

Surface Force (Brackbill et al., 1992) can be written: 

𝜌 (
𝜕𝒖

𝜕𝑡
+ 𝒖 ∙ 𝛁𝒖) = −𝛁𝑝 + 𝛁 ∙ (2𝜇𝑫)

+ 𝜎𝜅𝒏𝛿𝑆

𝛁 ∙ 𝒖 = 0 

with 𝑫 the deformation tensor 𝑫 = (∇𝒖 + (∇𝒖)𝑇)/2.

Because we are dealing with multiphase flow the 

variations of density and viscosity inside the domain are 
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described with the help of the Volume Of Fluid method: 

The fluid fractions are described by: 

𝜒𝑘(𝑥, 𝑡) = {
1 𝑖𝑓 𝑥 ∈ 𝑝ℎ𝑎𝑠𝑒 𝑘

0 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒
(10) 

which obeys an advection equation: 
𝜕𝜒

𝜕𝑡
+ 𝛁 ∙ (𝜒𝒖) = 0 (11) 

Because we are in presence of a three-phase flow, we 

cannot use the implicit declaration of phase two as in a 

two-phase flow. Instead, we declare explicitly three fluid 

fractions corresponding to each phase. To ensure that a 

cell is not filled with more than one phase the sum of fluid 

fractions should respect: 

0 ≤ ∑ 𝜒𝑘(𝑥, 𝑡)

𝑛

𝑖

≤ 1 (12) 

To do so at each time-step we normalize fluid fractions 

with the sum of fluid fractions: 

𝜒𝑛𝑜𝑟𝑚(𝑥, 𝑡) =
𝜒𝑘(𝑥, 𝑡)

∑ 𝜒𝑘(𝑥, 𝑡)𝑛
𝑖

(13) 

This way we can follow a one fluid description with 

variable density and viscosity determined in the domain 

with arithmetic means: 

𝜌(𝜒) ≡ 𝜒
𝑎

𝜌𝑎 + 𝜒
𝑤

𝜌𝑤 + 𝜒
𝑜

𝜌𝑜, (14) 
𝜇(𝜒) ≡ 𝜒

𝑎
𝜇𝑎 + 𝜒

𝑤
𝜇𝑤 + 𝜒

𝑜
𝜇𝑜 ,

Surface tension is acting on the interface between two 

fluids, but here there is more than one possibility of fluid 

neighbour for one phase. That is why we decompose the 

physical surface tension into phase-specific surface 

tension just depending on the phase and not the fluid in 

contact following K.A. Smith et al. (2002), Chen et al. 

(2017), Wallmeyer et al. (2018): 

𝜎𝑤 ≡ (−𝜎𝑜/𝑎 + 𝜎𝑎/𝑤 + 𝜎𝑤/𝑜)/2 (15) 
𝜎𝑜 ≡ (𝜎𝑜/𝑎 − 𝜎𝑎/𝑤 + 𝜎𝑤/𝑜)/2

𝜎𝑎 ≡ (𝜎𝑜/𝑎 + 𝜎𝑎/𝑤 − 𝜎𝑤/𝑜)/2

To take into account the concentration variation we need 

to consider also the generic scalar transport equation of 

concentration 𝑐 (amount of passive scalar/unit volume) 

for an incompressible flow and without sources or sinks: 

𝜕𝐶

𝜕𝑡
= 𝜵 ∙ (𝐷𝜵𝑪) − 𝒖 ∙ 𝜵𝑪 (16) 

We can separate (16) in two parts: 

- 𝛻 ∙ (𝐷𝛻𝐶) described the diffusion of 𝐶 it

measures the influence of molecular diffusion

on 𝐶 value;

- 𝑢 ∙ 𝛻𝐶 described convection of 𝐶 on the domain

it measures the influence of the flow on 𝐶.

It means that 𝐶 has no influence on the velocity field 

determined by solving the Navier-Stokes equation and is 

only used to consider diffusion, therefore we call it a 

passive scalar or tracer. We define tracers confined to one 

VOF phase in the same manner as described in López-

Herrera et al. (2015), meaning that tracer cannot cross a 

VOF interface except through molecular diffusion. This 

tracer is advected in the flow within the VOF phase to 

which it is attached. Tracer concentration in a specific 

phase is given by: 

𝑇𝑘 = 𝐶𝜒𝑘 (17) 

where 𝐶 is the amount of chemical species. Because of 

the formulations used in the Basilisk code, we cannot add 

easily the equivalent of the partition ratio 𝑃 at the 

interface to reproduce the concentration jump. We use 

instead a Dirichlet condition imposed on the 𝑘 phase side: 

𝑖𝑓 𝜒𝑘 > 0.5, 𝑇𝑘
′ = 0 (18) 

Furthermore, to simplify the model we consider constant 

phase-specific diffusion coefficients with values 

determined by 𝑆𝑐 in water and oil but we set 

𝐷𝑎 = 0 𝑚²/𝑠 in the air phase as we do not consider its

influence on the mass transfer. 

To have an idea of the smallest scales to be resolved in 

the simulation we can use the Kolmogorov length scale 

given by: 

η = (
ν𝑤

3

ϵ/ρ𝑤

)

1/4

(19) 

Pope (2001) postulated that Δ ≤ 2.1η as a criterion to 

determine the minimum mesh size needed to resolve the 

Kolmogorov length scale in a DNS simulation. Now as 

we are interested to do a simulation of diffusion, the 

smallest concentration fluctuation scale has been defined 

as the Batchelor length scale (Batchelor, 1953) and is 

given by: 

𝜆𝐵 =
η

𝑆𝑐1/2
(20) 

where 𝑆𝑐 = 𝜇/𝜌𝐷 is the Schmidt number characterizing 

the ratio of momentum diffusivity and mass diffusivity. 

Using Pope criteria with the Batchelor length scale we 

can determine the minimum number of grid points in one 

direction required to resolve 𝜆𝐵:

𝑁𝐵 = 𝑆𝑐1/2𝐿𝑥/(2.1η) (21) 

Applying this criteria with the water model properties i.e. 

a Schmidt number of thymol in water of 

𝑆𝑐𝑡ℎ,𝑤 = 1.48 103 for the highest gas flow rate

𝑄 = 6𝑙/𝑚𝑖𝑛 leads to 𝑁𝐵 = 5.21 104 cells. So, to resolve

sufficiently the boundary layer, in this case, a maximum 

resolution of 216 cells in one direction would be

necessary. This estimation of mesh resolution might be 

too strict but gives a worst-case scenario for the 

simulation. We see that this estimation of mesh 

resolution leads to a too high mesh resolution to 

reasonably do a DNS simulation. Instead of that, we do a 

simulation with smaller Schmidt number. We consider 4 

tracers in water with smaller Schmidt numbers in the 

range of 𝑆𝑐𝑡ℎ,𝑤 ∈ {1,4,10,40} by adjusting the value of

the diffusion coefficient for each tracer. Then from the 

numerical results, we expect to do a scaling to extrapolate 

the Sherwood number values to higher Schmidt values. 

At low value of Schmidt number, the concentration 

boundary layer thickness is approximately equal to the 

hydrodynamic boundary layer thickness. If we consider 
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a maximum mesh resolution in one direction of 210 cells

we can describe the oil layer with 26 cells. Now, if we 

consider an oil droplet of 3𝑚𝑚 of diameter with the same 

mesh resolution we end up with 11 cells in its diameter. 

RESULTS 

EXPERIMENTAL RESULTS 

From the evolution of thymol concentration  (Figure 2), 

we can perfectly fit our experimental data at a gas flow 

rate 𝑄 = 5.5𝑙/𝑚𝑖𝑛 with an exponential decay. Taking 

the slope of the linear fit of the left-hand side of (9) 

computed from data in Figure 2, we can compute the 

product of the average mass transfer coefficient with the 

area. From Figure 3 results the slope of the linear fit is 

8.47 10−5 so it gives here 𝑘𝑤
̅̅ ̅̅ 𝐴 𝑉𝑤⁄ = 8.47 10−5 𝑠−1.

Figure 2: Evolution of thymol concentration for 

𝑄 = 5𝑙/𝑚𝑖𝑛 and 𝑑𝑖𝑛𝑗 = 7.9𝑚𝑚.

Figure 3: Evolution of - left-hand side of (9) for 

𝑄 = 5𝑙/𝑚𝑖𝑛 and 𝑑𝑖𝑛𝑗 = 7.9𝑚𝑚.

Now, considering the specific water volume for each 

experiment we can replot the evolution of the product of 

the mass transfer coefficient with the interfacial area in a 

log/log scale (Figure 4). From our experimental results 

(Figure 4) first we can observe that the product of the 

average mass transfer coefficient with interfacial area 

increases when the air flow rate is increased for both 

injection diameters and in agreement with Kim & 

Fruehan (1987). Even if we have less data for 

𝑑𝑖𝑛𝑗 = 2.35𝑚𝑚 case it appears that the product of the

average mass transfer coefficient with interfacial area 

varies only a little compared to 𝑑𝑖𝑛𝑗 = 7.9𝑚𝑚 results.

We can also identify two different mass transfer regimes 

below and above a critical air flow rate 𝑄~5.0l/min for 

both injection diameters. If we compare the results with 

the one obtained by Kim & Fruehan (1987), we observe 

a similar evolution with a critical air flow rate 

qualitatively the same as the ones we measured with 

𝑑𝑖𝑛𝑗 = 7.9𝑚𝑚.  

Figure 4: Comparison of the product of the average mass 

transfer with the interfacial area in function of gas flow rate. 

One possible explanation for the mass transfer regime 

change observed in Figure 4 is the continuous formation 

of oil droplets of various sizes at high air flow rate. 

Indeed it can be seen on the top picture of Figure 5 that 

no oil droplet is visible in water for 𝑄 = 1.0𝑙/𝑚𝑖𝑛. As 

air flow rate increases, we start to see more oil droplets 

in water only a few minutes after the start of air injection. 

If we increase air flow rate further, a lot of dark spots 

which correspond to oil droplets can be identified on the 

bottom picture of Figure 5 for 𝑄 = 7.5𝑙/𝑚𝑖𝑛. Oil 

droplets of various sizes and shapes are present in water 

both at the start of air injection and after 3 hours of 

agitation. These oil droplets could change the interfacial 

area and the mass transfer mechanism between water and 

oil droplets. 
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Figure 5: Front view picture of the experimental model. 

 Top: 𝑄 = 1.1𝑙/𝑚𝑖𝑛, after 3h of gas stirring.  

Bottom: 𝑄 = 7.5𝑙/𝑚𝑖𝑛, after 3h of gas stirring. 

NUMERICAL RESULTS 

We can see on Figure 6 that the numerical model 

reproduces globally the same flow behaviour as the one 

that can be seen on Figure 5. We can identify a central 

bubble plume generating an oil-free region when it 

reaches the free surface. The oil layer is relatively stable 

and no oil droplet is observed at low air flow rate on 

Figure 5 top picture. On the other hand, the free surface 

seems to be highly perturbated by gravity waves and 

possibly reflection from the border of the domain at high 

air flow rate on Figure 5 bottom picture. We can also note 

that some oil droplets of various sizes can be identified 

in the water phase on Figure 5 bottom picture. 

Figure 6: Front view of the numerical model with the air 

interface coloured in green and the oil interface coloured in red 

with a maximum mesh resolution in one direction of 𝟐𝟗cells.

Top: 𝑸 = 𝟎. 𝟔𝒍/𝒎𝒊𝒏; Bottom: 𝑸 = 𝟓. 𝟓𝒍/𝒎𝒊𝒏. 

We performed simulations for five distinct air flow rates 

below and around the mass transfer transition observed 

experimentally. The simulations are started with a 

maximum mesh resolution in one direction of 29 cells.

Then when the mass transfer transitory regime is 

finished, we use the obtained results to restart the 

simulation with a maximum mesh resolution in one 

direction increased by a power two. This allows us to 

save computational time by not recomputing the mass 

transfer transitory regime for each maximum mesh 

resolution. From the evolution of the concentration of 

tracer in water, we can compute the mass transfer 

coefficient in the water assuming that because of the 

Dirichlet condition the concentration of tracer at the 

interface is null. So, we can write: 

𝑘𝑤(𝑡)𝐴 =
𝑉𝑤

𝐶𝑤,∞

𝑑𝐶𝑤

𝑑𝑡
(22) 

As we do not know the experimental oil-water interfacial 

area, we consider the area without gas injection as 

reference area 𝐴 = 𝐿2. With this we can compute the

average water Sherwood number which is the ratio of 

convective mass transfer to the rate of diffusive mass 

transport: 

𝑆ℎ𝑤 =
𝑘𝑤
̅̅ ̅̅

𝐷𝑤/ℎ𝑤

(23) 

First, we have to keep in mind that in order to save 

computational time the numerical results are obtained for 

a maximum 𝑆𝑐𝑡ℎ,𝑤 = 40 which is thirty seven times

lower than the experimental value 𝑆𝑐𝑡ℎ,𝑤 = 1.48 103.

From the results of Figure 7, we can see that for a constant 

flow rate there is a significative gap in the value of the 

Sherwood number between a maximum mesh resolution 

in one direction of 𝑙𝑣𝑙9 = 29 cells and higher mesh

resolutions. The difference in the Sherwood number 

value between a maximum mesh resolution in one 

direction of 𝑙𝑣𝑙10 = 210 and 𝑙𝑣𝑙11 = 211 cells is small.

This indicates that for an air flow rate of 𝑄 = 0.6𝑙/𝑚𝑖𝑛 

the results show a mesh convergence for all the Schmidt 

numbers with a maximum mesh resolution in one 

direction of  𝑙𝑣𝑙10 = 210 cells. We can also note from

Figure 7 that the standard deviation increases with the 

Schmidt number and decreases when the mesh resolution 

is increased. Looking now at Figure 8 results we can see 

that either with the experimental results or the numerical 

results the Sherwood number in water increases when the 

air flow rate is increased. The experimental results follow 

the same behaviour than the experimental results of 

Figure 4 because of the expression of the Sherwood 

number (23). For the numerical results in the Figure 8, we 

do not observe abrupt increase of the Sherwood number 

and so different mass transfer regime. 

We can rewrite relation (23) with the Schmidt number: 

𝑆ℎ𝑤 =
𝑘𝑤
̅̅ ̅̅

𝜈𝑤/ℎ𝑤

𝑆𝑐𝑤 (24)
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From (24) we can anticipate that when the diffusion 

coefficient decreases the Schmidt number increases and 

so the variation of the concentration of tracer decreases 

too. For a constant fluid flow, it would lead to a smaller 

mass transfer coefficient. So, the effect on the value of 

the Sherwood number depends on the ratio between the 

decrease of 𝑘𝑤
̅̅ ̅̅  and the increases of 𝑆𝑐𝑤 . Now, looking

more closely at Figure 8 we can see that when the Schmidt 

number increases the value of the numerical Sherwood 

number increases too. This indicates that in our 

numerical results the increase of the Schmidt number is 

preponderant over the decrease of the mass transfer 

coefficient. Furthermore, we can also note that the 

difference between the experimental and numerical 

results is more important at low air flow rate than at high 

air flow rate. And that the numerical results the closer to 

the experimental results are the ones obtained for 

𝑆𝑐𝑡ℎ,𝑤 = 40. Now, if we apply relation (21) at

𝑄 = 5.5𝑙/𝑚𝑖𝑛 with 𝑆𝑐𝑡ℎ,𝑤 = 40 it leads to a necessary

maximum mesh resolution of 214 cells in one direction.

On the other hand applying (21) at 𝑄 = 0.6𝑙/𝑚𝑖𝑛 with 

𝑆𝑐𝑡ℎ,𝑤 = 40 leads to a necessary maximum mesh

resolution close to 212 cells in one direction. This

indicates that at high Schmidt number the concentration 

boundary layer is possibly not enough well resolved 

especially at high air flow rate. If we consider the 

numerical results at 𝑄 = 0.6𝑙/𝑚𝑖𝑛 as the most 

converged we can see that there is factor three in the 

Sherwood number between 𝑆𝑐𝑡ℎ,𝑤 = 1 and 𝑆𝑐𝑡ℎ,𝑤 = 10

but a factor ten between 𝑆𝑐𝑡ℎ,𝑤 = 1 and 𝑆𝑐𝑡ℎ,𝑤 = 40.

This indicates that we have to consider with caution the 

results obtained for 𝑆𝑐𝑡ℎ,𝑤 = 40. The observed

overestimation of the Sherwood number especially at 

high Schmidt number may be due to the usage of a too 

coarse mesh to represent the concentration boundary 

layer. 

Figure 7: Numerical average water Sherwood number with 

standard deviation as a function of the Schmidt number in water 

with different maximum mesh resolution in one direction. 

Figure 8: Comparison of experimental (black cross) and 

numerical average water Sherwood number (colored cross) 

with standard deviation as a function of gas flow rate. The 

numerical results are obtained with a maximum mesh resolution 

in one direction of 210 cells.

CONCLUSION 

In this study, we have focused on the mass transfer 

characterization between water and oil as a model of the 

industrial process. We have built an experimental model 

at ambient temperature to reproduce the industrial 

process. The obtained experimental results show that two 

different mass transfer regimes of thymol between water 

and oil phase can be identified in accord with the 

literature. Furthermore, this change of mass transfer 

regime seems to be correlated with the continuous 

formation of oil droplets in water at high air flow rate. 

The established numerical model from the experimental 

water model reproduces qualitatively the same flow 

behaviour as the one that can be observed in the 

experimental model. For the mass transfer of the tracer 

between water and oil we obtained some encouraging 

results at low Schmidt numbers and for several air flow 

rates. But the numerical results do not show the abrupt 

increases of the Sherwood number observed 

experimentally. Moreover, the numerical results obtained 

with a much smaller Schmidt number than the 

experimental one gives similar results than the 

experimental results. This indicates that the numerical 

model has a tendency to overestimate the Sherwood 

number for the high Schmidt number and high air flow 

rate considered in this study. The fact that numerically no 

mass transfer regime change is observed may be due to a 

not sufficiently well described mass transfer around the 

oil droplets forming at high air flow rate. 
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ABSTRACT 

Tapping of slag and metal from metal producing furnaces are 
often inconsistent and it is difficult to predict the outcome of 
the process. Nonuniformities in the particle bed has been 
hypothesized as reasons for inconsistent tapping of slag and 
metal. Examples of nonuniformities are cracks in the particle 
bed, zones with looser packed particles (weak zone) and 
barriers in the particle bed. The impact of these nonuniformities 
on the tapping rate have been studied by CFD. The CFD model 
and results of the study are presented. 

Keywords: CFD, metallurgy, furnace tapping. 

NOMENCLATURE 

Greek Symbols 
ρ  Mass density, [kg/m3]. 
µ  Dynamic viscosity, [kg/m.s]. 
 ε Porosity [ ] 

Latin Symbols 
d Diameter, [m]. 
P Pressure, [Pa]. 
 v Velocity, [m/s]. 

Sub/superscripts 
p particle. 
pb particle bed 
s superficial 

INTRODUCTION 

Furnace tapping is the removal of liquids produced in a 
furnace. In metal production the liquids are slag and alloy 
(hereafter referred to as metal). A wide range of different 
configurations exist depending on which metal is being 
produced (Nelson and R. Hundermark 2016). Some 
metals are tapped by suction through a tube (e.g. 
aluminium), but most metals are tapped by gravity 
through a tap-hole at the bottom of the furnace. Our main 
focus is ferroalloys. They are produced in submerged arc 
furnaces where gravity is the driving force of the tapping. 

Slag and metal are tapped through a tap-hole into a ladle 
for further post-furnace processing as illustrated in 
Figure 1. The grey diffuse area is the particle bed of 
mineral ore and coke particles. Three electrodes (darker 
grey) provide energy to run the carbothermic reduction 
of mineral ore producing slag and metal. 

Consistent tapping is desirable for smooth and 
predictable downstream processing. This is often not the 
case. The tapping rate varies between different taps and 
sometimes slag is tapped before metal even though metal 
is supposed to be tapped first according to the laws of 
physics. Model studies (mathematical and experimental) 
have not been able to reproduce this inconsistency. Since 
these model studies have been performed with uniform 
conditions in the particle bed, it is hypothesized that 
nonuniformities or barriers in the particle bed is the cause 
of inconsistent behaviour. It is very unlikely that the 
particle bed has a constant particle size and porosity 
throughout its domain. It will vary.  

Figure 1: Sketch of furnace with tapping of slag (green) 
and metal (red).  

In this study we apply computational fluid dynamics 
(CFD) to study tapping rates of slag and metal. CFD has 
been employed to furnace tapping earlier (Kadhodabeigi, 
Tveit, and Johansen 2011; Nishioka, Maeda, and Shimizu 
2005; Reynolds and Erwee 2017) and validation studies 
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show consistency between model results and 
experimental results. All of these studies assumed a 
uniform particle bed in the furnace. This is a reasonable 
first order approximation, but reality is more 
complicated. Furnace excavations in connection with 
furnace shutdown  due to maintenance show that the 
particle bed is not uniform (Ksiazek, Tangstad, and 
Ringdalen 2016; Ringdalen and Ksiazek 2018). There are 
regions with an impenetrable material formed by 
different accumulated elements including graphite, 
titanium carbide, slag and other. They particularly form 
around the periphery of the furnace. If they form at the 
furnace bottom or break off from the furnace periphery 
and fall to the bottom, they can form barriers for flow of 
liquid slag and metal. Also, there can be cracks in the 
particle bed or nonuniform particle distribution close to 
the tap-hole. This can be caused by the opening and 
closing of a tap-hole. Tap-holes are closed by injecting 
tapping clay with a mud gun. It is opened again by 
drilling through the tapping clay. Both these operations 
exert a significant force on the materials close to the tap-
hole which will reconfigure the particle structure. It is 
hypothesized that this reconfiguration is significant 
enough to change the morphology of the particle bed 
close to the tap-hole which will not be uniform. Such 
deviations from the assumption of a uniform particle bed 
may impact the tapping rates of slag and metal. CFD is 
here applied to furnace tapping with barriers and 
nonuniformities in the particle bed. 

CFD MODEL 

Furnace tapping is conceptually similar to drainage of 
tanks which is often used as modelling examples in 
introductory classes in fluid mechanics and mathematics. 
Compared to classic tank drainage, furnace tapping is 
complicated by the granular material (ore, coke, …) 
which forms a particle bed in the furnace. The granular 
material provides resistance to drainage and this needs to 
be accounted for in mathematical models for furnace 
tapping. Within the CFD-framework of models, there are 
three different methods to account for the granular 
material. These are the coupled Navier-Stoke's and 
discrete element method (DEM), the Eulerian multiphase 
model with a granular phase and the porous zone model. 
Here we have chosen to apply the porous zone model 
available in the commercial CFD-software ANYS/Fluent 
r19. The model allows for sharp interface tracking 
between the different phases which is not possible in the 
Eulerian multiphase model. The DEM approach is 
computationally too expensive if a typical number of 
particles in a furnace needs to be tracked.    

The porous zone model solves for conservation of mass 
and momentum with the continuity equation and the 
Navier-Stokes equations respectively. The phases are 
immiscible, and their motion is governed by one common 
momentum equation which applies material properties 
according to the phase material present locally. The 
phases are separated by interfaces which are tracked with 
the Geo-Reconstruct scheme. The porous zone model 
accounts for the granular material by adding a sink term 
in the momentum equation which provides resistance to 
the flow. This is described as a pressure drop. We apply 

the Ergun equation (Ergun 1952) for this pressure drop 
∆𝑃𝑃𝑝𝑝𝑝𝑝 through the particle bed 

∆𝑃𝑃𝑝𝑝𝑝𝑝
∆𝐿𝐿 =

150 𝜇𝜇
𝑑𝑑𝑝𝑝2

(1 − 𝜀𝜀)2

𝜀𝜀2 𝑣𝑣𝑠𝑠

+
1.75 𝜌𝜌
𝑑𝑑𝑝𝑝

(1 − 𝜀𝜀)
𝜀𝜀3 𝑣𝑣𝑠𝑠|𝑣𝑣𝑠𝑠| Eq. 1 

Here ∆𝐿𝐿 is a length increment in the particle bed, 𝜇𝜇 is 
liquid viscosity, 𝜌𝜌 is liquid density, 𝜀𝜀 is particle bed 
porosity,  𝑑𝑑𝑝𝑝 is particle diameter and  𝑣𝑣𝑠𝑠 is the superficial 
liquid velocity through the particle bed. Such a model can 
be applied to study how barriers and nonuniformities in 
the particle bed affects tapping from the furnace. In the 
following sections we demonstrate how the model 
compares with experimental results (model validation) 
and how some nonuniformities and barriers affect the 
tapping rate. 

Model Validation 

The model is compared against the drainage experiment 
of Vångö, Pirker, and Lichtenegger (2018). The 
experiment was performed in a 400 mm tall tank with a 
footprint of 330 x150 mm. Wood chips were used as 
granular material. After a while they became saturated 
with water and achieved an equivalent radius of 6.5 mm. 
Water was filled up to a level of 300 mm. The authors did 
not specify the height up to which the tank was filled with 
wood particles. By assuming a packing porosity of 0.4, 
which is quite typical we get a particle bed height of 200 
mm. The experiment is illustrated in Figure 2. Two
simulations with the model were performed: one with a
porous zone up to 200 mm representing the wood
particles and one without a porous zone. The simulation
accounting for the particle bed (porous zone) produces
results on the tapping rate which is very consistent with
the experimental measurements. This is seen in Figure 3.
Note that the assumption of a packing porosity of 0.4
affects the result. The assumption is reasonable, but it
still is an assumption. However, any deviation from 0.4
will not discredit the consistency. The consistency might
change from very good to fairly good. The simulation
neglecting the particle bed (no porous zone) gives a
higher tapping rate and faster tapping. This is as expected
since the particle bed is supposed to provide resistance to
the flow.
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Figure 2: Sketch of drainage experiment 

Figure 3: Tapped mass as function of time based on 
experimental measurements and simulation results 
with and without a porous zone. 

SIMULATIONS OF NONUNIFORM FURNACE 
CONDITIONS 

As mentioned above, nonuniform conditions in the 
furnace can impact the tapping rates. The effect from 
some examples are investigated here. 

Structural inhomogeneities near tap-hole 
When the tap-hole is opened, the structural integrity of 
the packed bed of materials close to the tap-hole entrance 
is destabilized. This may lead to cracks in the particle bed 
or a nonuniform distribution of the particles.  

A CFD analysis on two potential nonuniform conditions 
have been carried out. These have been compared against 
a base case of uniform condition. In a uniform condition, 
the particles are evenly distributed inside the container 
representing a furnace. This volume is described by a 
constant porosity with particles of constant size. The tap-
hole is represented with a cylindrical exit tube where no 

particles are present. The geometry is illustrated in Figure 
4 with boundary conditions. At the top there is a pressure 
inlet condition where a driving pressure can be applied. 
At the tap-hole outlet, there is a pressure outlet condition. 
Three phases are accounted for: metal, slag and gas with 
properties as listed in Table 1. The CFD model applies 
the VOF algorithm to account for the interfaces between 
the faces. For the initial configuration, the amount of 
metal is varied. This is specified with a height or level of 
metal above the furnace bottom. The initial slag level (i.e. 
height of gas-slag interface) is kept constant which due 
to the varying initial metal level results in a varying initial 
amount of slag. 

Typical results are seen in Figure 5 illustrating the 
different phases. We see a typical uplift of metal towards 
the tap-hole due to the driving pressure from the weight 
of the slag phase and the gas phase pressure. At the outlet 
of the tap-hole there seem to be a well-defined layer of 
slag above the metal as seen in Figure 6.  

Two types of nonuniformities are defined here. One is a 
crack in the particle bed where fluids can flow freely 
without porous resistance. This is illustrated in Figure 7. 
The other is a weak zone on the upper neighbourhood of 
the tap-hole. The opening of the tap-hole can cause some 
collapse in the region which will lead to looser packing 
of the material. This zone is illustrated in Figure 8 and 
the weak zone is modelled with a porosity of 0.5 
compared to 0.4 elsewhere. 

Table 1: Modelling conditions. 

Metal density:   6100 kg/m3 
Metal viscosity:    0.005 kg/m s 
Slag density:    3000 kg/m3 
Slag viscosity:   0.1 kg/m s 
Gas density:    0.5 kg/m3 
Gas viscosity:   0.00005 kg/m s 
Tap-hole diameter:  10 cm 
Tap-hole length:     1 m 
Height of tap-hole centre line:  15 cm 
Initial height gas-slag interface:  0.5 m 

Figure 4: Model geometry with boundary conditions 
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Figure 5: Contours of metal (red), slag (green) and gas 
(blue) phases during tapping 

Figure 6: Contours of metal (red), slag (green) and gas 
(blue) phases at tap-hole outlet 

Figure 7: Geometry with crack (yellow) 

Figure 8: Geometry with weak zone (yellow) 

Quantitatively there is some sensitivity on the tapping 
rates with respect to nonuniformities. A typical evolution 
of tapping rates as function time is seen in Figure 9. The 
cases shown are for an initial level of 10 cm of metal 
which covers up to lower level of the tap-hole. The 
tapping rates peak shortly after tap-hole opening before 
it decreases almost linearly with time. In Figure 10 the 
peak tapping rates are plotted for various values of initial 
metal levels. We see that the initial metal level has a 
significant impact on the tapping rates. The impact of a 
crack is almost insignificant, but a weak (or loose) zone 
close to the tap-hole affects the tapping rate of the slag 
phase in particular. Since the weak zone is in the upper 
part of the inflow towards the tap-hole it is natural that it 
mostly affects the slag flow. Note that for high levels of 
metal, the tapping rate of metal is also affected. This is 
caused by metal now being present in the weak zone. 
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Figure 9: Tapping rates of slag and metal for initial metal height of 10 cm above furnace bottom. 

Figure 10: Tapping rates of slag and metal 
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No barrier 

Low barrier 

High barrier 

Figure 11: Tapping of slag and metal with and without barriers. Left side shows interface between gas and slag (blue) 
and metal and slag (red) during tapping. Right side shows initial filling of slag (green) and metal (orange).

Barriers near tap-hole 
Barriers near the tap-hole will affect the flow of slag and 
metal towards the tap-hole and the respective tapping 
rates of slag and metal. 

A CFD study has been conducted where two barriers (one 
low and one high) have been positioned in front of the 
tap-hole. This is illustrated in Figure 11. Since the 
barriers are resting on the floor of the furnace, they 
mostly affect the flow of the lower liquids which tend to 
be the metal phase.This can be assessed by analysing the 
resulting tapping rates of slag and metal. 

Tapping rates of slag and metal are plotted in Figure 12. 
We see that the tapping rates are affected by the barriers. 
The metal rate is reduced by the barriers and slag rates 
are increased. The high barrier reduces metal rate more 
than the low barrier. However, metal has the highest 
initial peak rate regardless of barriers.  

What happens if the barriers also block access to the 
region in front of the tap-hole for metal to fill up this part 
prior to opening of the tap-hole? Two simulations were 
run with such initial conditions. The initial conditions are 
illustrated in Fig.13 and the results are shown in Fig.14. 
The results show that for the low barrier, metal tapping is 
delayed and only slag leaves the tap-hole initially. For the 
high barrier, no metal leaves the tap-hole. The metal 
production rate and/or tapping interval needs to be suffi- 
cient for the initial metal level to either overflow the 
barrier or at least be close enough for the driving pressure 
to lift the metal level above the barrier. As metal 
accumulates, metal will flow over the barrier and start to 
tap. Then only the metal beneath a certain level will be 
disabled for tapping. All metal produced after this level 
is reached will be tapped. 
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Figure 12: Tapping rates for metal and slag with low 
barrier (top) and high barrier (bottom) in front of tap-
hole compared against tapping rates without barriers. 

 

 

Figure 13: Initial slag and metal filling when barriers 
block filling of metal in front of tap-hole. Low barrier at 
the top and high barrier below. 

Figure 14: Tapping rates for metal and slag with low 
(top) and high barrier (bottom) in front of tap-hole when 
barrier blocks filling of metal in front of tap-hole 
compared against tapping rates without barriers. 

CONCLUSION 

Nonuniformities in the particle bed has been 
hypothesized as reasons for inconsistent tapping of slag 
and metal. Examples of nonuniformities are cracks in the 
particle bed, zones with looser packed particles (weak 
zone) and barriers in the particle bed. The impact of these 
nonuniformities on the tapping rate have been studied by 
CFD. A crack (as defined in this study) has little impact 
on the tapping rates. A zone with looser packed particles 
(weak zone) close to the tap-hole has a more significant 
effect on the tapping rate. If a barrier blocks drainage of 
one or two phases towards the tap-hole, tapping might be 
hindered or delayed for the phase being blocked. This can 
cause slag to be tapped before metal, which is unusual, 
but sometimes observed. A barrier has a significant 
impact on tapping rates. 

The study shows that the nonuniformities studied to 
different degrees affect the tapping rates of slag and 
metal. Some of these nonuniformities can easily change 
between consecutive taps and thus cause inconsistent 
tapping. Barriers will most likely not change that 
frequently and are thus probably not the cause for 
inconsistency between consecutive taps. They may 
explain inconsistency over longer time spans. More 
studies on nonuniformities can easily be performed by 
this method provided insight on particle bed 
configuration and nonuniformities defines interesting 
cases. The model complexity and realism can be 
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increased by introducing heat transfer and phase change. 
This requires a fair bit of extra work. These mechanisms 
will probably add randomness to the tapping process and 
strengthen the trend of inconsistent tappings. 
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ABSTRACT 

Oil & Gas plants are complex systems involving dangerous 

substances, potential origin of severe accidental scenarios. 

Therefore, according to Directive 2013/30/EU, a Risk 

Assessment (RA) is mandatory. A fundamental step of the RA 

is the accident simulation to evaluate the damage area involved 

by each accidental scenario.  

One of the main issues of natural gas extraction platforms is the 

presence of traces of hydrogen sulfide (H2S) in the extracted 

mixture. When the H2S is present in the natural gas, the mixture 

is called sour gas. The presence of H2S is of great interest since 

it is flammable, colorless and highly toxic, therefore, highly 

dangerous to people. Several literature studies demonstrate that 

it is common to have mixtures with 2 % to 20 % by weight H2S 

in Oil & Gas facilities reservoirs, underlying how this problem 

is of common interest. 

In this work a highly pressurized (50 bar) accidental release of 

a methane-hydrogen sulfide mixture (95 % CH4 – 5 % H2S) in 

the production deck of an Oil & Gas platform is treated.  Due 

to the complexity of the geometry and the need to accurately 

define the dangerous areas, the Computational Fluid Dynamics 

(CFD) is chosen to simulate the event instead of the commonest 

empirical models.    

In particular, the multi-scale and multi-physics nature of the 

involved phenomena represent a real challenge for the CFD 

simulation implementation. In fact, as the gas is released from 

high pressures (10 bars or more) into the ambient, a highly 

under-expanded jet develops: a supersonic velocity is reached 

(Ma >> 1) near the release point where a Mach disk appears and 

produces very strong discontinuities in the flow-field variables 

(pressure, velocity, density, temperature, etc.). As the gas slows 

down, a subsonic dispersion follows in the main portion of the 

deck, where the velocity gradients rapidly decrease, and the 

buoyancy effects become dominant. 

This work proposes a CFD two-steps approach implemented on 

ANSYS Fluent, called SBAM (Source-Box Accident Model) to 

simulate the accident in order to account for the different 

physics involved, in order to evaluate the damage areas 

affected. 

Keywords: accidental gas release, risk, safety, CFD fluid 

dynamics, ANSYS Fluent, Oil & Gas, offshore facilities, 

hydrogen sulfide  

NOMENCLATURE 

Greek Symbols 

  Mass density, [kg/m3]. 

Latin Symbols 

d Diameter, [m]. 

p Pressure, [bar]. 

v⃗  Velocity, [m/s]. 

Ma Mach number, [-]. 

y+ Dimensionless wall distance, [-]. 

Yi Local mass fraction of ith species, [-]. 

Ri Net rate of production of ith species, [kg/m3/s]. 

Si Source term of ith species, [kg/m3/s]. 

Ji⃗⃗ Diffusion flux of ith species, [kg/m2/s]. 

t time, [s]. 

INTRODUCTION 

Nowadays, the Risk Assessment implementation tools 

are being continuously improved for risk-relevant 

industrial applications that involve hazardous substances, 

e.g. Oil & Gas facilities, chemical plants, nuclear

installations (Patè-Cornell, 1993 and Necci et al., 2019).

Quantitative Risk Assessment (QRA) is fundamental and

mandatory according to European guidelines to

guarantee the industrial plant sustainability (Casal, 2007

and Vinnem, 2019). This procedure requires the analysis

of numerous accidental scenarios in order to perform an

exhaustive consequence analysis. This work takes into

account an Oil & Gas offshore platform offering an

improvement in the accident simulations to enhance the

sustainability of the consequences analysis process. The

state-of-practice for onshore facilities involves the use of

empirical models (e.g. Chen and Rodi, 1980, Davidson,

1967 and Zamejc, 2014) to estimate the damage areas

associated to the accidental events, due to their fast

response. Meanwhile, in the offshore applications,
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characterized by complex geometries and congested 

environments, the empirical models lead to a large 

overestimation of the damage areas and to an oversizing 

of protections, which involve the growth of construction 

cost and a mechanical overload of the offshore structure. 

From the last considerations, the necessity to find another 

approach for consequences’ estimation in complex 

structures arises. The SEADOG Lab Group of 

Politecnico di Torino, driven by this necessity, proposed 

a novel CFD method, called SBAM (Source Box 

Accident Model) aiming at guaranteeing a suitable cost-

accuracy trade-off for the simulation of accidental 

releases of a pressurized gas in congested industrial 

environments. The SBAM approach splits the 

phenomenon in two different CFD simulations, realized 

in ANSYS Fluent, in order to properly treat its multiscale 

and multi physics nature and to speed-up the simulation 

for obtaining a computational time compatible with the 

QRA procedure (detailed description in section 3). 

Different authors have already proposed this two-steps 

method (Venetsanos et al., 2008, Choi et al., 2013, Liu et 

al., 2014 and Deng et al., (2018)), but they used a hybrid 

empirical-CFD approach to simulate the event, while 

here a full CFD method is proposed because the 

congested environment requires to model the first phase 

of the phenomenon in a reliable way .  

This paper would not have been possible without the 

sponsorship of the Ministry of Economic Development’s 

Directorate General for Safety – National Mining Office 

for Hydrocarbons and Georesources. 

Objective of the work 

In this work, a high-pressure sour gas release in an 

offshore platform production deck is analysed. The 

SBAM approach is applied to a specific case study to 

obtain the damage distances useful for flammable and 

toxic maps of a QRA. The objective of this paper is to 

show how the method works considering a flammable 

and toxic gas mixture, its advantages and its flexibility to 

identify the damage areas consequent to an offshore 

accidental scenario. 

PROBLEM DESCRIPTION 

Sour gas in offshore environment 

In the offshore extraction platform, the natural gas is 

mainly composed by methane with traces of other 

volatile hydrocarbons, carbon dioxide, nitrogen and 

hydrogen sulfide. The hydrogen sulfide (H2S) is the 

major pollutant in natural gas and, when it is present, the 

natural gas is called sour gas. H2S is a colourless, 

flammable and highly toxic gas. Several Oil&Gas 

extraction facilities observe the presence of hydrogen 

sulfide in their reservoirs and many studies are performed 

on the amount of H2S in natural gas. As suggested by 

(Worden et al., 2003), in the North Sea the natural gas 

can contain up to the 2 vol% of H2S; according to 

(Zempolich et al.,2002) and (Warner et al., 2007), the 

Kazakh gas fields of Kashagan and Tengiz can reach 

contents of 19 vol% and 16 vol% of H2S respectively; in 

the Sichuan Basin, the percentage of H2S in natural gas 

can vary between 10 vol% and 17 vol% as suggested by 

(Liu et al.,2010); with reference to (Mi et al., 2017) the 

natural gas extracted from Eastern Venezuela Basin 

contains the ~ 5 vol% of H2S.  

An accidental high-pressure release of sour gas can lead 

to several major hazards like explosions, fires or 

intoxication. Moreover, the presence of H2S can cause 

several damages to the process components due to its 

corrosive properties, increasing the failure rate due to 

leakages (Li et al., 2014). The effects of sour gas release 

can be dramatic for the people and the environment, as 

observed during the Lodgepole blowout accident in 

Alberta in 1982 (Layfon and Cederwall, 1987), up to now 

the biggest release of sour gas.  

Case study 

The sour gas release in a production deck (shown in Fig. 

1) analysed here is defined by a set of relevant

parameters:

• Release conditions: 𝑝0 = 50 𝑏𝑎𝑟, 𝑇0 = 300 𝐾
• Release hole diameter: 𝑑𝑒 = 3 𝑐𝑚
• Released gas mixture molar composition:

95 𝑚𝑜𝑙% 𝐶𝐻4 − 5 𝑚𝑜𝑙% 𝐻2𝑆
• Wind velocity: 𝑣 =  6 𝑚/𝑠
• Wind direction: 0.5x + 0.5z (Fig. 1)

• Ambient temperature: 𝑇𝑎 = 300 𝐾

Figure 1: Production deck CAD, wind direction, release point (blue sphere). 
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• Release position x = 3 m, y= 2.5 m, z = 10 m

and direction x (light blue sphere in Fig. 1);

The release pressure and hole diameter values (a circular 

hole is assumed) are chosen in agreement with (Vivalda 

et al., 2018) and are considered representative for Oil & 

Gas field. The selected wind intensity is typical of Italian 

platforms installed in the Adriatic Sea. The mixture 

molar composition is chosen according to the literature 

review exposed in section 2.1.  

METHODOLOGY 

In this work, the SBAM method is applied and it is 

characterised by the splitting of the accidental release in 

two different simulations. 

This necessity arises from the phenomenon multi-physics 

and multi-scaling nature. In fact, since the gas, in case of 

accident, is released at high pressure (10 bar or more), a 

highly under-expanded jet results (Franquet et al., 2015) 

with strong compressible effects, as the presence of a 

Mach disk. This phenomenon is confined in a very small 

portion of the domain, near the release point, where the 

flow is compressible (Ma>0.3) (Munson et al., 2009). 

At a certain distance from the release point, the gas flows, 

it reaches subsonic velocities (Ma<0.3) so that the flow 

can be assumed incompressible and a gas dispersion 

occurs in the remaining part of the domain, the biggest 

one.  

Consequently, the splitting of the phenomenon into a 

supersonic-compressible discontinuous flow (the 

release) and an incompressible-subsonic smooth flow 

(the dispersion) results convenient for modelling 

purposes.  

The SBAM method consists in simulating the release in 

a small domain, the Source-Box (SB), dimensioned to 

contain all the compressibility effects (see paragraph 

3.1.1), and setting the right models to account for these 

effects and a suitable mesh to capture the discontinuities 

in the Mach disk region. The results of this release model 

are the profiles of velocity and mass fraction of the 

pollutant gas on the outer faces of the SB, representing 

the interface with the domain of the dispersion modelling 

(section 3.2.1); in the latter, the mesh can be rough as no 

complex fluid dynamic structures are expected. 

As shown in the results, this approach permits to have a 

fast dispersion evaluation. Moreover, the same SB results 

can be used for many dispersion simulations just 

changing the release position and direction in the domain. 

This outcome is relevant especially from a QRA point of 

view, since this procedure requires the simulation of 

many scenarios in a relatively short time. 

Release simulation (Source-Box) 

Design and mesh 

The SB presents a cubic shape with dimensions defined 

to guarantee that all the compressibility effects are 

exhausted inside its domain. (Crist et al., 1966) suggest 

that the compressible effects become negligible when the 

distance from the release point is ten times the distance 

of the Mach disk (Xm). Several authors, as (Franquet et 

al, 2015), have conducted numerical and experimental 

studies to obtain a correlation to define the Mach disk 

position. (Franquet et al, 2015) suggest the following 

definition of Xm: 

Xm = 0.645 ∙ de ∙ √
p0

pamb (1) 

where pamb is the ambient pressure. Then, according to 

(Crist et al., 1966), the SB side length (LSB) is: 

LSB = 10 ⋅ Xm (2) 

Using the parameters presented in 2.2 the characteristic 

length of the SB of this case study is LSB = 1.38 m. 

Another important feature of the SB is the presence of an 

obstacle in front of the release point, since it is likely to 

occur in industrial congested plants. In this case, a 

cylinder with diameter 30 cm is located at a distance of 

45 cm from the release point. 

An unstructured tetrahedral mesh is chosen as it better 

suits complex geometries and it is suggested for non-

directional flows (ANSYS Fluent, 2018). A non-uniform 

mesh with a major refinement in the Mach disk region 

and near the cylindrical obstacle is created; to assure the 

solution independence from the chosen grid a 

convergence study is performed obtaining a ~9.5e4 

elements mesh with an average size of computational cell 

of ~5e-3m and a refinement around the release hole with 

a cell of ~2e-3m. The Fluent inflation algorithm is used 

to model the boundary layer near the nozzle wall and the 

obstacle, the first cell height is chosen in order to obtain 

𝑦+ < 5 in the wall region (Munson et al., 2009).

Source-Box simulation setup 

To model the highly under-expanded jet of CH4-H2S 

mixture, a 3D steady-state simulation is set. This choice 

is made because the detection time of the safety detectors 

is longer than the transient time of the phenomenon: the 

dangerous substance cloud reaches the steady-state 

configuration before the gas detectors can detect the 

presence of the hazardous atmosphere. According to 

(Doroudi et al., 2015), a Pressure-Based Coupled 

Algorithm is selected (ANSYS Fluent, 2018). A pressure 

inlet of 50 bar, a CH4 mole fraction equal to 0.95 and a 

H2S mole fraction equal to 0.05 are imposed at the nozzle 

inlet. A wall with no-slip condition is imposed on the 

nozzle external surface and the cylinder surface. A 

pressure outlet set at atmospheric pressure is imposed on 

all the external SB surfaces to reproduce the open 

environment around.  

Due to the compressible nature of the flow, the 

temperature field must be evaluated by solving the 

energy equation in order to calculate the density. The 

SST k-ω turbulence model, validated for under-expanded 

jets by (Novembre et al., 2006) and (Liu et al., 2014) 

against the available experimental data (Eggins and 

Jackson, 1974), is selected for the purposes of this study. 

Moreover, since a y+ < 5 is obtained at the walls, the SST 

k-ω model guarantees a proper boundary layer

evaluation. The viscous dissipation term is selected to

describe the thermal energy due to viscous shear in the

flow, which is relevant for high velocity compressible

flows (ANSYS Fluent, 2018). To model the interaction
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between different chemical species (CH4-H2S-Air) the 

“Species Transport” model is used in order to solve a 

transport equation without chemical reactions. The 

“constant dilute approximation” provided by ANSYS 

Fluent is considered by setting a value ~2e-5 m2/s in 

order to take into account the diffusion of the chemical 

species in the air. The same assumption is made for the 

dispersion simulation as well. 

The local mass fraction of each species (Yi) is predicted 

using the transport equation in the following form: 

𝜕

𝜕𝑡
(ρ𝑌𝑖) + ∇ ∙ (ρ�⃗⃗� 𝑌𝑖) = −∇ ∙ �̅�𝑖 + 𝑅𝑖 + 𝑆𝑖 (3) 

where 𝑅𝑖 is the net rate of production of species and 𝑆𝑖 is 

a source term. 

A pseudo-transient model is used in order to relax the 

solution. This option is a form of implicit under-

relaxation that guarantees a better convergence of the 

solution. 

 Dispersion simulation 

 Design and mesh 

The simulation domain is shown in Fig. 1. For the 

dispersion simulation, a simplified CAD of the 

production deck is considered; in order to simplify the 

geometry of the study the deck minor equipment is 

neglected. It should be noticed that the roof and the floor 

of the deck are plated walls, typical of gas extraction 

platforms in order to limit the hazardous areas involved 

in the accidental scenario if a leakage occurs. 

Due to the complexity of the geometry, an unstructured 

tetrahedral mesh is generated. This choice is also due to 

the fact that the use of structured meshes for the 

discretization of complex geometries with curves can 

require high time-consuming processes and low quality 

meshes (e.g. high skewness, etc.). Coherently, (ANSYS 

Fluent, 2018) suggests that an unstructured mesh is more 

efficient in the distribution of the elements, especially 

when curved objects are present. Finally, also for this 

simulation a grid convergence study is performed, and 

the resulting mesh consists of ~3e6 elements with an 

average computational cell size of ~0.5 m and a face 

refinement on the obstacles of ~0.15 m and on the SB 

about of ~1 cm. 

Dispersion simulation setup 

As the release simulation, also the dispersion simulation 

is performed in steady-state since the final purpose is the 

estimation of the cloud dimensions at steady-state 

conditions because of the flammability and toxicity of the 

released mixture. In addition, in view of a CFD-QRA 

integration, a transient simulation will lead to high 

computational cost.  

To describe the assumed boundary conditions, Fig. 1 can 

be taken as a reference. On the South and East side of the 

platform, a velocity inlet is imposed to reproduce the 

wind velocity of 6 m/s and the direction explained in the 

case study explanation in 2.2. On the North and West side 

a pressure outlet is used to impose an atmospheric 

pressure. In fact, as the deck lateral faces are open, the 

gas cloud can escape the domain due to its dispersion and 

the wind effect. The deck floor, the ceiling and all the 

obstacles inside the deck are modelled as walls with no-

slip conditions. The results of the SB simulation are used 

as boundary conditions of the dispersion simulation to 

simulate the release; for this purpose, a box with the same 

dimensions of the SB is created in the domain in the 

release position. On its faces the CH4 m.f. (mass 

fraction), H2S m.f. and velocity profiles are imposed (Fig. 

3, Fig. 4, Fig. 5). 

The turbulence model employed in the calculation is an 

SST k-ω as it has been validated for subsonic dispersions 

of methane in a room by (Li et al., 2016), against the 

experimental data obtained by (Ivings et al., 2010).  

The choice of a RANS model can be justified by 

considering that a fast evaluation is desirable and, for our 

purposes (i.e. the evaluation of damage areas and 

volumes), an average distribution of the variables of 

interest (such as the CH4 and H2S mass fraction, the 

velocity, etc.)  is sufficient. 

For this simulation as well as for the SB one, the species 

transport model (Eq. 3) is used to model the CH4 – H2S - 

air interaction; no chemical reaction is considered in both 

release and dispersion simulations, therefore no CO2 and 

water vapor will form during the event. 

Particular attention is paid to the relaxation factors, as the 

species interaction causes oscillations in the residuals in 

most of the cases. Therefore, a fine tuning of the species 

relaxation factors is necessary. For example, at first, very 

low values of CH4 and H2S equations relaxation factors 

are used, e.g. 0.5; once the residuals began to be smooth, 

these values are incremented to 0.8 until the simulation 

converges. The convergence is evaluated looking at some 

significant indicators like the average velocity at the 

outlet, the mass integral of CH4 and H2S: when they reach 

a plateau, the simulation is stopped.  

RESULTS 

Release phase results 

A first discussion of the results is made in order to check 

their physical consistency. The high release pressure (50 

bar) causes the formation of a highly under-expanded jet, 

which structure is very well known and studied in the past 

(Franquet et al., 2015). Therefore, it is important to check 

if the fluid-dynamic structure resembles the theoretical 

one. For this purpose, Fig. 2, which shows the midplane 

section of the SB, can be considered. 
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As expected, the jet presents the typical fluid-dynamic 

structure: a supersonic core appears near the release point 

and a normal shock (Mach disk) divides the supersonic 

core from a subsonic region. Furthermore, the jet obstacle 

interaction reproduces a strong Coanda effect, as the fluid 

tends to follow the convex cylinder surface. To assess the 

accuracy of the solution in the most critical region, i.e. 

around the Mach disk characterized by strong 

discontinuities in the flow filed, the distance of the disk 

is compared to that obtained by using (Eq.1).  

In Table 1, the values obtained by CFD and theory are 

detailed. 

Table 1: Mach disk location 

Xm (Eq. 1) Xm (CFD) Relative error 

[m] [m] [%] 

0.1368 0.1300 4.97 

The accuracy of the Mach disk location obtained by CFD 

can be considered satisfactory and physically consistent 

as the relative error with respect to the theoretical value 

is small enough. 

At this point, it is important to analyze the important 

results for the SBAM method; in Fig. 3, Fig. 4 and Fig. 5 

the velocity, CH4 m.f. and H2S m.f. contours on the 

external SB surfaces are shown respectively.  

These profiles are crucial, since they represent the input 

boundary conditions of the dispersion simulation. It can 

be appreciated that the flow has enough inertia to close 

after the cylinder. The jet opening is more pronounced in 

the midplane of the SB, the release plane, since the 

momentum of the fluid is higher than in the other SB 

sections. The temperature field analysis is neglected 

because the released gas and the ambient are at the same 

temperature. Near the release point, it is possible to 

observe the temperature of the jet decreasing in 

correspondence of the Mach disk, but the fast mixing 

between the jet and the surrounding ambient air 

maintains the CH4-H2S mixture near the ambient 

temperature. For this reason, also in the dispersion 

simulation the temperature field is not discussed. 

Dispersion phase results 

Before discussing the results, some quantities of interest 

must be defined, as the objective is to estimate the 

dangerous areas associated to the accident. Both CH4 and 

H2S are flammable, while only H2S is toxic, therefore it 

is important to introduce the following quantities: 

• LFL: Low Flammability Limit;

• UFL: Upper Flammability Limit;

• IDLH: Immediately Dangerous to Life and

Health concentration;

• LC50: lethal dose at which 50% of the

population is killed in a given exposition time.

Figure 2: Velocity field in the SB midplane 

Figure 4: CH4 mass fraction contours of SB outer surfaces 

Figure 5: H2S mass fraction contours of SB outer surfaces 

Figure 3: Velocity contours of SB outer surfaces 
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The reference values for each species taken from 

(NIOSH, 1994, OSHA, 2020 and Zlochower et al., 2009) 

are presented in Table 2. 

Table 2: Flammability and toxicity limits 

LFL UFL IDLH LC50 

[mol. 

conc.] 

[mol. 

conc.] 

[ppm] [ppm] 

CH4 0.05 0.16 \ \ 

H2S 0.045 0.455 100 713 

Since both species of the released mixture are flammable, 

it is possible to evaluate the LFL and UFL of the mixture 

using LeChatelier’s rule as done in (Liao et al., 2005) 

remembering that the release mixture has 95% CH4 – 5 

% H2S composition: 

LFLmix = 
100

∑Ci/LFLi (4) 

(Analogous for UFL). By Eq. 4 the following values are 

obtained:  

• LFLmix = 0.049

• UFLmix = 0.17

First of all, to understand the spatial distribution of the 

pollutant is fundamental to analyze the velocity flow 

field. From a qualitative point of view, the velocity field 

obtained at the release height plane is shown in Fig. 6.  

Figure 6: Velocity field in the production deck 

The velocity streamlines follow the wind direction near 

the inlet boundaries b1 and b2, therefore the wind 

velocity seems to be well reproduced in the deck. The 

flow becomes quite complex as it interacts with the 

objects: separation flows appear and secondary vortices 

are generated. The velocity field analysis is very 

important because it allows understanding how the 

pollutants are transported in the domain.  

For the purposes of a QRA, it is important to study the 

flammable and toxic concentration maps. The first one is 

relevant for people safety and the integrity of the 

equipment because the ignition of the flammable cloud 

can lead to a flash fire and a domino effect that involve 

the equipment integrity. Meanwhile, in the second one, 

the workers should be subjected to a risk for their health 

or life.   

In Fig. 7 the flammable region, i.e. the region in which 

the mixture concentration is between LFLmix and UFLmix, 

is shown in red, while in Fig. 8 the toxic regions with H2S 

concentration higher than IDLH and LC50 are shown 

respectively in red and yellow on the same section plane 

of the velocity field.  

Figure 7: Flammable area 

The flammable area appears as a plume with extension of 

~7 m that is slightly deviated by the wind: the velocity of 

the jet is such that the wind is not affecting too much the 

plume shape in the first 10 m. The ignition of the mixture 

can cause an explosion or a fire involving a bigger area 

of the platform, causing also a possible domino effect 

depending on the type of components involved in the fire. 

The toxic area covers a large part of the platform and it is 

evident that the shape is highly influenced by the wind 

direction: it can be deduced that the wind condition is a 

crucial parameter in the assessment of the dangerous 

areas, and it is the main driver of the pollutant cloud 

diffusion. It is possible to define the toxic hazardous area 

and to apply risk control measures for workers. From the 

comparison of the flammable and toxic areas it can be 

appreciated that the toxicity is the most dangerous aspect 

to consider in a release of sour gas to protect the worker 

health, without considering a possible domino effect due 

to the flammability. The previous considerations are 

referred only to a plane section of the platform and it is 

interesting to see that also the 3D results confirm this 

trend. In Fig. 9 the flammable cloud is shown, while in 

Fig. 10 the toxic cloud (IDLH) is shown. 

Figure 8: IDHL (red) and LC50 (yellow) regions 
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The two volumes configurations confirm the 

considerations made for the 2D results: the toxic cloud 

involves a larger number of components with respect to 

the flammable one and it seems to be the most impacting 

factor on the safety of the system. In addition, the 

quantities reported in Table 3 give a numerical measure 

of these differences: it can be noticed that the toxic 

volume is more than 10 times larger than the flammable 

one. 

Table 3: mass and volume of flammable and toxic cloud 

Flammable cloud volume 
~26 

[m3] 

Flammable cloud mass 
~29 

[kg] 

Toxic cloud volume 
~328 

[m3] 

Toxic cloud mass 
~369 

[kg] 

A final important comment must be made about the 

simulations time of the SB and dispersion. Both 

simulations are carried out on the same machine that is a 

Dell Tower 7810 using the same number of cores (8 cores 

and 64Gb RAM). The SB simulation takes almost 24 h 

while the dispersion one takes ~3 h. The big difference in 

the simulation time can be explained considering that, in 

the dispersion phase, the phenomena to be simulated are 

very simple and no complex fluid dynamic structure 

appears. On the other hand, the complexity of the fluid-

dynamic structures characterizing the release makes the 

SB simulation heavier.  

CONCLUSION 

In this work, a pressurized sour gas (CH4-H2S mixture) 

release simulation is performed using ANSYS Fluent 

software.  

The SBAM approach provides reliable results for a 

pressurized flammable and toxic gas mixture leakage 

accidental scenario. Firstly, the physical consistency of 

the under-expanded jet is analyzed by comparing the 

CFD results with the corresponding theoretical 

references. The comparison shows a good accordance 

between numerical results and theoretical predictions and 

it is possible to see the presence of the Mach cell and its 

correct location as predicted by theory. Secondly, it is 

possible to see that the velocity field in the entire 

platform is strongly influenced by the presence of the 

wind and separation flows appear near the obstacles. 

The second phase of the proposed approach is the most 

relevant for the risk assessment procedure; in fact, it 

allows defining the damage areas of the accidental 

scenario: 

• a flammable area, where the CH4-H2S mixture

is inside the flammable range. In this area, it is

fundamental to avoid the interaction between

the gas mixture and hot surfaces, flames or

sparks to prevent the ignition of the gas cloud

and the damage for people and the environment.

• a toxic area, where the H2S concentration is

higher than IDLH. The presence of H2S means

a threat for workers: for this reason, safety

equipment needs to be adequate to protect

workers from the hazards of H2S.

One of the main outcomes of the work is that the splitting 

of the phenomenon can reduce dramatically the 

computational time, since the SB simulation results can 

be used for several dispersion simulations in which the 

release position and direction change. In fact, the 

dispersion simulation time is very low (~3 h) compared 

to the more complex release one (~24 h). This result can 

lead to a new approach in QRA, in which several 

accidental scenarios can be simulated via CFD in a 

reasonable time. 

Finally, a future step deals with the validation. CFD 

models usually require an experimental validation: for 

this reason, an experimental campaign is in progress in 

order to validate the SBAM approach in a novel wind 

tunnel located in Turin, the SEASTAR wind tunnel, 

which is presently being calibrated. The experiments 

using a 1:10 scaled offshore platform mockup can 

provide significant results for SBAM validation 

(Moscatello et al., 2020). 
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ABSTRACT
Gas-liquid bubble columns are commonly used in the process indus-
try due to their ease in construction and their excellent performances.
However, the formulation of numerical models of such industrial-
scale systems is troublesome especially because of the strong cou-
pling between the phases. In fact, it is crucial to properly describe
the phase coupling in the Euler-Euler framework in terms of the drag
and other interfacial forces. This is particularly important at high
gas superficial velocity, when the global gas fraction is higher and
the drag coefficient is very different from that for isolated particles.
One way of addressing the problem is coupling a correction for the
swarm effect occurring at relatively high gas fractions with a blend-
ing approach, which sets a natural transition of the drag force in the
phase inversion region.
The numerical simulations were carried out with the CFD code
OpenFOAM. While in commercial codes the application of meth-
ods of this kind is not always mentioned, in open-source codes,
such as OpenFOAM, it is possible to prescribe completely all the
settings of the procedure. As a first step of the work, we performed
an accurate study on a proper selection of the blending parameters
in order to evaluate the impact on the results. Then, a comparison
of the proposed model with experimental data and with simula-
tions available in the literature is performed, showing that blending
produces accurate results and significantly increases computational
speed, since in both homogeneous and heterogeneous regimes the
required computational time has been halved.
Particularly interesting is the comparison between simulations car-
ried out in absence and in presence of blending: in the former case
the swarm formulation needs an ad hoc correction to capture cor-
rectly the gas hold up. It also shows numerical instability due to the
phase inversion occurring at the boundary between liquid and head
space of the column. Therefore the blending implementation, with
a valid selection of parameters, is preferable since it improves the
computational speed and numerical robustness.

Keywords: CFD, hydrodynamics, bubble columns, OpenFOAM,
multiphase system .

NOMENCLATURE

Greek Symbols
α Volume fraction, [−].
ε Turbulent dissipation rate, [m2

/s3].
ρ Mass density, [kg/m3].
µ Viscosity, [kg/ms].
µT Turbulent viscosity, [kg/ms].
Σ Stress tensor, [Pa].
σ Interfacial tension, [N/m].

Latin Symbols
CD Drag coefficient, [−].
D Column diameter, [m].
db Bubble diameter, [m].
g Gravitational acceleration, [m/s2].
H Column height, [m].
h Swarm factor ,[−].
I Turbulence intensity, [−].
k Turbulent kinetic energy, [m2

/s2].
p Pressure, [Pa].
R Column radius, [m].
S Section area, [m2].
r radial coordinate, [m].
u Velocity, [m/s].
〈U〉 Superficial gas velocity, [m/s].
z axial coordinate. [m].

Sub/superscripts
FD Fully Dispersed.
G Gas.
in Inlet.
k Phase index k.
L Liquid.
l Phase index l.
PD Partially Dispersed.

INTRODUCTION

Bubble column reactors are nowadays fundamental in indus-
trial equipment: the easiness in construction and the excellent
performances in heat and mass transfer have provided them
a wide diffusion in chemical, petrochemical and biochemical
engineering (Ranade, 2002), ranging from Fischer-Tropsch
synthesis (Basha et al., 2015) tomicrobial digestion (Kantarci
et al., 2005).
In the most common configuration the gas phase is injected
from the bottom of the column through a sparger and rises
through the liquid phase, which may often contain solid cat-
alytic particles (slurry bubble column). The gas is thus dis-
persed into small bubbles through the liquid, therefore the
former may be considered as dispersed phase and the latter as
continuous. As a consequence of the injection of the gas, the
liquid height rises to a new value corresponding to the sum
of the liquid and air volumes: this variation corresponds to
the global gas hold-up, which is a key feature in the analysis
of the column performances.
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In particular, low values of hold-up are peculiar of the so-
called homogeneous regime, where the bubbles have approx-
imately the same size and the liquid recirculation is moderate.
As the gas superficial velocity, namely the velocity the gas
would have if it occupied the whole cross-sectional area, in-
creases, the hold-up increases linearly as well and, after a
transition area, starts rising again with a lower slope, hitting
hence the heterogeneous regime: the bubbles present a broad
variation in size and the liquid recirculation patterns become
relevant.
Despite its apparent simplicity, the hydrodynamics of such
systems is complicated due to the many types of interaction
between dispersed and continuous phase which have a rel-
evant impact on the global behavior. These issues worsen
in the heterogeneous regime, which is preferred in industrial
applications to maximize the mixing: the larger values of gas
fraction and the strong dependency on the radial coordinate
of the most notable variables (local hold-up, axial velocity,
turbulent quantities) (Shu et al., 2019) have caused non-trivial
difficulties when a reliable modeling is desired.
To address this crucial matter, recent research has focused
on the expression of the major interfacial forces (Tabib et al.,
2008). Themost relevant is undoubtedly the drag force, which
is due to velocity difference between phases. As the hetero-
geneous regime is approached, the bubbles get closer and the
local gas fraction dramatically increases, eventually leading
to a wrong prediction of the drag force and, therefore, of the
global hydrodynamics. With the aim to solve this issue, some
authors proposed a correction of the drag formula consider-
ing the impact of bubbles proximity (swarm effect) (Simonnet
et al., 2008; Roghair et al., 2011; McClure et al., 2017). The
main drawback of these corrections is either their limited
operative range (limited to αG ≤ 0.1) or, if formulated for
heterogeneous regime, the fact that the predicted correction
factor approaches to zero as the hold-up is increased, thus
canceling out the whole drag force and giving rise to large
regions of high gas volume fraction in the dispersion that are
not physical.
This point may be addressed by limiting the swarm correc-
tion term to avoid the cancellation of the drag swarm at high
gas fraction (Gemello et al., 2018). This correction became
necessary because in most of commercial CFD solvers the
dispersed and continuity phases must be specified a priori
throughout the domain: when the gas superficial velocity is
high, it may occur that in some portion of the domain the
gas fraction is high enough to eliminate the swarm correction
although the gas is still the dispersed phase. The swarm cor-
rection limitation avoids this type of issues, guaranteeing a
non-zero drag term even for large gas fraction values. Unfor-
tunately, in this approach the correction factor must be fitted
to match the experimental data of hold up.
On the other hand, the open source software OpenFOAM of-
fers an implementation of the so-called blending parameters,
which, through an appropriate selection, allow the solver to
distinguish locally the dispersed and the continuous phase. To
the best of our knowledge an accurate study of this method
has not been attempted in the literature so far: the aim of this
study is thus providing an insight of the blending implemen-
tation in order to find the best set of parameters for gas-liquid
and gas-solid-liquid bubbly flows.

MODEL DESCRIPTION

The gas and liquid phases are both modeled as interpenetrat-
ing continuous media according to the Euler-Euler descrip-
tion. In this case, the continuity and Navier-Stokes equations

are:
∂

∂t
αkρk +∇ (αkρkuk) = 0 (1)

∂

∂t
αkρkuk +∇ · (αkρkukuk) =

= −αk∇p+ αkρkg +∇ · (αkΣk) + Fkl.
(2)

The turbulence is implemented as a standard k-ε dispersed
model, where only the continuous phase is considered turbu-
lent.
The term Fkl denotes the summation of all the interphase
forces occurring between generic phase k and l. In this study
the only term considered is the drag force, and, denoting liquid
phase as L and gaseous phase as G, it may be formulated as:

F∞D,LG =
3

4
C∞D

αGρL
db

(uL − uG) |uL − uG|. (3)

(in the following the subscripts LG are dropped in sake of
simplicity). The drag coefficient for isolated bubbles can be
evaluated from a wide number of correlations (Naumann and
Schiller, 1935; Ishii and Zuber, 1979). In this study the one
suggested by Tomiyama was used since it is the most suit-
able for contaminated bubbly gas-liquid systems (Tomiyama,
1998):

C∞D = max

[
min

(
24

Re
(1 +Re0.687),

72

Re

)
,
8

3

Eo

Eo+ 4

]
,

(4)
beingRe andEo respectively the Reynolds and Eötvös num-
ber.
The swarm effect is taken into account multiplying C∞D by a
semi-empirical factor h (Simonnet et al., 2008)

h =
CD
C∞D

= (1−αG)
[
(1− αG)25 +

(
4.8

αG
1− αG

)25
]−2/25

(5)
This correlation is often bounded imposing a minimum value
of h, namely h0 (Gemello et al., 2018):

h = max (hSimonnet, h0) (6)

h0 might range from 0.08 to 0.30 and it should be selected
according to the gas superficial velocity and geometry in
order to fit the experimental hold up. However, this approach
may lead to unrealistic calculations of the liquid velocity and
the turbulent quantities when αk reaches the phase-inversion
range and, further on, it generates numerical instability in the
head space of the column and at the boundary between liquid
and head space. The global outcome is a slow simulation,
presenting numerical issues and non-physical results.
A possible approach is the so-called symmetric blending: the
drag formula in Eq. (3) ismultiplied by the liquid volume frac-
tionαL in such a way that the drag force approaches to zero in
the head space. This solution, despite its straightforwardness,
may underestimate the drag force and, consequently, the gas
fraction in the two-phase system, where αL < 1.
An improvement of this method is offered by the
open-source software OpenFOAM (OpenCFD): in the
twoPhaseEulerFoam solver, it is possible to specify a
blending method, which may be linear or hyperbolic, and
some blending parameters. Through the specification of the
blending parameters, the solver is capable to detect locally
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Figure 1: Default linear blending factor f1.

which phase is dispersed and treat it accordingly. With this
aim, two correlations must be specified for every interphase
forces coefficient: for phase k dispersed into phase l and vice
versa.
In case of linear blending, the code requires 2 parameters per
phase:

• maxFullyDispersedAlpha (here referred asαFD)
defines the gas fraction range [0, αFD] where the phase
is modeled as completely dispersed;

• maxPartialDispersedAlpha (here referred as
αPD), which is the largest value of αk for the phase
to be modeled as dispersed, even if partially.

The blending is achieved by a definition of the blending pa-
rameter f for each phase. For the gas phase the blending
parameter f1 is defined as:

f1(αG) = min

[
max

(
αG − αG,FD

αG,PD − αG,FD
, 0

)
, 1

]
(7)

while, similarly, the blending parameter for the liquid phase
is f2:

f2(αL) = min

[
max

(
αL,PD − αL

αL,PD − αL,FD
, 0

)
, 1

]
(8)

In the case of αG,FD = 0.3 and αG,PD = 0.5 (default values
in twoPhaseEulerFoam) the plot of the blending factor
f1 is provided in Fig. 1.
In the general approach two drag forces and associated blend-
ing factors must be computed: bubbles in water (a/w) and
drops in air (w/a), respectively. The interphase momentum
term is crucial in bubbly flows and in this study it coincides
with the drag force. It is blended according to the local air
volume fraction through the f1 factor as it follows:

Fnew
D = F

a/w
D (1− f1) + F

w/a
D (f2 − f1). (9)

The formation of aerosol is beyond the scope of this work, a
model for the water drop dispersion in air is hence omitted
and the second term in the RHS of (9) is dropped.
For each computational node there are three possible scenar-
ios, according to the local value of αG:

a) αG ≤ αG,FD. The air is fully dispersed into water and
the whole drag formulation as in Eq. (3) is applied;

b) αG > αG,PD. The air fraction is outside the dispersion
range, thus the drag term related to air dispersion in
water is null;

c) αG,FD < αG ≤ αG,PD. The air is partially dispersed
and the drag formula is adjusted according to Eq. (9).

Although the blending was introduced to improve the predic-
tion of the drag force in the two phase region, an additional
advantage of the method is the absence of numerical con-
vergence issues in the head space: here, if the blending is
not implemented, the solver tries to calculates the drag force
for the air-in-water system even if the amount of liquid is
completely negligible. That often leads to divergence in the
computation of the velocity and turbulence fields. However,
through the blending factors specification, in the head space
the water switches from being continuous to dispersed and
the numerical issues are thus overcome. The final result is a
faster and more stable simulation.
It is clear that αk,FD and αk,PD must be chosen wisely in
order to obtain physical-sounding results and to maintain the
simulations fast and stable. With this aim, a study on a wide
range of values was performed and will be discussed in the
Results section.

Computational settings

The simulated system in this study is a cylindrical air-water
bubble column. The details of the system are provided in
Tab. 1 and Tab. 2; the gas density ρG is calculated in accor-
dance with the ideal gas law. Experimental data for compar-
isons are extracted from literature (Raimundo, 2015; Gemello
et al., 2018).

Table 1: Properties of the system.

Property Value Units
T 25 ◦C
p 1 bar
µL 1.003 mPa s
ρL 998.2 kgm-3

µG 0.0182 mPa s
σ 0.072 Nm-1

db 6.5 mm
〈U〉 0.03-0.09-0.16 m s-1

Table 2: Geometrical features of the system.

Property Value Units
D 0.400 m
H 3.6 m

The domainwas discretized in a 45’000 cellsmesh depicted in
Fig. 2 and Fig. 3: this discretization should guarantee mesh-
independent results (Gemello et al., 2018). In particular,
at the bottom a thin outer ring was excluded from the inlet
section (red area in Fig. 3) to prevent computational issues
possible due to gas accumulation at the wall.
Simulations were performed using the
twoPhaseEulerFoam solver in OpenFOAM 5.0 at
various gas superficial velocities in order to investigate both
homogeneous and heterogeneous regimes.
The van Leer scheme (van Leer, 1974) was used as discretiza-
tion scheme for the pressure and velocity equations, while an
upwind scheme was used for k and ε. Boundary conditions
are summarized in Tab. 3.
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Figure 2: Side view.

Figure 3: Bottom view. Red area is not included in the sparger.

Transient simulations were performed: each case was sim-
ulated for 180 s and it was initialized with the liquid static
height equal to 1.6 m and no air dispersion in it. The first
order Euler implicit method was used as time-advancement
scheme, and an adjustable time step was chosen such in a way
that the maximum Courant number was 0.65. The PIMPLE
algorithm with 2 inner iterations and a maximum number
of 30 outer iterations was adopted for the transient pressure-
velocity coupling. The absolute tolerance for every equation
was set to 1·10−7.
The results presented in the following sections are obtained
through time-averaging the transient data over the last 100 s
of simulation.

RESULTS

Impact of input parameters

Firstly a study of the variation impact of αG,FD and αG,PD
on the hydrodynamics of the systemwas performed (in the fol-
lowing the two parameters will always refer to the gas phase:
for sake of simplicity, the G subscript will be dropped). This
set of simulations was executed for a superficial gas velocity
〈U〉 = 0.16 ms-1: the heterogeneous regime is indeed more
complex to simulate and, once the optimal set of parameters
is found, they can be easily applied to lower superficial veloc-
ity. However, in order to perform a sensitivity study on αFD,
it is necessary to set αPD a reasonable value which will we
be verified a posteriori. In the literature it may be found that
for air-in-water dispersion the gas fraction corresponding to
themaximum close-packing state of bubbles is approximately
0.75 (Hibiki and Ishii, 2000). Therefore, αPD was set to 0.8
as first value.
Fig. 4 and Fig. 5 present the air fraction and liquid axial
velocity profiles forαFD ranging from 0.2 to 0.5 and compare
them with experimental data. The effect of the blending
factor variation is very small in the prediction of the velocity
field, while it becomes more relevant when dealing with the
calculation of the air distribution in water. In particular,
the wider discrepancies occur in the center of the column
where the gas fraction is higher and falls into the [αFD, αPD]
interval, with the lowest profile corresponding to αFD equal
to 0.2.The increase of this latter parameter causes a shift of
the partial dispersion area to higher volume fraction, with
a consequent spread of the fully dispersion area. The final
outcome is that multiplicative factor (1−f1) in Eq. (9) boosts
up enlarging αFD, eventually leading to a heavier evaluation
of the drag force and, as a final consequence, to a higher local
gas fraction. The most effective value for αFD thus seems
0.2, since it both broadens out the partial dispersion region
and it provides results closer to experimental data.

Table 3: Boundary conditions.

Var. Inlet Outlet Walls
αG 0.5 1 for backflow zero

Gradient

uG
〈U〉S

α(G,in)Sin
pressureInlet slip

OutletVelocity
uL 0 pressureInlet noSlip

OutletVelocity
k I = 0.05 I = 0.001 kqRWall

Function
ε µT /µ = 10 length scale = 0.7D epsilonWa

llFunction
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Secondly, after setting αFD to 0.2, the simulations were re-
peated using 0.7 and 0.8 for αPD to investigate its actual
relevance in hydrodynamics of the system: results are shown
in Fig. 6 and Fig. 7. The two values provide indistinguishable
outcomes, therefore the choice fell on 0.8 since it provides a
softer transition between fully dispersion and inversion zones
(slope of f1 in Fig. 1).
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Figure 4: Impact of αFD on gas fraction profiles at height z/D =
2.5 and 〈U〉 = 0.16ms-1: comparisonwith experimental
data (circles).
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Figure 5: Impact of αFD on liquid z-velocity profiles at height
z/D = 3.75 and 〈U〉 = 0.16 ms-1: comparison with
experimental data (circles).
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Figure 6: Impact of αPD on gas fraction profiles at height z/D =
2.5 and 〈U〉 = 0.16ms-1: comparisonwith experimental
data (circles).

In any case, the simulations are not particularly sensitive to
the values of αFD or αPD, provided that they are chosen in
a reasonable range. From this point of view, the predictions
of the blending approach appear quite robust.
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Figure 7: Impact of αPD on liquid z-velocity profiles at height
z/D = 3.75 and 〈U〉 = 0.16 ms-1: comparison with
experimental data (circles).
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Figure 8: Gas fraction profiles at height z/D = 2.5 at 〈U〉 = 0.03
ms-1 (homogeneous regime): comparison with (Gemello
et al., 2018) and experiments.
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Figure 9: Liquid z-velocity profiles at height z/D = 3.75 at
〈U〉 = 0.03 ms-1 (homogeneous regime): comparison
with (Gemello et al., 2018) and experiments.
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Results accuracy

The results above-mentioned were then compared to the re-
sults obtained by other CFD simulations of the same system
(Gemello et al., 2018) executed without the blending factor,
but fixing a minimum value of the swarm factor. Compu-
tational and modeling settings were set as much as possible
identical to the compared work, with the sole exception of tur-
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Figure 10: Gas fraction profiles at height z/D = 2.5 at 〈U〉 =
0.16 ms-1 (heterogeneous regime): comparison with
(Gemello et al., 2018) and experiments.
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Figure 11: Liquid z-velocity profiles at height z/D = 3.75 at
〈U〉 = 0.16 ms-1 (heterogeneous regime): compari-
son with (Gemello et al., 2018) and experiments.
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Figure 12: Gas fraction profiles at height z/D = 2.5 at 〈U〉 = 0.03
ms-1 (homogeneous regime): comparison between the
usage of h0 = 0.15 and the blending method.

bulence. In accordance with the recent literature, reporting
that the RNG k-ε model may provide more realistic results
(Syed et al., 2018; Fleck and Rzehak, 2019) for the volume
fraction prediction, Gemello et al. modeled the turbulence
correspondingly. However, in twoPhaseEulerFoam is
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Figure 13: Liquid z-velocity profiles at height z/D = 3.75 at
〈U〉 = 0.03 ms-1 (homogeneous regime): compari-
son between the usage of h0 = 0.15 and the blending
method.
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Figure 14: Gas fraction profiles at height z/D = 2.5 at 〈U〉 = 0.16
ms-1 (heterogeneous regime): comparison between the
usage of h0 = 0.15 and the blending method.
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Figure 15: Liquid z-velocity profiles at height z/D = 3.75 at
〈U〉 = 0.16 ms-1 (heterogeneous regime): compari-
son between the usage of h0 = 0.15 and the blending
method.
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not available for multiphase systems: therefore the Open-
FOAM results in this work are obtained keeping the standard
k-ε.
The outcome of the comparison is shown in Fig. 8 and Fig. 9
for the homogeneous regime and in Fig. 10 and Fig. 11 for
the heterogeneous one.
Results indicate that our model provides considerable accu-
racy in predicting the liquid velocity profiles for both hydro-
dynamical regimes, especially for the prediction of the liquid
axial velocity (Figs. 9,11). In this case, the correspondence
between both models and experimental data is maximal. In
particular, when the superficial gas velocity is lower (Fig. 9)
the values provided by experiments are scattered and do not
correspond to the usual quasi-parabolic profiles and a rigor-
ous comparison is harder; nevertheless the standardk-εmodel
combined with blending produced a flatter profile, closer to
the experimental trend.
However, the larger discrepancywas detected in the prediction
of the gas fraction profiles (Fig. 8,10) and, in particular, when
the superficial gas velocity is equal to 0.16ms-1 (Fig. 10). In
this case the trends of the two models differ specularly from
the experimental data, reaching the maximum deviation at the
center of the column. This behavior is not encountered in the
homogeneous regime (Fig. 8) where the profiles are flat and
the gap between the two models is non-negligible even closer
to the walls.
With the aim to isolate the impact of the turbulence model, a
set of simulations was run in twoPhaseEulerFoam using
the standard k-ε turbulence model and the same swarm factor
correction as in (Gemello et al., 2018) with h0 = 0.15. What
stands out from results (Figs. 12–15) is that the turbulence
modeling has a remarkably stronger impact than the usage of
the blending method on the final results. The gap displayed
by the twomodels is now considerably reduced, especially for
the prediction of the liquid velocity field: this indicates that
the gap reported in Fig. 10 was evidently due to the different
k-ε turbulence models used, combined with the high gas
velocity.
It may be thus suggested that the implementation of the blend-
ing method, if performed with a proper choice of parameters
as discussed above, does not affect the fluid dynamical de-
scription of two-phase systems.

Computational effort

The capability of the blending method to determine cell by
cell the dispersed and the continuous phase and to use the cor-
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Figure 16: Computational time required by simulations with and
without blending implementation.

responding interphase law allows a significant gain in com-
putational speed. Fig. 16 reports the simulation elapsed time
at different gas superficial velocities using 4 processing units
Intel Xeon E5-2680 v3 2.50 GHz.
In every case the implementation of blending halved the com-
putational time, without any accuracy loss in results. As
pointed out above, this impressive speed up may be linked
to description of the head space of the column according to
the blending method: if not used, the solver still treats any
amount of water in it as continuous phase. This generates
huge numerical issues in the computation of the drag force,
because it is designed for a dispersion of air in water, and
consequently of velocity, k and ε. Contrarily, the activation
of the blending allows the recognition of the phase inversion
and the water is treated as dispersed phase, using the adequate
interphase forces correlations.

CONCLUSION

Air-water bubble columns were simulated with OpenFOAM
5.0 using the blending factor approach to model properly in-
terphase forces. After having performed a sensitivity study on
the input parameters, an optimal set of them was proposed for
the studied system for the investigated superficial velocities.
Comparisons with both other models and experimental data
shown that the blending factor method is a valid choice for
simulating air-water bubbly flows at high gas hold up. Further
studies on different geometries and gas velocities may extend
the validity of this choice of parameters, with the possibility
to increase or reduce the maximum air fully/partially dis-
persion fraction values. Nevertheless, the upper limit is the
maximum close-packing state of bubbles at which, as afore-
mentioned, the air volume fraction is approximately 0.75 for
monodisperse bubbles.
The blending approach provides a more physical modeling
of the dynamical dispersion phenomena, preventing the us-
age of semi-empirical correlations to adjust the numerical
issues due to miscalculation in the drag force due to high gas
hold-up. This matter is addressed through a definition of a
partial dispersion zone, where the drag force impact is soften
and eventually vanished when the phase-inversion zone is
reached.
An insight of the computational time required by the blending
method is then reported, showing how its implementation can
significantly drop the CPU wall time by more than 50% at
any gas superficial velocity.
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ABSTRACT
Multiphase flows often occur in intensified industrial processes and
understanding these complex processes is instrumental in their de-
sign and optimisation. In gas-phase polymerisation reactors, the
heat management is improved by injecting an inert liquid. However,
the injected liquid also affects the collisional behaviour of the pro-
duced particles. The liquid can create agglomerates of particles due
to cohesive forces, e.g. surface tension. The formation of these ag-
glomerates can have a drastic effect on the efficiency of the process.
To determine the lifetimes of the agglomerates, it is important to
predict the evaporation rate of the liquid inside such an agglomer-
ate. The evaporation rate of the liquid is dependent on the gas-liquid
interface which can be studied using Direct Numerical Simulations
(DNS), specifically a combination of a Volume of Fluid method and
an Immersed Boundary method. The effect of contact angle and
particle configuration on the interface area is studied in this work.
This study showed that the random particle configuration has a large
impact on the interface area. Due to its random nature, the six
investigated configurations are not sufficient to provide a meaning-
ful average area. To determine the interface area, more different
random configurations need to be investigated in order to provide a
conclusive answer.

Keywords: Computational Fluid Dynamics, Direct Numeri-
cal Simulations, Combined Volume of Fluid Immersed Boundary
Method, Contact angle model, Agglomerates .

NOMENCLATURE

Greek Symbols
ρ Mass density, [kg/m3]
µ Dynamic viscosity, [kg/ms]
τ Stress tensor, [Pa]
σ Surface Tension, [N/m]
ε Fraction, [−]
Θ Contact Angle, [−]

Latin Symbols
p Pressure, [Pa]
u Velocity, [m/s]
t Time, [s]
∆t Time-step, [s]
g Gravitational acceleration, [m/s2]
F Color function or phase fraction, [−]
n̂ Interface normal vector,m

N Number of cells, [−]
V Volume, [m3]
D Diameter, [m]

Sub/superscripts
g Gas.
l Liquid.
s Solid.
i Index i.
j Index j.
d Droplet.
p Particle.
∗ Intermediate.

INTRODUCTION

Understanding complex multiphase flows is important for
industrial applications, either for the design or optimisation
of processes. Studying the behaviour of multiphase flows
on industrial scales however, has been challenging as small
scale phenomena influence the large scale behaviour. Well
known complex multiphase processes are, e.g. fluid catalytic
cracking, granulation, spray drying, floatation of metal ores
and gas-phase polymerisation.
This work focusses on the liquid injection in fluidized
bed reactors under reactive conditions, specifically the
condensed-mode operation of the gas-phase polymerisation
reaction (Chinh and Dumain, 1991; Havas and Lalanne-
Magne, 1994). The gas-phase polymerisation reaction is
highly exothermic and the reactor temperature is limited
by the melting point of the produced polymer. To increase
the production capacity of the reactor, the excess heat is
removed by injecting an inert liquid. The role of the liquid
in the condensed-mode gas-phase polymerisation reactor is
to improve the heat removal capacity through evaporation.
The temperature in the reactor is thus controlled by the
evaporation rate of the injected liquid.
The liquid in the bed is present under three forms: vapour,
droplets and in contact with polymer particles. The vapour
in the reactor has a small contribution to the cooling of the
reactor compared to the liquid state. The droplets in the
reactor have a short life-time as collisions with particles are
inevitable due to the vigorous solids mixing.
The remaining liquid is in contact with the particles. The
liquid will enable the particles to stick together in a so called
agglomerate. These are clusters of particles held together
by the cohesion forces of the injected liquid. The heat of

- 72 -



E. Milacic, M. W. Baltussen, . J. Kuipers

reaction will gradually evaporate the liquid and reduce the
size of the agglomerate.
Studying the effect of the agglomerates on the condensed-
mode polymerisation process experimentally is very costly
and does not allow for simple experimentation. An alter-
native to experiments is numerical modelling. Because
computer models are often restricted with respect to either
the size of the studied system or the level of detail that is
resolved, a the multi-scale modelling approach has to be
used to cover all time and length scales. This technique has
been applied for many complex cases such as dense bubbly
flows in industrial scale bubble columns and dense particle
laden flows for fluidized beds (Deen et al., 2004, 2012, 2014;
Bauer and Eigenberger, 2001).
For example, a lab scale fluidized bed reactor can be studied
using the Discrete Element Method (DEM). However, it is
currently computationally too expensive to fully resolve the
behaviour of the liquid inside the agglomerates. Thus the
main focus of this work is to formulate closures in order
to account for the effect of the liquid agglomerates. To
include the effect of evaporation in agglomerates in DEM
simulations, it is important to understand the time-scale
of the liquid evaporation when encased with particles. To
this end, Direct Numerical Simulations (DNS) are used to
study the gas-liquid interface area in agglomerates for the
prediction of evaporation rates. The effect of the number of
particles in the agglomerate is studied along side the particle
configuration and wetting properties.

MODEL DESCRIPTION

The model used in this work is based on the Volume of
Fluid (VOF) method and Immersed Boundary (IB) method
reported by (Baltussen et al., 2017). It can accurately model
three-phase systems involving fluid and solid interfaces.

Governing equations

The fluids are modelled using the one-fluid formulation, re-
sulting in one set of mass and momentum conservation equa-
tions. The fluids are assumed to be Newtonian and incom-
pressible.
Continuity equation:

∇ · u = 0 (1)

Momentum equation:

ρ
∂u

∂t
+ ρ∇ · (uu) = −∇p+∇ · τ + ρg + Fσ (2)

τ = µ
[
∇u + (∇u)

T
]
is the fluid stress tensor. The ef-

fects of surface tension are included usingFσ as a volumetric
source term acting on fluid interface. The density, ρ, and
viscosity, µ, are calculated using linear and harmonic averag-
ing, respectively (Prosperetti, 2002). Fσ is calculated using
the Contiunum Surface Tension (CSF) method of (Brackbill
et al., 1992), equation 3. To reduce the effects of parasitic
currents and to increase numerical stability for high den-
sity ratio systems, a density scaling is applied for this Fσ .
This method conserves the surface tension by symmetrically
distributing the acceleration due to surface tension over the
interface (Yokoi, 2014).

Fσ =
ρ

〈ρ〉
σκn̂ (3)

In this CSFmethod, κ is the surface curvature and n̂ the inter-
face normal vector. The dynamics of the fluid-interface are
captured using a VOF method where the fluid phase fractions
are tracked with a color function (F). The movement of the
interface is captured by advecting the color function with the
local fluid velocity (equation 4).

∂F

∂t
+ u · ∇F = 0 (4)

Equation 4 is solved using a geometrical advection scheme
based on Piecewise Linear Interface Calculation (PLIC) by
Youngs (1982). To reduce numerical diffusion and maintain
a high degree of mass conservation, the integration of equa-
tion 4 is based on a pseudo-Lagrangian geometric advection
scheme, more information on this advection can be found in
van Sint Annaland et al. (2005).
To calculate the normals, the phase fraction is smoothed using
a polynomial proposed by Deen et al. (2004). However when
the smoothing is performed in close proximity of the solid in-
terface, non-physical results are obtained. This is prevented
by extending the phase fraction field into the solid region
(Sussman, 2001). In this work, the phase fraction extension
is 4 grid-cells, more details on the implementation can be
found in Patel et al. (2017).
The fluid-solid interactions are represented by an implicit
second-order accurate IB method that applies no-slip bound-
ary conditions (Deen et al., 2009; Das et al., 2016). A unidi-
rectional quadratic interpolation polynomial is used to express
the velocities near the boundaries to satisfy the no-slip bound-
ary condition at the solid interface. A detailed explanation of
this method can be found by Deen et al. (2009) and Das et al.
(2016). To model the interactions of the fluid interface with
the solid interface, a contact angle model is used. The contact
angle is applied to the normal of the gas-liquid interface as
a boundary condition. Due to the low Reynolds range used
in this work, the model developed by Voinov (1976) and Cox
(1986) is applied for changing the normal at the contact line.
A thorough explanation on the method can be found in Patel
et al. (2017).

Numerical method

The VOF-IB method solves the mass and momentum con-
servation equations (equations 1 and 2) on a staggered grid.
The diffusion term is calculated using a second order central
difference scheme, which is treated implicitly except for the
mixed derivatives. The convection terms in the momentum
equations are discretised using a second order flux delimited
Barton scheme and solved implicitly. To solve the momen-
tum equation, a fractional step method for pressure-velocity
coupling is used. The intermediate velocity is calculated in
the first step based on the momentum equation, excluding the
pressure gradient. In the second step, the pressure Poisson
equation (equation 5) is solved to compute the pressure cor-
rection term which is then used to compute the velocities at
the next time step (equation 6).

∇ ·
{

∆t

ρ
∇(δp)

}
= ∇ · u∗ (5)

uk+1 = u∗ − ∆t

ρ
∇(δp) (6)

Verification and Validation

The model used in this work has been validated and verified
in literature. Information on the implementation and perfor-
mance of the IB method can be found in Deen et al. (2009,
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2012). An extensive explanation of the VOF method can
be found in van Sint Annaland et al. (2005) and Baltussen
et al. (2014). The IBM-VOF coupling was reported by Patel
et al. (2017). Because this study will use the same methods
and code implementations, the model will not be verified and
validated again.

SIMULATION AND DATA ANALYSIS

In this work, DNS was used to study the gas-liquid area of a
droplet caught between a cluster of particles, by allowing the
liquid to reach its stable configuration. The sections below
describe the details of the simulations and the calculation of
the free liquid area and the wetted solid area.

Simulation set-up

Under normal conditions, the particles in an agglomerate have
a random packing. This random configuration was obtained
by the creation of a packed particle bed generatedwith a DEM
model. The mono-dispersed particles were deposited into the
domain and shaken until a solids fraction of εs = 0.55 was
obtained. This resulted in a cube of approximately 8000 par-
ticles in a close random packing.
To extract the particle positions from this packed bed, a sub-
section of the bed was taken and the local porosity was cal-
culated. Next, a sphere was inserted into the subsection of
which the overlap between the sphere and the particles was
subtracted from its shape. By moving the subsection of the
bed through the length, width and height, a set of domains
was acquired having the same local porosity and volume of
the inserted sphere.
The coordinates of these particles and sphere were used to
set-up the solid and fluid-interfaces in the simulation domain.
This effort was made to ensure that the outcome of the sim-
ulations are independent of the liquid volume and the local
porosity of the particles.
The simulation time was taken such that the liquid reached a
stable configuration, i.e. when the liquid interface is no longer
moving. Wetting properties of the system have tremendous
impact on the spreading behaviour of the liquid between parti-
cles, thus two contact angles (Θ) were used in the simulations.
For both the contact angles, six random packings were simu-
lated. The details of the simulations are listed below in table
1, including the particle diameter (Dp) and liquid volume
(Vd).

Table 1: Simulation Details.

Property Value Unit
Nx,Ny ,Nz 400 (-)
dx, dy, dz 5e-6 m
dt 5e-7 s

ρg 1 kg/m3

µg 1e-5 Pas
ρl 1e3 kg/m3

µl 1e-3 Pas
σ 7.2e-2 N/m

Vd 1e-10 m3

Dp 2e-4 m
εs 0.55 (-)
Θ 30o & 60o (-)

Data Analysis

To retrieve the gas-liquid interface area, the surface area of
the interface in each cell is calculated based on the PLIC
representation. By calculating the intersections of the PLIC
interface with the cell edges, a polygon is formed, which is
used to calculate the area. By summing the areas of all the
interface cells, the total gas-liquid interface area is obtained.

Due to the nature of the IB interface, the wetted area of the
solids is not available during the simulations. To obtain the
wetted area, the intersection between the solid sphere and cell
is approximated using the intersections on the cell edges and
IB surface. This method provides an accurate calculation of
the sphere surface with less than 1% error with 5 cells per
diameter of the particle. To properly model the fluid-solid
interactions, 20 cells per particle diameter are used, which
results in approximately an error of 0.3 % in the fluid-solid
surface area calculation. To obtain the wetted area, the solid
surface area per cell ismultipliedwith the fluid phase fraction.
During the calculation of the wetted area, the particles whom
are in contact with the droplet are registered, providing the
number of wetted particles.

RESULTS

Figure 1 shows the resulting gas-liquid interface area for both
contact angles, versus the number of particles in contact with
the liquid phase. The gas-liquid area is normalised by the area
of a spherical droplet with equivalent volume. The varying
colors indicate the different random particle configurations.
The interface area seems to increase with increasing number
of wetted particles with exception for the cases with 19 wetted
particles. The difference in average area between the contact
angles is expected: a lower contact angle will spread out fur-
ther with a thinner liquid layer, resulting in a larger gas-liquid
interface area.
Figure 2 shows the contact area between the liquid phase and
particles, normalised by the area of a single particle.Similarly
to the gas-liquid area, the contact area seems to be slightly
dependent on the number of wetted particles, but the config-
urations with 19 or more wetted particles do not fit the trend.
In addition, the contact angle seems to have a well defined
effect on the contact area, as the data for the higher contact
angle seems to be reduced with a factor 0.83.
In figures 1 and 2, there are two particle configurations with
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Figure 1: Free liquid area in a cluster of particles.

the same amount of wetted particles (19). The figures show
that there is a drastic difference in both gas-liquid interface
area and wetted contact area between those two different con-
figurations. Figures 3 and 4 show both configurations rotated
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along an axis. Note that only the particles in contact with 
the liquid are visualised. Figure 3 has both the highest gas-
liquid interface area and the highest contact area. This seems 
mainly due to the more concave shape of the agglomerate, 
where a cavity is observed, whereas the shape of the agglom-
erate from figure 4  i s more c onvex. This suggests t hat the 
particle configuration has a  strong influence on  the wetting 
outcome of the liquid. To gain insight on this influence, more 
random particle configurations should be simulated.
In coarse grained models, the gas-liquid interface area is used 
to predict the evaporation rate. We expected the gas-liquid 
interface area to be a function of: the liquid to particle vol-
ume ratio, the contact angle and the number of particles in the 
agglomerate. From the figures 1  and 4, it can be concluded 
that the particle configuration is also an important parameter 
to take into account. Due to the random nature of the particle 
configuration, the average gas-liquid interface area is deter-
mined by a normal distribution. The normal distribution can 
be used to provide an average interface area independent on 
the particle configuration but dependent on the other process 
parameters, such as the contact angle and liquid to particle 
volume. However, to determine the mean and variance of the 
distribution, the sample size needs to be larger.
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Figure 2: Contact area between the liquid and the particles.

Figure 3: Agglomerate with 19 wetted particles rotated on an axis.
This agglomerate show a concave shape, resulting in a
larger gas-liquid interface area.

CONCLUSION
The gas-liquid area in agglomerates is dependent on the 
con-tact angle of the multiphase system, as expected. 
However, the random particle configuration seems to 
dictate the spreading outcome more than the amount of 
wetted particles. The random nature of this configuration 
suggests a normal distribution, and thus to extract an 
average gas-liquid interface area and its variance. With the 
current number of simulations, it is not possible to 
determine an average gas-liquid interface area independent 
of particle configuration.
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ABSTRACT
Crude oils are complex mixtures of hydrocarbons including high
molecular weight paraffin waxes. When a "waxy" crude oil flows
through a cold pipeline whose temperature is below the wax ap-
pearance temperature, e.g. in subsea transportation systems, heavy
paraffins separate and deposit on the pipe walls. The available pre-
diction methods for wax deposition are essentially empiric, particu-
larly regarding the description of the fouling deposition and removal
processes, which depend on the fluid dynamic interaction between
the deposit layer and the bulk flow. In this work, we present a novel
theoretical and numerical model for predicting wax deposition in
oil pipes and, more generally, coagulation/deposition processes for
a wide range of applications. Unlike other models existing in litera-
ture, which are mostly based on a separated two-fluid description of
the oil/wax-oil flow and phase-change represented as a deposition
process, our model is based on a mixture description, where wax
is considered as a suspended phase immersed in crude-oil. Coagu-
lation and dissolution phenomena are modelled with an associated
first order kinetic reaction which allows to study arbitrarily complex
geometries. Wax ageing (hardening) is solved with a dynamic equa-
tion for the viscosity. We show how this model can be implemented
in the open-source C++ library OpenFOAM and we present key
results for deposition in a variety of pipe shapes.

Keywords: CFD, multiphase flows, deposition, asphaltenes .

NOMENCLATURE

Greek Symbols
φ Solid volume fraction, [−]
ν Kinematic viscosity, [m2

/s]
α Heat diffusivity, [m2

/s]
φm Maximum solid volume fraction, [−]
τs Settling time, [s]
τc Characteristic coagulation time, [s]
τd Characteristic dissolution time, [s]
β Expansion factor, [K−1]
θ Hardening time, [s−1]
σ Shear-breaking time scale, [s]
γ̇ Strain rate, [s−1]
λ Ageing factor, [−]

Latin Symbols
u Velocity, [m/s].
p Pressure, m2

/s2].

T Temperature, [K].
c Molar concentration, [−].
Dc Diffusion coefficient of c, [m2

/s].
Ṡ Deposition rate, s−1.

Sub/superscripts
s Solid.
o Oil.
t Turbulent.
eq Equilibrium .
ref Reference .
mix Mixture .

INTRODUCTION

Wax deposition represents a significant flow assurance prob-
lem for the oil and gas industry because it can lead to restric-
tion and then blockage of oil reservoir formations, pipelines,
and process equipment. Crude oil is a complexmixture of sat-
urates (paraffin/waxes), aromatics, naphthenes, asphaltenes,
and resins. Among these components, high molecular weight
paraffin (waxes) and asphaltenes are typically the main cause
for production and transportation problems in subsea pipeline
systems. At reservoir temperatures (70 − 150 ◦C) and pres-
sures (50−100MPa), wax molecules can be found dissolved
in the crude oil. However, during transportation crude oil
flows through pipelines located in cooler environments, e.g.
in sub-sea pipelines resting on the ocean floor at temperatures
of 4 ◦C. Owing to the thermal losses to the surroundings,
the temperature of oil can quickly decrease below the cloud
point temperature (or wax appearance temperature, WAT).
The solubility of wax decreases drastically as the tempera-
ture decreases, and wax molecules start to precipitate out of
the crude oil (Singh et al., 2000). Waxes have long molec-
ular chains and they usually form stable wax crystals and
a solid network. The network trapped liquid is like a vec-
tor for further diffusion of heavier hydrocarbons molecules
that appear with the counter diffusion of the trapped oil out
of the deposit. A large number of mechanisms have been
suggested to be responsible for the deposition of solids from
waxy crude oil mixtures, includingmolecular diffusion, Soret
diffusion, Brownian motion, shear dispersion, and gravity
settling (Burger et al., 1981; Azevedo and Teixeira, 2003).
Molecular diffusion has been often regarded as the main de-
position mechanism and, accordingly, the deposition rate is
calculated as proportional to the concentration gradient at the
wall (Burger et al., 1981; Svendsen, 1993). Many different
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models to predict the build-up of the deposit layer on the cold
wall of a pipeline have been proposed, with different levels
of sophistication, see Magnini and Matar (2019) for a recent
review. These models are mainly one-dimensional, and pre-
dict the thickness of the wax layer as a function of time along
the pipeline, based on a balance of deposition and removal
terms. Deposition is usually modelled following molecular
diffusion, and therefore calculating the deposition rate accord-
ing to the gradient of the fluid temperature at the wall. The
latter is reconstructed according to simplified fluid dynamics
model of the flow in the pipe, assuming laminar or turbulent
velocity profiles (Svendsen, 1993; Ramirez-Jaramillo et al.,
2001; Singh et al., 2001). The deposit removal is due to the
shear exerted by the fluid and is typically modelled empiri-
cally, by means of a negative source term with attempts to
correlate this to wall shear, deposit thickness or time (Cor-
rera et al., 2007; Eskin et al., 2013; Ramirez-Jaramillo et al.,
2004; Solaimany Nazar et al., 2005). In particular, time is
an important factor in the build-up of the deposit because it
makes the deposit harder, a phenomenon known as "ageing".
Although one-dimensional models have the great advantage
of being little time-consuming to run, their drawback is that
the mechanisms of deposition and removal are poorly linked
to the actual fluid mechanics and heat transfer characteris-
tics of the flow. Direct numerical simulations promise to
be a very effective tool to investigate the fundamental mass,
momentum and energy exchanges leading to wax deposition
and removal, however the only approach published so far
(Magnini and Matar, 2019) utilised interface-resolving simu-
lations using a time-explicit Volume-Of-Fluid method, which
dramatically limits the temporal duration of the flow that can
be simulated.
This work represents a step forward in the direction of di-
rect numerical simulations of the crude-oil flow and resulting
wax deposition, but using a more efficient and less time-
consuming technique to deal with the different phases present
in the flow. Furthermore, we introduce a novel rheological
model for the viscosity of the deposited mass which accounts
for ageing effects upon solution of a transport equation for
the ageing time.

MODEL DESCRIPTION

In our model, we employ a mixture model similar to the
suspension balance model (Nott and Brady, 1994) to describe
the suspension of solid particles of coagulated wax in the
suspending crude oil as an effective fluid. Therefore, we
introduce a phase volume fraction φ representing the volume
occupied by the solid particles with respect to the total volume
of the mixture, that we assume incompressible.

Momentum transport

The mixture velocity is then defined as:

u = φus + (1− φ)uo , (1)

where us and uo are the solid and crude oil velocities respec-
tively. Then, the momentum conservation equation for the
whole mixture reads:
∂u

∂t
+∇ · (uu) = −∇p+∇ ·

[
νmix

(
∇u+∇Tu

)]
, (2)

together with the incompressibility condition;

∇ · u = 0 . (3)

Notice that in equation 2 we denoted the pressure field as p
and themixture kinematic viscosity as νmix. Hence, equations

2 and 3 provide a global description of the effective fluid,
where phase-specific forces and fluxes like drag and gravity
currents cancel out. The only term that really plays a role
in representing the multiphase system is the mixture density
νmix, which we express as a linear combination of turbulent
and suspension contribution:

νmix = νt + νs (4)

where νt is the usual turbulent viscosity and νs is the added
viscosity due to the suspended phase. In this work, we employ
a RANS standard κ–ε model (Launder and Spalding, 1974)
to model the turbulence. A key feature of asphaltenes is their
tendency to agglomerate resulting in the formation of solid
structures that becomes more impermeable with time. This
process is called "ageing", and it will be discussed in a later
section.
Concerning the solid phase, we are not solving a separate
momentum transport equation. Instead, we assume that the
settling time of the particles is sufficiently small that its ve-
locity can be directly computed from the mixture velocity,
such that the slip velocity is given by (Ferry et al., 2003):

uslip = τs

(
∂u

∂t
+ u ·∇u

)
. (5)

Notice that equation 5 is only valid under the assumption
that no gravitational forces are present, and its overall effect
is that of relaxing uslip to zero. Consequently, our model
considers only small deviations between the velocities of the
two phases.
Within this work, we will therefore assume that the oil and
solid velocities can be computed from:

us = uo + uslip , (6)

where uslip is a small deviation. Hence, the mixture velocity
is given by:

u = us − (1− φ)uslip = uo + φuslip . (7)

Rearranging leads to the expressions:

us = u+ (1− φ)uslip , (8)

uo = u− φuslip . (9)

Species transport and thermodynamics

We assume that the transport properties are not depending on
the temperature T and that the suspension flow is in thermal
equilibrium (i.e., the temperature of the solid and the liquid
phases are approximately the same) as is often the case in
non-Brownian suspensions (Dbouk, 2018). Thus, we can
write the transport equation for the temperature as:

∂T

∂t
+ u ·∇T = α∇2T , (10)

Where α is the heat diffusivity of the mixture, which we
assume equal to that of crude oil.
As a consequence of mass conservation, an advection equa-
tion is employed to evolve the solid volume concentration
φ:

∂φ

∂t
+∇ · (usφ) = Ṡ(1− φ) , (11)

where Ṡ is the creation-destruction term due to coagulation
or dissolution and it is a function of the temperature T and
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Figure 1: Schematic representation of the equilibrium change as a
function of temperature and concentration.

the concentration of asphaltenes c in the crude oil. At the
heart of our model, there is the expression for Ṡ:

Ṡ(c, T ) =


1

τc
(c− ceq(T )) if c > ceq(T )

φ

τd
(c− ceq(T )) if c < ceq(T )

(12)

where c is the molar concentration of asphaltenes in the crude
oil, while τd and τr are the characteristic time scales associ-
ated with coagulation and dissolution. For simplicity, we also
assume that the equilibrium concentration can be represented
as a linear function of the temperature:

ceq = cref + β (T − Tref) , (13)

where the subscript ref indicates reference quantities.
As shown in Figure 1, our mathematical model predicts
that coagulation occurs at lower temperatures, while the as-
phaltenes tend to dissolve into the fluid phase at higher tem-
peratures.
Clearly, our model requires the solution of the transport equa-
tion for the molar concentration c in the crude oil:

∂ (1− φ) c
∂t

+∇ · [(1− φ)uoc] = (14)

∇ · [(1− φ)Dc∇c]− Ṡ (1− φ) ,

where Dc is the diffusion coefficient of asphaltenes in crude
oil. Notice that summing Equations 14 and 11 the source
term disappears since the total mass transferred between the
phases is conserved by our model.

Deposit ageing and hardening

It is well known that wax deposits exhibit non local (in time)
phenomena that lead to dramatic changes in their material
properties (Hewitt, 2015). The most noticeable of these is
hardening. The thermal gradient across the walls and the
deposit layer result in an internal mass flux which leads to a
continuous increase of the solid particles content. This leads
to a significant hardening of the sub layer with time, i.e. the
aging process.

Following the approach of Sileri et al. (2011), we model
the viscosity of the solid phase as the product of the classic
Maron-Pierce viscosity for suspensions of spheres (Maron
and Pierce, 1956) with an ageing term (Roussel N, 2004):

νs = ν

(
φm

φm − φ

)2

(1 + λφ) , (15)

where ν is the laminar kinematic viscosity of crude oil, φm
is the maximum packing fraction of the solid phase (set equal
to 1). λ is a structure parameter that describes the iteration
of network of wax crystals.
The structure parameter contains the flow history and it is
obtained from the rivalry of two opposite behaviours, a struc-
turation process where the crystals are spontaneously formed
and a de-structuration process which causes a continued re-
moval of the crystals network.
In our work, we propose a transport equation for the structure
parameter:

∂λ

∂t
+∇ · (φusλ) = φ

(
1

θ
− σγ̇λ

)
. (16)

The last term in equation 16 follows the expression proposed
by Huynh et al. (2005) and Coussot et al. (2005), where the
parameters σ and θ control the generation and destruction of
λ. Equation 16 allows to properlymodel the ageing process in
a fluid domain, where the information regarding the residence
time of the particulate is transported by the mixture.

Numerical solution

We developed an application in the open-source finite volume
library OpenFOAM® to solve the governing equations of our
model. We employ a PIMPLE algorithm (fundamentally a
fixed point iteration) to couple the seven transport equations
in a segregated manner. For each time step, the application
performs the operations below:

Numerical procedure adopted to solve the model
equations:

1. Update the viscosity νmix using equation 4;

2. Assemble the velocity matrix and solve for p
using the PISO algorithm (Issa, 1986);

3. Solve for T using equation 10;

4. Update ceq (equation 13) and compute Ṡ (equa-
tion 12) using the actual value of c;

5. Update uslip using equation 5 and solve for φ
using equation 11;

6. Solve for c using equation 14;

7. Solve for λ using equation 16;

8. Proceed to the next time step if the convergence
criteria are satisfied. Otherwise, repeat from
point 1.

Convergence criteria are specified as thresholds on the resid-
uals for each field equal to 10−5. We found this procedure
capable of producing stable solutions in a short time and
without convergence issues. Laplace operators are discre-
tised using linear schemes, while divergences are discretised
using linear upwind schemes. One noticeable exception is
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the divergence in the equation for φ that we discretised using
a van Leer scheme bounded between zero and one to improve
the roboustness of the algorithm. All time derivatives where
discretised using a second order backward finite difference
scheme.

RESULTS

In order to illustrate the usage of the proposed model, we will
first calibrate the values of τc and τd using the experiments of
Singh et al. (2017). Subsequently, we show how the model
can be applied to study the dynamics of deposition in oil
pipes. Finally, we will investigate the effects of ageing.
In all simulations, the computational domain consists in a
cylinder with diameter D (40 cells) and length L (50 cells).
Due to the symmetry of the problem (we assume that gravity
does not play a significant role) we employ a structured axial-
symmetric grid to represent the cylindrical pipe. In order to
resolve the boundary layer and predicting the onset of wall
deposition, we graded the mesh spacing such that the grid is
finer at the pipe wall.

Boundary conditions

We impose a fixed velocity and temperature, at the inlet,
where we also set volume concentration of asphaltenes to
1 and φ to zero. We assume fully developed fields (zero
gradient) at the outlet. At the wall, we employ a fixed tem-
perature condition and a no slip velocity condition, while a
zero gradient condition is imposed for the concentration of
asphalthenes. The material properties employed in this work
are listed in Table 1.

Table 1: List of material properties employed

Property Symbol Units Value
Kinematic viscosity ν [m2/s] 0.01051
Diffusion coefficient Dc [m2/s] 10−7

Reference temperature Tref [K] 319
Initial temperature Ti [K] 293
Particle settling time τs [s] 10−32

Maximum solid volume fraction φm [-] 1
Characteristic coagulation time τc [s] 5 · 102
Characteristic dissolution time τd [s] 10−3

Thermal diffusivity α [m2/s] 0.134
Expansion factor β [1/ K] 0.65
Viscosity destruction term σ [-] 0.65
Viscosity hardening coefficient θ [s] 0.5

Calibration of the coagulation and dissolution rates

Table 2: Initial conditions and parameters for the calibration against
Singh et al. (2017)

D [m] uin [m/s] Tin [K] Tw [K] σ [1/s] θ [−]
0.0165 1.83 298 289 0 0

To obtain appropriate values for the coagulation and disso-
lution rates, we investigate a wide range of values of τc and
τd in the absence of ageing. The predicted deposition rate is
compared against results from Singh et al. (2017) to find the
values that give the best matching. Notice that assumption
of absence of ageing effects is only justified if we look at the
first seconds of the deposition process. Results from Singh
et al. (2017) show that the deposition rate approaches an
asymptotic linear trend after an initial transient. We therefore
calibrate τc and τd to closely match that value, as the nonlin-
ear transient would require a model with multiple time scales,
like that proposed by Municchi and Icardi (2020). Here, we
are interested in capturing the linear mode only.

In Singh et al. (2017), a wax deposition experiment was
conducted using a Garden Banks condensate as operating
fluid, circulated in turbulent flow conditions. All the relevant
parameters they employed are collected in Table 2.

Figure 2: Evolution in time of the deposition
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Figure 3: Deposition rate as predicted by our simulation and mea-
sured by Singh et al. (2017)

Figure 2 shows the evolution in time of the deposit, repre-
sented by the field φ. We notice that a layer of substantial
deposit gradually starts to agglomerate, and attaches to the
wall as a consequence of the radial temperature gradient.
Therefore, the model predicts the correct physical behaviour
of the system.
The dynamics of the model works as follows: particles are
forming based on the difference between c and ceq , which is a
function of the temperature. Once formed, the particles alter
the fluid viscosity increasing the resistance to the flow. Large
clusters of particles forming in the middle of the channel will
be advected downstream, while layers forming at the wall will
continue to grow as they reduce the already small velocity
field in that region. On the time-scale of the layer growth,
one can observe that a sharp interface is forming between the
almost clear fluid in the bulk and the solid formation growing
from the wall.
The rate of mass deposition Ṡ is negligible (compared to the
advective flux) everywhere except at the interface between
the two phases. After a time t = 10s, the average thickness
of the deposit layer is approximately persistent, and the flow
reaches a steady-state. Notice that this would be different if
we included the effect of ageing in this simulation.
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The reduction in the cross section of the pipe causes the flow
field to accelerate up to five times the inlet velocity. Another
phenomenon that occurs, is the formation of small waves
when the deposit film becomes sufficiently thick, and can
therefore detach from the fluid downstream. However, the
flow within the travelling waves exhibits a substantially larger
speed depending on the height of the wave, and it may reach
values as high as 0.15m/s, with the waves “surfing” over an
almost sluggish layer of deposit. This is a numerical artifact
and not a physical phenomenon (Magnini and Matar, 2019).
The growth rate can be defined as the time variation of the
deposit height h in the radial direction r̂:

ḣ = (u · r̂)(∇φ · r̂). (17)

Figure 3 shows the average thickness of wax long the pipe in
time, demonstrating that the model is capable to obtain good
agreement with experimental results.

Parametric Study

We now explore a limited range of parameters and discuss
their repercussions on the wax deposition and detach pro-
cess. We investigate the effects of the inlet average crude
oil velocity, channel diameter, ageing process and inlet crude
oil temperature. Table 3 shows the different scenarios we
explored.

Table 3: List of operation conditions we probed in the parametric
study

Case D [m] uin [m/s] Tin [K] Tw [K] σ [1/s] θ [−]
1 0.0165 0.092 298 289 0 0
2 0.0165 3.66 298 289 0 0
3 0.001 1.83 298 289 0 0
4 0.1 1.83 298 289 0 0
7 0.0165 1.83 298 289 0.1 0.1
8 0.0165 1.83 298 289 1 0.001

Effect of the velocity field
Figure 4 shows that during the early stage of wax deposi-
tion the deposition rate decreases with the Reynolds number
because of the consequent increase in the Péclet number.
Higher velocity fields also increase detachment and transport
downstream, leading to the formation of a thinner layer of
deposit.
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Figure 4: Time evolution of the deposit thickness for different val-
ues of the inlet velocity.

Effect of the pipe diameter
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Figure 5: Time evolution of the deposit thickness for different val-
ues of the pipe diameter (cases 2, 3, and 4).

In order to compare the absolute values of the film thickness at
different diameters, we rescale the film thickness with respect
to the pipe radius. The diameter of the pipe appears to have
a significant influence on the deposition dynamics as shown
in Figure 5. In fact, a steady state flow, characterised by a
constant growth of the deposit layer, is reached more quickly
in larger pipes. In case 3 the models for asphaltene deposition
in the reservoir pores becomes more relevant, and should
include capillary forces (Magnini and Matar, 2019; Lawal
et al., 2012) due to the low impact of the advective transport
compared to viscous forces.

Effect of the ageing λ

We now investigate the effects of ageing processes on the
mixture rheology. We simulate two configurations of σ and
θ, using parameters similar to those in Sileri et al. (2011)
for the asphaltene. Figure 6 shows that ageing phenomena
exert a strong influence on the flow behavior, affecting the
motion of the sub-layer significantly. After a time t = 50s
such influence becomes more incisive.

CONCLUSIONS AND OUTLOOK

We proposed a new mathematical model for the coagulation
and dissolution of asphaltenes in crude oil, and presented a
stable numerical approach to its solution.
Our model possesses several novel aspects as (i) attempts
to describe the problem of deposition through coagula-
tion/dissolution using a kinetic approach rather than using
a diffusive flux approach and (ii) implements a full non-
equilibriummodel for the transport of the structure parameter.
This allows to model the effects of aging and hardening in
complex flows, where transport phenomena are significant.
We demonstrated that the model can be calibrated to obtain
reasonably accurate results, and that it is able to provide
physically sound predictions in a number of configurations.
Specifically, we illustrated how our model can be employed
to analyse different scenarios in oil pipes.
Future works will require a combination of experimental and
theoretical approaches to identify proper values for the free
parameters that are present in the model. Furthermore, ex-
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Figure 6: Time evolution of the deposit thickness for different val-
ues of the parameters in the transport equation λ.

tension to precipitation applications with gravity and variable
density is ongoing.
However, the lack of field data regarding the coagulation
and dissolution rates pose significant limits to the current
methodology, which strongly relies on calibration.
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ABSTRACT 

In this work, a new design of internal channels for a pneumatic 
mechanical device was proposed to reduce the muscle tone of 
the hands. The new design uses a two-phase gas-liquid system 
as a working medium. Numerical modeling was performed, 
according to the results of which a cumulative distribution of 
the average diameter of gas bubbles was obtained at different 
pressure values in the channels. We used the Euler-Euler 
approach to simulate a two-phase system, the Reynolds Stress 
turbulence model and the Population Balance model, which is 
a set of partial differential integral differential equations that 
allow performing an average behavior analysis for a set of 
particles based on an analysis of the behavior of a single particle 
in local conditions. Simulations have been carried out for 
different bubble breakup and coalescence models. Graphs of the 
Sauter bubble diameter has been obtained. The results are to be 
validated with experimental data in the near future. 

Keywords: Actuator, manipulator, CFD, two-phase gas-
liquid flow, bubble flow.  

NOMENCLATURE 

Greek Symbols 
ρ  Mass density, [kg/m3]. 

Latin Symbols 
p  Pressure, [Pa]. 
u Velocity, [m/s].

Sub/superscripts 
i  Index i. 

INTRODUCTION 

Damage to the vessels of the brain leads to the 
development of a disease called a stroke or cerebral 
infarction. Most often, an acute violation of cerebral 
circulation can be of the ischemic type, when there is a 
sharp spasm of cerebral vessels with blood clots, leading 
to the death of brain cells. If a vessel ruptures, then a 
hemorrhagic stroke develops, accompanied by the 
formation of a hemorrhage.   
Depending on the location of the stroke, the 
corresponding clinical signs develop. When the motor 
cortex is damaged, paresis (paralysis) of the upper or  

lower extremities develop. Most often, unilateral damage 
occurs: left-sided damage with damage to the right half 
of the brain, right-sided with damage to the vessels of the 
left half of the brain [1].  
When examining such a patient, there is a restriction or 
absence of movement in the arm or leg. The appearance 
of a pronounced muscle spasm, leading to the 
development of joint contractures, is noted, as well as a 
loss of sensitivity of certain areas of the skin [2].  
The treatment of the stroke itself takes place in a hospital 
setting. Active vascular and metabolic therapy is 
performed and takes several weeks, but the restoration of 
lost functions can take months or years.  
The main rehabilitation methods for treating paresis and 
paralysis are methods of physical education, massage, 
physiotherapy [3]. The patient himself can engage in 
physiotherapy exercises, but most often the presence of 
pronounced contractures and weakness interfere with 
full-fledged exercises.  
A breakthrough in the treatment of such patients was the 
invention of special electrically driven simulators, which 
make it possible to perform the necessary movements in 
a given amplitude and intensity.  
We considered the advantages and disadvantages in more 
detail in our previous work [4]. This work is a 
continuation of the previous one, where, on the basis of 
the experiments carried out, a solution was chosen – to 
create a new structure and use a two-phase gas-liquid 
system as a working fluid. The main advantage of using 
such a system is to add additional rigidity to the structure, 
since the pneumatic manipulator in the previous work [4] 
did not fully fulfill its functions. 

MATHEMATICAL MODEL 

Having reviewed the existing equipment, having 
considered all the advantages and disadvantages of the 
designs of elastomeric manipulators, a diagram of a 
device with branching internal channels is proposed on 
Figure 1, in which a two-phase medium is used as a 
working medium: gas-liquid.   
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Figure 1: Elastomer manipulator internal channels design. 

When the pressure inside the channels changes, the 
volume of gas bubbles changes, which can cause 
deformation of the wall material and set the structure in 
motion. In order to prevent the internal channels from 
"collapsing", they are completely filled with liquid. Due 
to the branched channels and changes in the volume of 
gas bubbles in them, an axisymmetric deformation of the 
elastomeric manipulator actuator occurs. In order to 
proceed to modeling the deformation and calculating the 
force created by the actuator, it is necessary to develop 
an integrated computational pneumo-hydrodynamic 
model for horizontal two-phase flows in channels. 
Modeling a two-phase system is not a trivial task. There 
are various studies concerning the local distribution of 
the gas volume fraction and the fluid velocity field in 
horizontal two-phase flows in channels.  
The most interesting are dispersed bubbly flow and 
buoyant bubbly flow since they are able to provide large 
interfacial regions for heat and mass transfer in general. 
In fact, there is a big difference between scattered and 
buoyant bubble flows. It consists in characterizing the 
role of buoyancy. In a dispersed bubble flow, buoyancy 
can be neglected in comparison with the effect of the 
liquid on the gas phase. In a scattered flow, bubbles 
move in horizontal tubes with some symmetry about the 
channel axis. However, in the buoyant bubble mode, 
buoyancy plays an important role, and the bubble 
concentration in this mode is asymmetric with respect to 
the channel axis. Due to the buoyancy effect, bubbles 
move from the bottom to the top of the channel. Similar 
studies have already been carried out in many works [5-
7], experiments were carried out, and models were 
described, but for each specific case. It is this mode that 
is subject to mathematical modeling in this work. The 
goal of this work is to carry out a numerical simulation 
of a two-phase gas-liquid system inside three-
dimensional channels and obtain complete information 
about three-dimensional fields in terms of the volume 
average velocities and volume fraction of the dispersed 
phase.  
The volume-averaged velocity fields are significantly 
influenced by turbulence, and therefore, it is equally 
important to know the spatial distribution of turbulent 
kinetic energy and energy dissipation rates, although 
they are more difficult to measure experimentally, 
especially in multiphase flow situations.   
The numerical calculations obtained in this work are 
based on the Euler-Euler two-phase model. This model 
is based on the combined averaged mass and momentum 
transfer equations for each phase.  
The volume fraction of phase i is calculated from the 
continuity equation [8]:  

𝜕𝜕
𝜕𝜕𝜕𝜕

(𝛼𝛼𝑖𝑖𝜌𝜌𝑖𝑖) + ∇ ∙ (𝛼𝛼𝑖𝑖𝜌𝜌𝑖𝑖𝑢𝑢�⃗ 𝑙𝑙) =  0 
(1) 

where 𝛼𝛼 is the void fraction, 𝑢𝑢 is the superficial 
velocity. 
The momentum balance for phase i [8]: 

𝜕𝜕
𝜕𝜕𝜕𝜕

(𝛼𝛼𝑖𝑖𝜌𝜌𝑖𝑖𝑢𝑢�⃗ 𝑙𝑙) + ∇ ∙ (𝛼𝛼𝑖𝑖𝜌𝜌𝑖𝑖𝑢𝑢�⃗ 𝑙𝑙𝑢𝑢�⃗ 𝑙𝑙) = 
= −𝛼𝛼𝑖𝑖∇𝑝𝑝 + ∇ ∙ [𝛼𝛼𝑖𝑖(𝜏𝜏𝑖𝑖 + 𝜏𝜏𝑖𝑖𝑡𝑡)] + 
+𝛼𝛼𝑖𝑖𝜌𝜌𝑖𝑖�⃗�𝑔 + 𝑀𝑀𝑖𝑖  

(2) 

�𝑀𝑀𝑖𝑖 = 0 (3) 

where τ is the molecular stress, τt is the turbulent stress, 
𝑀𝑀𝑖𝑖 is the momentum transfer in the interface, �⃗�𝑔 is the 
acceleration due to gravity. 
Figure 2 shows a diagram of the forces acting on the 
bubble.   

Figure 2: Diagram of the forces acting on the bubble. 

The total interfacial force acting between the two phases 
can result from several independent physical effects:  

�⃗�𝐹 = �⃗�𝐹𝑑𝑑 + �⃗�𝐹𝐿𝐿 + �⃗�𝐹𝑉𝑉𝑉𝑉 + �⃗�𝐹𝑏𝑏 + �⃗�𝐹𝑇𝑇𝑇𝑇 + 𝑚𝑚�⃗�𝑔   (4) 

The forces indicated above are: the drag force 𝐹𝐹𝑑𝑑, 𝐹𝐹𝑏𝑏 is 
the buoyant force, the lift force 𝐹𝐹𝐿𝐿, the virtual mass force 
𝐹𝐹𝑉𝑉𝑉𝑉, the wall lubrication force 𝐹𝐹𝑊𝑊𝐿𝐿 and the turbulent 
dispersion force 𝐹𝐹𝑇𝑇𝑇𝑇. To simplify our model and 
calculation, we will not take into account the virtual mass 
force for now.  

MODEL DESCRIPTION 

The breakup of bubbles in turbulent dispersion flows, the 
Luo and Svendsen model [9] and Lehr model [10] 
developed by the respective authors, is used. Different 
models were taken in order to determine how different 
the results would be and which model to use in 
subsequent simulations after validation with 
experiments.   
The coalescence model used for modeling, Prince and 
Blanch [11], was inserted into the software ANSYS 
Fluent using a user-defined function (UDF) [12].  
The Ishii-Zuber drag model was used as a drag force 
model [13]. The turbulent dispersion force was obtained 
using the Lopez de Bertodano model [14]. The Antal et 
al. [15] model was used as a wall lubrication model.  
In this work, we used the Reynolds Stress turbulence 
model (RSM). Population Balance model has been used 
[16]. This model makes it possible to obtain the 
distribution of the dispersed phase over the average 
diameters, which is obtained in the case of formation, 
coalescence, destruction and disappearance of the 
gaseous phase.  
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Numerical modeling was carried out in three-
dimensional horizontal channels with diameters 𝐷𝐷1 = 
5 mm and 𝐷𝐷2 = 1 mm, channel length 𝐿𝐿 = 100 mm (Figure 
1). The calculations were carried out using ANSYS 
Fluent software. The flow of glycerine was considered as 
the continuous liquid phase, while the air was taken as 
the dispersed gas phase. The interfacial tension was 
assumed to be 𝛾𝛾 = 0.07 𝑁𝑁/𝑚𝑚. The sizes of gas bubbles 
were set in the range from 0.1 mm to 0.9 mm. This range 
has been subdivided into ten discrete bubble sizes.  
The structured mesh in each block is generated using 
commonly curved coordinates to accurately represent 
flow boundaries. To select a mesh size, the effect of 
changing its shape and size was investigated. Several 
simulations were carried out using a different number of 
a grid: 112843, 879324, 1299505. The grid with the 
largest number of cells showed the best convergence. As 
a result, a grid with the number of cells 1299505 was 
chosen (Figure 3). The calculations were carried out at 
the university workstation.  

Figure 3: Hexahedral structured mesh selected for the 
calculation number of cells 1299505. 

For calculations, time step 0.01 s was used. The Phase 
Coupled SIMPLE scheme was used. Under-relaxation 
factors were used.  At the pipe inlet, uniform gas and 
liquid velocities and volume fractions have been 
specified. At the channel outlet, a relative average static 
pressure of zero was specified.  

RESULTS 

Simulations were carried out under fully developed 
bubble flow conditions for the air-glycerine system. The 
velocity of liquid (𝑣𝑣𝑔𝑔) and gas (𝑣𝑣𝑙𝑙) is equal to 𝑈𝑈𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒 = 
0.5 m/s, and the average volumetric gas fraction 𝜑𝜑 = 30%. 
The simulation results are the cumulative distribution at 
the outlet of the channels 𝐷𝐷1 = 5 mm, 𝐷𝐷2 = 1 mm, 
respectively (Figure 4). The graph shows that there is a 
high probability of the presence of air bubbles with a size 
of ≈ 0.7 mm, and it is ≈ 80%.   

Figure 4: Cumulative Bubble distribution function. 

Figures 5-6 show the distributions of bubble 
concentration along the diameter for different tube 
diameters for 𝐷𝐷1 = 5 mm, and 𝐷𝐷2 = 1 mm.  
It should be noted that both models give approximately 
the same result and do not differ much from each other. 
It should be concluded that further modeling can use one 
of these models. When using the Luo and Svendsen [9] 
breakup model, the convergence of the calculation was 
carried out faster.  

Figure 5: Bubble Volume Concentration Distribution across 
Pipe Diameter.  

Figure 6: Bubble Volume Concentration Distribution across 
Pipe Diameter.  
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Analyzing the graphs, it can be seen that bubbles of large 
diameters accumulate mainly in the channel with a 
diameter 𝐷𝐷1 = 5 mm. 
At the inlet to thin channels with a diameter of 𝐷𝐷2 = 
1 mm, bubbles are evenly distributed. The main 
concentration of the gas phase is located in the upper part 
of the channels, which is explained by the action of the 
gravitational component. Figure 7 shows the results of 
the bubble diameter distribution. The scale shows data 
on bubble diameters 𝑑𝑑𝑏𝑏, m.  

Figure 7: Dispersed phase distribution within the channel, 
the scale shows the values of the bubble diameters 𝑑𝑑𝑏𝑏 ,𝑚𝑚.  

Thus, we have obtained data in what places of the channel 
and what sizes of bubbles can be obtained with a given 
geometry of the channels. The accuracy of the calculated 
data will be evaluated by experiments in future work. 

CONCLUSION 

A comprehensive computational pneumo-
hydrodynamic model for horizontal two-phase flows in 
channels has been developed. From the calculated data, 
a distribution of the dispersed gas phase inside the 
channel, and cumulative distribution over the diameters 
of air bubbles, were obtained. Thus, using the developed 
pneumo-hydrodynamic model, we can predict where in 
the channel and what size bubbles are formed in the gas-
liquid system. This enables the modeling of the 
deformation and calculation of the forces created by the 
actuator of the elastomeric manipulator. Calculations 
were carried out for two different breakup models Luo 
and Svendsen [9] and Lehr model [10], using a user-
defined function in ANSYS Fluent (2019). And a 
coalescence model was introduced. Data were obtained 
on the distribution of the Sauter bubble diameter over 
the entire tubing system and the distribution of the 
volume concentration of bubbles for different diameters. 
In the future, it is planned to conduct an experiment and 
compare the simulated data with the experimental ones. 
Based on the validation, future decisions creating a hand 
rehabilitation device.  
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ABSTRACT 

Polymer mixing with a single screw extruder is a 

common process in industry. The mixing quality 

depends (amongst others) on the screw geometry. The 

main objective of this study was to develop a method 

for quantifying distributive mixing quality of a single 

screw extruder with computational fluid dynamics 

(CFD) simulations.  

Tracer particles and Shannon entropy calculations were 

used to determine the distributive mixing quality as a 

function of direction, position in the extruder and scale 

of observation. 

This method performed well for making a distinction in 

mixing quality between different extrusion simulations. 

Keywords: CFD, Polymer mixing, distributive 

mixing, single screw extruder, Non-Newtonian fluid 

dynamics, Shannon entropy, Numerical simulation, 

spiral Maddock 

NOMENCLATURE 

Greek Symbols 

γ  Shear rate, [s-1]. 

η Viscosity, [Pa∙s].

0η Viscosity at zero shear rate, [Pa∙s]. 

η Viscosity at infinite shear rate, [Pa∙s]. 

λ Relaxation time, [s]. 

τ Shear stress, [Pa]. 

Latin Symbols 

ci Number of particles in bin i, [-]. 

i Bin number, [-]. 

M  Number of bins, [-].  

m Flow consistency index, [Pa∙s-n]. 

N Total number of tracer particles, [-]. 

n Power law index, [-]. 

ip Probability of a particle to flow through bin i. 

relS  Relative Shannon entropy, [-]. 

INTRODUCTION 

Polymer mixing with a single screw extruder is a 

common process in industry. Mixing quality is often 

divided into dispersive and distributive mixing. With 

distributive mixing the additive units or the 

discontinuous phase are/is homogeneously distributed 

throughout the polymer. Mixing quality depends on 

(amongst others) the screw geometry. Specialized 

mixing sections in a screw geometry are necessary for a 

high mixing quality with a single screw extruder. The 

spiral Maddock is such a mixing section. 

Figure 1: Upper: Extruder screw with four section. 

Fluid flow is from right to left. Lower: spiral Maddock 

section. 

With computational fluid dynamics (CFD) many 

different mixing parameters can be simulated, such as 

different screw geometries. A more efficient mixer may 

be found by comparing several simulated extruders. 

Mixing quality has to be quantified in order to find the 

best mixer. The goal of this study was to find a method 

of quantifying mixing quality in a single screw extruder 

using CFD simulation.  

Several studies have modeled polymer mixing with 

CFD (1-13). Distributive mixing behavior in 

simulations is often quantified with a residence time 

distribution (RTD) of tracer particles (1, 5, 14-18) and 

with the Shannon entropy (6, 8, 15, 16, 19, 20). These 

methods often result in limited information of: 

• Mixing quality in different directions (angular and

radial directions separately).

• Mixing quality at different positions in the extruder.

• Mixing quality at both a large and small scale of

observation.

In this study a method was developed applying the

Shannon entropy for calculating distributive mixing

quality as function of the position in the extruder, as

function of direction and scale. For several extrusion

simulations the mixing quality was calculated to

determine how well a distinction in mixing quality can

be made with this method. These extrusion simulations

were only used to test the method of quantifying mixing

quality, the study is not focused on finding an optimized

barrier screw spiral 

Maddock  

pin 

mixer 
feed 

section 
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screw geometry. Furthermore only the spiral Maddock 

screw mixing section was included in the simulations, 

not the whole extruder.  

SIMULATION SETUP 

To show the effectiveness of the method extrusion 

simulations with the spiral Maddock were performed. 

The flight height and the rotational velocity was varied 

between the simulations. The specifics of the 

simulations are shown in this section. The simulations 

were performed with the immersed solid method (ISM) 

in CFX (Ansys 19.2). All the simulations are steady 

state and isothermal.  

Spiral Maddock geometry 

The spiral Maddock is a mixing section of a single 

screw extruder with a 75 mm diameter, see Figure 1. 

The spiral Maddock is specifically designed for 

dispersive mixing, while in this study only distributive 

mixing quality was calculated. The simulations were 

created in order to have a data set to test the method for 

determining mixing quality. Therefore the exact purpose 

of the screw section was not significant for this study. 

The spiral Maddock consist of several flights, inflow 

and outflow channels. The spiral Maddock is discrete 

rotational symmetrical along the rotational axis.  

Figure 2: Schematic cross section of a spiral Maddock. 

1: barrier flights. 2: main flights. 3: outflow channels. 4: 

inflow channels. 5: barrel. 

The spiral Maddock is designed in such a way that the 

fluid passes through a gap between the barrier flight and 

the barrel. The barrier flight height was varied so the 

gap between the barrier flight and the barrel was varied 

between 1.74 mm and 0.74 mm. 

The gap between the main flight and the barrel wall is 

very narrow in order to prevent fluid flowing through. 

The size of this gap makes meshing difficult. Therefore 

the main flight was extended beyond the barrel wall. 

With this setup the gap between the main flight and the 

barrel wall does not exist in the simulations. This 

simplification of the model was expected to have minor 

effects on outcome of this study. This is justified since 

the simulations were used to create a dataset for 

applying the method to determine mixing quality.  

Boundary conditions 

A no slip condition was set on both the barrel and screw 

walls. The screw rotates relative to the barrel wall. The 

mass flow rate condition was set to 20∙10-6 m3s-1. At the 

outflow opening the pressure was set to 0 Pa. 

Figure 3: Side view of the spiral Maddock. The screw 

is in blue, the fluid domain is in green.  

Simulations were performed with a screw rotational 

velocity of both 1.5 rad/s and 4.6 rad/s.  

Material parameters 

The input of the material parameters were derived from 

an HDPE grade (Marlex TRB-432, Chevron Phillips 

Chemical Company). The viscosity as function of shear 

rate was determined with a capillary rheometer at 200 

°C. Measurements were performed in a shear rate range 

from 4γ = s-1 up to 500γ = s-1. A power law was fitted 

onto the rheological measurements with n = 0.35 and m 

= 3.3·104 Pa·s-n. 

Power law 
nτ mγ= (1) 

For numerical stability a Bird-Carreau model was used 

in the simulations: 

Bird-Carreau model 

( ) ( )( )
1

2 2

0 1

n

η η η η λγ

−

 = + − + (2) 

The Bird-Carreau and the power law are almost 

identical in the shear rate range of 

1

1
1

nη
λ γ

m

−
−  
   

 
.  λ 

and η∞ were chosen in such a way that the power law 

and the Bird-Carreau are similar behavior at 
3 710 10−  γ . The chosen values were η∞ = 1 Pa∙s, η0 = 

3 MPa∙s and λ = 1000 s. These values were chosen since 

lower and higher shear rates were not expected to have a 

significant influence on the simulation. Furthermore no 

rheological measurements were available at those low 

and high shear rates.  

Mesh 

A fluid domain and an immersed solid were created. 

Figure 4: Left: fluid domain. Right: immersed solid 

domain (spiral Maddock).   

The two domains were meshed separately. The fluid 

domain mesh consists of a part with cubical cells near 

the barrel wall.  

outflow 

0 Pa 

inflow 

20∙10-6 m3s-1 

extrusion direction 
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Figure 5: Cross section of a fluid domain mesh. 

The height of this structured part is similar in size to the 

gap between the barrier flight and the barrel. This 

ensures a minimum number of cells between the barrier 

flight and the barrel wall. A large aspect ratio in these 

cells resulted in numerical instabilities, therefore the 

structured cells are cubical. 

The rest of the fluid domain consists of an unstructured 

mesh. The results of a simulation with a proper mesh 

density do not change when the mesh cell density is 

increased. The cell size of the cubical cells was 

incrementally reduced from an average cell size of 0.15 

mm down to 0.05 mm. The unstructured cell was 

reduced in size accordingly. The total number of cells 

increased from 58 M up to 479 M.  

Simulations with the different meshes were evaluated 

by comparing the pressure at the inflow of the spiral 

Maddock. 

The immersed screw mesh size does not have a great 

impact on the computational costs. Therefore a single 

fine mesh was made of the screw. This unstructured 

mesh was used in each of the simulations. 

Figure 6: Side view of the immersed solid domain 

mesh / screw mesh. 

It is preferred to have a well-defined gap between the 

barrel and the barrier flight. Therefore a very fine mesh 

was chosen for the barrier flight back. 

Tracer particles 

The flow paths of the fluid determine the quality of the 

distributive mixing. The flow paths can be determined 

with tracer particles of zero mass (21). These flow paths 

were calculated in a post processor (Ansys CFD-Post) 

with the streamline function. The flow paths consists of 

a series of points. The fluid velocity and trajectory at a 

point can be used to calculate the position of the next 

point. The distance between the points is a factor of 0.01 

of the mesh cell size. Therefore a smaller cell size 

results in more accurate tracer particle path.  

In total 105 tracer particles were introduced at the inflow 

boundary. The position of the inflow boundary is shown 

in Figure 3. 

Figure 7: Example of the trajectory of a small number 

of tracer particles introduced at the inflow boundary into 

the spiral Maddock simulation. 

The particle inflow positions, and a method to 

determine mixing quality is shown in the next section. 

Variation in the simulation setup 

3 different simulations were executed. The 

configurations are shown in Table 1. 

Table 1: Modelling conditions. 

simulation 

name 

screw rotational 

velocity 

Gap between the 

barrier flight and 

the barrel 

standard 1.5 rad/s 0.74 mm 

high screw 

velocity 

4.6 rad/s 0.74 mm 

lowered 

barrier flight 

1.5 rad/s 1.74 mm 

The standard setup was used for the mesh study. The 

mixing quality was calculated for all three setups. The 

purpose of the different setups was to determine how 

well a distinction in mixing quality can be made with 

the Shannon entropy. The setups were not chosen to 

determine an optimal extrusion setup or screw 

geometry. 

SHANNON ENTROPY FOR DETERMINING THE 
MIXING QUALITY 

Shannon entropy is a single measure to determine a 

distribution across a number of bins (M). Relative 

Shannon entropy (Srel) is calculated with the probability 

(pi) that a tracer particle flows through a bin and will be 

referred to from here on as the Shannon entropy. 

Relative Shannon entropy 

1

ln

ln

=

−

=

M

i i

i

rel

p p

S
M

(3) 

pi is equal to the number of tracers (ci) in bin i divided 

by the total number of tracer particles (N). 

The Shannon entropy was calculated at the outflow side 

of the spiral Maddock, see Figure 3. Therefore the 

outflow was divided into several bins, see the example 

in Figure 8. 

unstructured mesh 

structured mesh 
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Figure 8: Outflow divided into 4 bins with eight tracer 

particles. Left low quality mix (Srel = 0), middle: 

medium quality mix (Srel = 0.77), right: high quality mix 

(Srel = 1). 

The mixing quality is low with a inhomogeneous 

probability distribution, see the particle distribution in 

the most left outflow in Figure 8. The mixing quality is 

high with a homogeneous probability distribution, see 

the particle distribution in the most right outflow in 

Figure 8. The Shannon entropy is a measure of 

probability distribution, therefore the Shannon entropy 

can be applied as a measure of mixing quality.  

A low Relative Shannon entropy corresponds to a low 

mixing quality. The maximum Relative Shannon 

entropy and maximum mixing quality is reached when 

Srel  = 1. The Relative Shannon entropy is in the range 0 

< Srel ≤ 1, which makes it possible to estimate the 

mixing quality with the Relative Shannon entropy.  

It seems reasonable that a lower number of particles per 

bin results in an increase in uncertainty in the Shannon 

entropy. Therefore the average number of particles per 

bin was kept at a minimum of 30 particles. All the 

Shannon entropy calculation were performed with GNU 

Octave. 

Bin division schemes 

The orientation of the bin division scheme determines 

the direction of mixing quality that can be calculated 

with the Shannon entropy. Mixing quality in an angular 

direction (angular mixing quality) can be calculated 

with an angular bin division scheme. Mixing quality in a 

radial direction (radial mixing quality) has to be 

calculated with a radial bin division scheme.  

Figure 9: Schematic of bin distribution schemes. Left: 

angular divisions, the red arrow indicates the typical 

size for this bin division. Right: radial division. 

The above schematic shows two bin division with 8 

bins. The typical size of the angular bins is the 

circumference divided by the number of bins (M), see 

the red arrow in the above figure. The typical size of the 

radial bins is the distance between the screw and the 

barrel divided by the number of bins (M). The bin size 

defines the scale of observation (6). Mixing quality at a 

macroscopic level can be determined with a small 

number of bins. Mixing quality on a microscopic level 

needs to be determined with a large number of bins. 

From 3 up to 96 bins were used to calculate a Shannon 

entropy.  

Tracer particle inflow sections 

The tracer particles flow from the inflow boundary to 

the outflow boundary, see Figure 3. The increase in 

homogeneity of the particle distribution represents the 

increase in mixing quality. Therefore it is preferred to 

have a inhomogeneous particle distribution at the 

inflow. The particles were grouped together in a section 

of the inflow boundary, see Figure 10.   

Figure 10: Left: an inflow boundary with, in orange, a 

section were 8 particles were introduced. Right: an 

outflow boundary divided into 4 bins. 

An inflow sections, such as shown in Figure 10, has the 

same size and shape as an outflow bin. If there is no 

mixing in the simulation, than all the particle would end 

up in 1 bin at the outflow. And the Shannon entropy 

would be Srel = 0.  

Mixing quality as function of position at the inflow can 

be determined by using several inflow section with 

different sets of particles. The Shannon entropy can be 

calculated for each inflow section independently.  

Figure 11: A hypothetical example of four Shannon 

entropy calculations based on an angular bin division 

scheme and different section for particle entry. 

Figure 11 shows an example for an angular bin division 

scheme with 4 separate bins. The inflow sections are the 

same size as the bins, therefore the inflow (in the 

Srel = 0.77 

Srel = 0.88 

Srel = 0.95 

Srel = 0.88 

Tracer particle 

inflow 

Outflow with 

four bins 

Tracer particle 

inflow 

Outflow with 

four bins 

angular  radial 

 
 ..
..

Srel = 1 Srel = 0.77 Srel = 0 
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example) is divided into 4 section. A different Shannon 

entropy can be calculated for each inflow section.  

Multiple inflow sections can also be used with a radial 

bin division scheme. In that case the inflow is divided in 

a radial direction. With this method the Shannon 

entropy as a function of inflow position (angular and 

radial) can be calculated.  

The spiral Maddock consists of 3 rotational symmetric 

parts, see Figure 2. The Shannon entropy as function of 

inflow position is also expected to be symmetrical. 

Therefore only 1/3 of the inflow is divided into section 

with particles. 

RESULTS 

Mesh study 

Simulations with the different meshes were compared 

based on pressure at the inflow of the spiral Maddock. 

Figure 12: Simulated pressure at the inflow of the spiral 

Maddock as function of mesh size. 

The pressure does not reduce much with increase of 

mesh size. As can be seen from Figure 12, a limited 

reduction of the pressure was calculated with increasing 

mesh size. Therefore the most coarse mesh (58 M cells) 

was used to determine mixing quality.  

Particle distribution 

In the next step tracer particles were introduced to 

determine mix quality. An example of the particle 

positions at the outflow boundary is shown in Figure 13. 

In this example the particles were introduced at a 

section of 1/3 of the inflow boundary. The outflow was 

divided into 3 bins in an angular direction.  

Figure 13: Tracer particle positions (colored dots) at the 

outflow of the spiral Maddock. The outflow is divided 

into 3 bins.  

The figure allows for a visual evaluation of the mixing 

quality. The simulation with a high rotational screw 

velocity shows (visually) a higher mixing quality 

compared to the other simulations. The standard and 

lowered barrier flight show a very similar particle 

distribution.  

The outflow was divided, in an angular direction, in 3 

bins for the Shannon entropy calculations. The bins 

were large with a typical size of 79 mm (in angular 

direction, see Figure 9). The Shannon entropy is 0.95 

for the simulation with a high rotational screw velocity, 

Srel = 0.68 for the lowered flight simulation, and Srel = 

0.56 for the standard simulation. A high Shannon 

entropy corresponds to a high distributive mixing 

quality in angular direction. Therefore the simulation 

with a high screw velocity is the better mixer for mixing 

in angular direction at this large scale (typical bin size is 

79 mm).  

Angular distributive mixing quality 

The mixing quality was visually evaluated in the above 

paragraph, and quantified for 1 inflow section at 1 scale 

of observation. This section shows the quantified 

mixing quality for several scales of observation and 

several positions at the inflow.  

The inflow of the spiral Maddock was divided into 

sections in an angular direction. The tracer particles 

were introduced in each section and the Shannon 

entropy was calculated for each section. Figure 14 

shows the Shannon entropy as function of inflow 

section with an angular bin division scheme. 
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Figure 14: Shannon entropy as a function of inflow 

section with an angular bin division scheme and a 

typical bin size of 2.5 mm. 

A high Shannon entropy corresponds to a high 

distributive mixing quality while a low Shannon entropy 

corresponds to a low distributive mixing quality.  

The angular mixing quality depends on the tracer 

particle inflow section. For example the lowered flight 

simulation: the mixing quality is better for inflow 

section at 60.75°-67.50° (Srel = 0.86) while the mixing 

quality is less (Srel = 0.73) for the inflow section at 0°-

3.75°. The high rotational velocity shows a higher 

mixing quality. Figure 14 only shows the results with a 

typical bin width of 2.5 mm. A minimum or an average 

mixing quality of all inflow section can be used to show 

mixing quality at other scales of observation. 

Figure 15: Average angular Shannon entropy as an 

function of the number of bins (bottom axis) and typical 

bin width (top axis). The colored bands show the 

standard deviation. Note: the horizontal axis is on a 

logarithmic scale. 

The high rotational velocity simulation shows a higher 

average Shannon entropy compared to the other 

simulations. And therefore the high rotational velocity 

shows a higher distributive mixing quality. The lowered 

flight simulation shows a slightly higher average 

angular mixing quality compared to the standard 

simulation at each typical bin width. Although there is a 

certain overlap when the standard deviation is taken into 

account. The mixing quality of the simulations can also 

be compared with the minimum Shannon entropy of a 

simulation at a specific typical bin width.  

Figure 16: Minimum angular Shannon entropy as 

function of number of bins (bottom axis) and typical bin 

width (top axis). The colored bands show the standard 

deviation. Note: the horizontal axis is on a logarithmic 

scale. 

Comparing the minimum Shannon entropy is useful for 

a design study when a minimum mixing quality is 

required. The lowest angular mixing quality of the 

lowered flight simulation is better than the lowest 

mixing quality of the standard simulation at all typical 

bin widths. 

The Shannon entropy can be used to make a distinction 

in angular mixing quality between the extrusion 

simulations. Furthermore the angular mixing quality 

was determined as function of angular position and of 

scale of observation.  

Radial distributive mixing quality 

Shannon entropy was calculated with a radial bin 

division scheme. The inflow was divided into radial 

sections. Figure 17 shows the Shannon entropy as a 

function of radial inflow section. 

Figure 17: Shannon entropy as a function of inflow 

section with a radial bin division scheme and a typical 

bin size of 0.6 mm. 
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It was found that the distributive mixing quality in the 

radial direction depends on the radial position of the 

particle inflow section. The mixing quality shows a 

dependency on the inflow position rather than on the 

simulation setups included in this study. Therefore it is 

not meaningful to compare the average or minimum 

Shannon entropy as was performed with the angular bin 

distribution.  

CONCLUSION AND RECOMMENDATIONS 

With this method tracer particles and Shannon entropy 

calculations were used to determine the distributive 

mixing quality as function of: 

• radial and angular direction

• scale of observation

• radial and angular inflow position of the tracer

particles

For 3 spiral Maddock simulations the mixing quality 

was calculated to determine how well a distinction in 

mixing quality can be made with this method. The flight 

height and the rotational velocity was varied in these 

simulation. The mixing quality depends on both the 

angular and radial inflow position of the tracer particles. 

The different simulations show different mixing quality 

in angular direction. Therefore this method can be 

applied to determine which extruder the most efficient 

angular mixer is.  

Recommendation / future work 

In this study only a single mixing section of an extruder 

was included (the spiral Maddock) and the simulations 

were not verified with experiments. Future work will 

focus on including the whole screw and the extruder die 

and verifying the simulations with experiments, 

specifically the distributive mixing quality of the 

simulations.  
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ABSTRACT
Inline fluid separation using a swirl element is a recent technology
for oil/gas processing. Centrifugal forces up to 100 times the grav-
itational acceleration separate the phases, leaving the heavy phase
close to the wall and the light one in the center. The current study is
part of a Europeen project TOMOCON aiming at developing CFD
methods in the in-house code JADIM to simulate the two-phase
flow separation in order to help the development of inline separation
control. The objective is to propose a hybrid approach based on
Navier Stokes solver that makes possible accurate simulations with
coarse spatial resolution. First, Immersed Boundary Method (IBM)
is used to simulate both the pipe and the complex geometry of the
swirl element on a cartesian regular mesh. Turbulence is modeled
by the classical dynamic Smagorinsky sub-grid model in Large
Eddy Simulation (LES) with a special stochastic wall law coupled
to the IBM allowing to avoid the need for a mesh refinement in
the near wall region. A Lagrangian tracking (LT) method is used
to solve the dispersed bubbly flow and it is coupled to the Volume
of Fluid (VoF) approach once the coalescence takes place and the
gas core is formed. The numerical strategy based on the coupling
of these different methods is presented and we report some of the
simulations used for the verification-validation of the numerical
developments.

Keywords: CFD, two-phase flow, Inline fluid separation, Swirl,
IBM, LES, Lagrangian tracking, VoF. .

NOMENCLATURE

Greek Symbols
ρ Density, [kg/m3]
µ Dynamic viscosity, [kg/ms]
ν Kinematic viscosity, [m

2
/s]

αIBM Solid volume fraction , [−]
∆t Time step, [s].

Latin Symbols
p Pressure, [Pa].
ui Velocity, [m/s].
ub Bulk velocity, [m/s].
vb Bubble velocity, [m/s].
R pipe radius, [m].
rb Bubble radius, [m].
Vb Bubble volume, [m3].

CM Added mass coefficient, [−].
CD Drag coefficient, [−].
CL Lift coefficient, [−].
C Phase fraction, [−].

Sub/superscripts
f Continuous phase.
b Dispersed phase: bubble.

INTRODUCTION

Two-phase flow separation is a common process in many
industrial applications. In the oil/gas extraction, for instance,
the separation can be done using gravity or a centrifugal
force. Based on the latter concept, the inline separator (see
figure 1), through the swirl element inserted inside the pipe,
pushes the heavy phase toward the wall, leaving the light
phase in the center of the separator. This type of swirling
flow, having complex features, is interesting to investigate
especially when experimental studies become constrained to
cost and time. CFD methods allow to understand more in
details the flow characteristics particulary those influencing
on the separation efficiency. Neverthless, considering all
the range of flow and interface length scales present in the
separator, new CFD approaches need to be developed.

Figure 1: Sketch of the inline separator (left), swirl element (right)
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Indeed, the interface scales are typically ranging from 1 m
the length of the device (pipe, swirl element) to 10−4 m the
size of the smallest bubbles and drops. The flow is highly
turbulent (Re = 104− 106), and the swirl element geometry
is complex. The numerical strategy proposed here combines
the Immersed Boundary Method (IBM) for the complex ge-
ometry, the Large Eddy Simulation (LES) for the turbulent
flow, the Lagrangian Tracking (LT) for the dispersed phase
and the Volume of Fluid (VoF) for the interface of the core
formed in the separator wake. To simulate complex geome-
tries, many methods exist for solid/fluid interaction. Peskin
(Peskin, 1977) was the first to introduce Immersed Bound-
ary Method (IBM) to study flow patterns around heart valves.
This method is based on adding the force applied by the solid
on the fluid to Navier Stokes equation and to locate the sur-
face of the solid, Lagrangian markers are defined on the Eu-
lerian grids. Bigot (Bigot et al., 2014) replaced the use of
those Lagrangian points by a solid volume fraction which is
0 is the fluid, 1 in the solid and between 1 and 0 through the
interface. This enables to reduce the cost of the computa-
tion and provides a smooth transition across the fluid and the
solid.
Considering the large Reynolds number of the flow in the
process, the flow is turbulent. Therefore, performing Direct
Numerical Simulation (DNS) becomes computationally im-
possible as the Reynolds number increases. In fact, to solve
all time and 3D spatial scales, DNS requires a small time step
and a number of the cell N = O(Re9/4). For turbulence
modeling we consider the LES method which models only
scales below the filter size (the grid size). One of the inter-
esting models in LES and which is suitable to confined flows
is the mixed dynamic Smagorinsky model (Calmet and Mag-
naudet, 1997). This approach has been proved to handle very
well the turbulent viscosity next to the wall through the cal-
culation of a local Smagorinsky coefficient instead of using
a constant value in the whole domain. However, a resolved
LES always demands that 4 to 5 cells should be located in the
viscous sub-layer. Therefore, it requires a significant mesh
refinement close to the wall because the thickness of the vis-
cous sub-layer decreases with the increase of the Reynolds
number. To avoid this constraint, wall models are oftenly
used and special treatments of the wall are done when the
latter is simulated using IBM. Simplifying the Navier Stokes
equations to have the thin boundary layer equation, Ma (Ma
et al., 2019) solved this equation on an embedded mesh to
get the local wall shear stress at the IB cells and then cor-
rected the SGS viscosity to take into account the IB forcing.
In our work, a stochastic model for the velocity imposed in-
side the IBM boundary layer is used (Atmani et al., 2020).
This model makes possible an accurate resolution of both the
mean velocity and the rms fluctuations on a coarse mesh in
the bulk of a high Reynolds turbulent pipe flow.
Two phases are present in the separator and they are orga-
nized as dispersed before the separator and stratified flow in
the separator wake. Each phase has to be treated using a spe-
cific approach: a LT method for the dispersed phase and a
VoF method for the gas core in the separator wake. To take
advantage from both methods, hybrid approaches have been
recently proposed to make possible a dynamic switch. This
kind of model is interesting when the bubbles/droplets are ac-
cumulated to form a core or when the VoF core is dispersed
into small bubbles/droplets, as observed in two phase flow
separation.

MODEL DESCRIPTION

The numerical approach is based on the IMFT-in-house CFD
code JADIM. It solves the Navier-Stokes equations for in-
compressible, unsteady, three dimensional flows (Calmet and
Magnaudet, 1997) (Legendre and Magnaudet, 1998):

∂ui
∂xi

= 0 (1)

∂ui
∂t

+
∂uiuj
∂xj

= −1

ρ

∂p

∂xi
+ ν

∂2ui
∂xj∂xj

+ fi (2)

with fi is the sum of any existing volumetric force applied
on the fluid.
The diffusive term is solved using a semi implicit Crank
Nicolson scheme, while the other terms are treated explic-
itly by Runge Kutta 3 and the projection method is used to
satisfy the incompressibility condition 1.

Large Eddy Simulation

Using the mixed dynamic Smagorinsky model (Calmet and
Magnaudet, 1997), the filtered Navier Stokes equations are:

∂ui
∂xi

= 0 (3)

∂ui
∂t

+
∂uiuj
∂xj

= −1

ρ

∂p

∂xi
+ ν

∂2ui
∂xj∂xj

−
∂τSGSij

∂xj
+ f i (4)

where ui with (i=1,2,3) is now the filtered velocity, p is the
filtered pressure, f i is the filtered body force.
τSGSij = uiuj − uiuj is the sub-grid stress tensor (SGS). It
is can be expressed as the sum the following terms:

Lij = uiuj − uiuj (5)

Cij = uiu′j + uju′i − uiu′j − uju′i (6)

Rij = u′iu′j − u′iu′j (7)
The Leonard term Lij is calculted explicitly.

τSGSij − 1

3
τSGSkk δij = −2νTSij + Lij −

1

3
Lkkδij (8)

where Sij is the strain rate tensor calculated from the re-
solved velocity field and the turbulent viscosity νT is given
by:

νT = C∆
2
(2SijSij)

1
2 (9)

with ∆ is the filter length. C is a local parameter calculated
at each time step. By re-filtering eq (4) using ∆̃, we define:
Tij = ũiuj − ũiũj . Similary as τSGSij , Tij is also expressed
in function of C as:

Tij −
1

3
Tkkδij = −2C∆̃

2

|S̃|S̃ij + LTij −
1

3
LTkkδij (10)

with LTij = ũiuj − ũiũj . Both Tij and τ̃SGSij cannot
be calculated explicitly however the difference lij = Tij −
τ̃SGSij = ũiuj − ũiũj can be and allows to find the local
coefficient C:

lij −
1

3
lkkδij = −2C(∆̃

2

|S̃|S̃ij −∆
2 |̃S|Sij)− ũiũj

+ ũiuj +
1

3
(ũkũk − ũkuk)δij (11)

C is then:

C = − (lij − hij)Mij

2MijMij
(12)

with Mij = ∆̃
2

|S̃|S̃ij −∆
2 |̃S|Sij and hij = ũiuj − ũiũj
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Immersed Boundary Method

To simulate the fluid/solid interaction, we use Immersed
Boundary Method (IBM) by adding to Navier-Stokes equa-
tion a volumetric force f IBM (Bigot et al., 2014):

f
k

IBM,i = αIBM
vsk−1i − ûki

∆t
(13)

with vsi is the local velocity imposed to the solid, ûi is the
predictor fluid velocity without considering the solid. αIBM
is defined by a mathematical expression allowing to describe
the geometry (Yuki and Takeuchi, 2007):

αIBM (x) =
1

2
[1− tanh(

(‖x− xp‖ −R)√
2λη∆

)] (14)

with λ =| nx | + | ny | + | nz | is calculated using the
components of n the normal outward unit vector at the sur-
face. η = 0.065(1 − λ2) + 0.39 is a parameter controlling
the thickness of the transition region. A new stochastic wall
model has been developed to enhance the forcing term of
IBM through a correction of the solid velocity based on a log
law inside the transition from solid to fluid taking into ac-
count the spatio-temporal correlation of the wall shear stress
for the simulation of turbulent flows (Atmani et al., 2020).

Lagrangian tracking

Lagrangian tracking consists in solving the trajectory equa-
tion for each bubble/droplet taking into account the buoy-
ancy force, the drag force, the lift force, the added mass and
Tchen forces (Chouippe et al., 2014). Each bubble/droplet
trajectory is obtained by solving:

dxb
dt

= vb (15)

where the bubble/droplet velocity is obtained by integrating
the force balance:

(ρb + CMρf )Vb
dvp,i
dt

= (ρb − ρf )Vbgi+

CDρf
πr2p
2
‖u− vb‖(ui − vb,i) + CLρfVb(ui − vb,i) ∧ Ω+

ρfVb(1 + CM )
Dui
Dt

(16)

When considering the LES approach, the fluid velocity uxb
and acceleration Du/Dt|xb at the bubble location x = xb are
obtained by a second order interpolation of the filtered ve-
locity u. A two way coupling approach is also considered
to take into account the effect of the bubbles/droplets on the
fluid. Moreover, the bubbles/droplets can be in interaction
with the solid wall described using the IBM method and a
collision model has been introduced to model the rebound
on the wall with a restitution coefficient r (is 1 for full resti-
tution):

vnewb,i = vb,i − (1 + r)(n.vb)ni (17)

where n is the solid surface normal oriented to the fluid.

Volume of Fluid

The Volume of Fluid (VoF) approach considered here is an
interface capturing method without an interface reconstruc-
tion allowing to simulate the break-up and the coalescence. It
is based on the VoF volume fraction C which equals 1 in one
phase and 0 in the other. The value of C varies between 0

and 1 across the interface and is governed by the transport
equation solved using the FCT (Flux Corrected Transport
scheme) (Zalesak, 1979) (Bonometti and Magnaudet, 2007):

∂C

∂t
+ ui.

∂C

∂xi
= 0 (18)

The capillarity force is added to Navier Stokes equation and
is solved using the classical CSF (Continuum Surface Force)
model intoduced by Brackbill(Brackbill et al., 1992):

Fσ = σ∇.( ∇C
‖∇C‖

)∇C (19)

The hybrid LT/VoF model is activated when the coalescence
of the bubbles occurs i.e. after the swirl element. The al-
gorithm for switching from Lagrangian tracking to VoF is
decomposed as following:
1- Identify any bubble/droplet verifying the coalescence cri-
teria i.e. inside a cell where 0 < C < 1.
2- The detected bubbles/droplets are removed from the La-
grangian solver and the phase fraction C is updated by
adding the volume of those bubbles/droplets.

RESULTS

The objective of this paper is to present the preliminary re-
sults of our approach consisting in coupling the methods
IBM, LES, LT and VoF and to report some of the simu-
lations used for the verification-validation of the numeri-
cal developments. The numerical domain used for the sys-
tem considered in this work is of size Lx × Ly × Lz =
0.9m× 0.104m× 0.104m on a regular cartesian mesh made
of Nx × Ny × Nz = 800 × 92 × 92 cells in the x ,y and z
directions, respectively. The pipe diameter is D = 2R and
its axis is along the x-direction. First, we have to describe
the complex geometry of the separator system using the IBM
as reported in Figure 2. The flow field has been simulated for

Figure 2: (Top) Description of the pipe, the separator and the pick-
up tube using IBM. The contour αIBM = 0.5 is shown
on the figure. (Bottom) Streamlines of single phase flow
in the separator for Re = 4500.

different Reynolds number defined using the pipe diameter
D = 2R and the pipe mean velocity ub. Figure 2 represents
the streamlines forRe = ρDub/µ = 4500, ub being the bulk
velocity. The velocity field is clearly swirled by the separator
and a vortex is formed in the separator wake. The velocity
reaches its maximum next to the blades of the swirl element.
To characterize the strength of the swirling flow, we intro-
duce the dimensionless swirl number S defined as the ratio
of the axial flux of the angular momentum to the axial flux of
the axial bulk momentum:

S(x) =

∫
ρruxuθdA

Rρu2bA
(20)
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where ux is the axial velocity, uθ is the angular velocity and
A is the pipe section. Figure 3 presents the variation of the
swirl number S along the pipe. S is maximum at the end of
the swirl element and then it decreases following the relation
obtained experimentally (Dirkzwager, 1996):

S(x) = S0 exp(−Cds(x− x0)/D) (21)

where S0 is the swirl number at the reference point x0 right
after the swirl element, D is the pipe diameter and Cds is
a swirl decay coefficient depending on Re, the roughness of
the pipe and the swirl intensity. Figure 4 presents the radial
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Figure 3: The swirl number S in function of the position x, fitting
in red line based on Dirkzwager results where: x0 = 0.4,
S0 = 1.32, Cds = 0.21.

distribution of the dimensionless time-averaged axial and az-
imuthal velocities as well as pressure downstream the swirl
element for a distance of D/2, 2D, 3D. The centrifugal force
on the fluid, acting towards the wall, is the reason why the
pressure drops in the center. In addition we can easily see
that the pressure increases with the increase of the azimuthal
velocity. The axial velocity profile shows the occurence of a
reverse flow behind the swirl element, a phenomenon which
characterizes swirling flows in general.
Now, a set of 105 bubbles of radius 1mm are injected at the

inlet with the fluid velocity (see figure 5). The simulation
shows that a relatively small group of bubbles is accumu-
lated around the center of the pipe. The lift force induced by
the swirling flow is expected to induce the migration of the
bubbles to the pipe center. The magnitude of the lift force
is directly proportional to the magnitude of the vortex gen-
erated in the separator wake. Its magnitude is expected to
increase with increasing Reynolds number. Simulation of
high Reynolds number flow has required the development of
a specific wall modeling for LES simulations applied to the
IBM wall zone (0 < αIBM < 1) (Atmani et al., 2020). The
proposed LES-IBM modeling allows an accurate simulation
of the mean and rms velocities in the bulk of high Reynolds
turbulent pipe flows with a coarse mesh (typically, a grid size
of order 100 times the wall unit for Re = 106). Finally to
make possible the global simulation of all the physical mech-
anisms involved in the separation process, the proposed cou-
pling between the LT and VoF solvers has to be validated.
For that purpose, the numerical set up is simplified and we
model the velocity fields in the separator wake by consider-
ing a Taylor Couette flow generated by the pipe wall rotation.
Bubbles are randomly injected. Figure 6 illustrates the bub-
bles accumulation towards the pipe center resulting in an air
core formation.
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Figure 4: The radial distribution of the axial, the azimuthal veloci-
ties and pressure.

Figure 5: Simulation of two phase flow.

CONCLUSION

We have presented the numerical strategy developed to make
possible accurate simulations of the inline separation with
limited CPU cost. The complexity of the geometry and the
large characteristic length scales involved in the process for
both the turbulent flow and the interface topology (from dis-
persed to separated) make the numerical simulation challeng-
ing. The numerical strategy proposed here combines the Im-
mersed Boundary Method (IBM) for the separator geometry,
the Large Eddy Simulation (LES) for the turbulent flow, the
Lagrangian Tracking (LT) for the dispersed phase and the
Volume of Fluid (VoF) for the interface of the core formed in
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Figure 6: (top): Initial condition for the bubbles position. (bottom
left) bubbles are accumulating at the center and are gen-
erating the gas core. (bottom right) All bubbles have been
captured inside the air core.

the separator wake. The objective of this paper was to present
the different steps of validation with a particular attention to
the coupling between the methods. Some validations still
need to be carried out in particular for the core formation in
the separator wake for large Reynolds numbers. Numerical
results of the entire process will then be compared to the ex-
perimental data produced by our partners TU Delft, TUL and
HZDR in the TOMOCON H2020 project.
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ABSTRACT
The production of silicon in electric smelting furnaces is a complex
and energy-intensive process. High current plasma arcs are used in
such furnaces to generate the temperatures required for the chemical
reaction of silica to silicon. In order to facilitate further study of such
processes, a computational magnetohydrodynamic model suitable
for studying the electrical and dynamic behaviour of alternating cur-
rent plasma arcs at industrial scales is described. An implementation
of the model in the OpenFOAM® computational mechanics frame-
work is developed, tested, and validated. A simulation workflow for
prediction of practical aspects of furnace operation is demonstrated
with a simple example calculation of the dependence of electrical
parameters on electrode position for systems with multiple arcs in
the presence of a test gas (Argon). It was found that the nonlinear
electrical behaviour of the arc was exaggerated by the presence of
multiple arcs, and that control of the furnace’s voltage and current
parameters by moving the electrodes could be negatively affected as
a result.

Keywords: multiphysics, magnetohydrodynamics, plasma, py-
rometallurgy .

NOMENCLATURE

Greek Symbols
αR Radiative absorption coefficient, [1/m]
δl Mesh element size, [m]
εR Radiative emission coefficient, [1/m]
φ Electric potential, [V ]
κ Thermal conductivity, [W/m.K]
µ Viscosity, [Pa.s]
µ0 Vacuum permeability, [N/A2]
ρ Density, [kg/m3]
σ Electrical conductivity, [1/Ωm]
¯̄τ Viscous stress tensor, [N/m2]

Latin Symbols
A Magnetic vector potential, [T.m]
B Magnetic flux density, [T ]
CP Heat capacity, [J/kg.K]
e Elementary charge, [C]
g Gravitational acceleration, [m

2
/s]

G Radiative energy intensity, [W/m3]
h Specific enthalpy, [J/kg]
I Current, [A]
j Current density, [A/m2]

kb Boltzmann constant, [J/K]
La Arc length, [m]
P Pressure, [Pa]
q Energy flux, [W/m2]
Q Energy source term, [W/m3]
T Temperature, [K]
u Velocity, [m/s]
Va Arc voltage, [V ]

INTRODUCTION

During industrial production of silicon metal, the first stage
in the process is the smelting of quartz ores containing silica
(SiO2) together with a mixture of carbonaceous reductants
such as wood chips and metallurgical coke. This is generally
performed in alternating current (AC) electric furnaces of
circular design, using three vertically-mounted self-baking
graphite electrodes. The raw materials are fed through the
furnace roof and form a deep porous bed layer inside the
containment vessel (the burden). An open cavity or "crater"
is formed around the tip of each electrode inside the burden.
Inside the crater, an electric arc operates between the tip of
the electrode and the surface of the molten process products.
High temperatures in the plasma arc (>10000°C) provide the
required energy to drive the chemical reactions of SiO2 to
Si metal (Gasik, 2013). An illustration of a typical silicon
furnace is shown in Figure 1.

Figure 1: Layout and interior of a typical silicon smelter (image
credit: Thorsteinn Hannesson, www.elkem.is).

A diagram of the crater region is shown in Figure 2. A unique
feature of silicon processes is that the crater cavity is often
surrounded by a shell of solid silicon carbide (SiC) which
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forms as an intermediate reaction product. The conductive
SiC layer provides an alternative current path between the
electrode and the molten bath via one or more side arcs,
which can operate in the upper part of the crater.

Figure 2: Structure of arc crater and surrounding burden.

Extensive work has been conducted in the development of nu-
merical models for the study of arcs in pyrometallurgical fur-
naces. These generally fall into two distinct categories: pro-
cess modelswhich use simplified semi-empirical descriptions
of the arc to capture observable phenomena such as overall
energy balances and voltage-current relationships, and com-
putational models which attempt to solve some or all of the
fundamental governing equations of the plasma arc system in
time and space. Examples of the former include channel arc
models (Larsen, 1996) (Sævarsdóttir et al., 1998) (Sanchez
et al., 2009), and arc shape models (Bowman and Krüger,
2009). Computational models have been continuously de-
veloped since the 1980s and modern multiphysics models
may include power supply and transformer interaction effects
(Sævarsdóttir et al., 2001) (Reynolds, 2018), sophisticated
boundary conditions to account for plasma non-ideality in
anode and cathode regions (Lowke et al., 1997) (Sævarsdót-
tir et al., 2006), and applications to high current industrial
systems (Sævarsdóttir et al., 2006). Recent work has also
examined the current distribution between main and side arcs
in the crater using multi-region models (Tesfahunegn et al.,
2018).
Because they are computationally cheap and can often be
run in real time or better, process models are most useful in
furnace design, operation, and control while computational
models are usually reserved for academic research. How-
ever with sustained exponential growth in available computer
power, it is becoming increasingly feasible to use full-featured
computational models in the furnace design and operation
space; the present work aims to develop and demonstrate a
modelling framework which can form the basis for numerical
experiment and virtual prototyping studies in the future.

MODEL DESCRIPTION

Plasma arcs are a coupled physical system arising from inter-
actions betweenmultiple distinct phenomena: fluid flow, heat
transfer, electromagnetism, and chemical reactions. Govern-
ing equations for each of these phenomenamust be described.
In the case of fluid flow, this is the compressibleNavier-Stokes
and continuity equations, including the Lorentz source term
for acceleration of the plasma by electromagnetic fields:

∂ (ρu)

∂t
+∇ · (ρu⊗ u) +∇P = ∇ · ¯̄τ + j×B− ρg (1)

∂ρ

∂t
+∇ · (ρu) = 0 (2)

Heat transfer is described by the energy conservation equation
and includes terms describing enthalpy transport by electrons,

joule heating, thermal radiation, andmechanical heating. The
complete energy equation is given by:

∂ (ρh)

∂t
+∇ · (ρuh) = ∇ ·

(
κ

CP
∇h
)

+∇ ·
(

5kBhj

2eCP

)
+

j · j
σ
−Qr +Qm (3)

The enthalpy and pressure determine a unique temperature
field, and (3) is therefore effectively an equation in T . The
mechanical source Qm includes standard terms for heating
by pressure and kinetic energy changes in compressible flows
(viscous dissipation is neglected). The thermal radiation
sourceQr is a complex function of temperature, wavelength,
and geometry, and must be obtained from an appropriate so-
lution of the radiative transport equation. This is discussed
further in the implementation sub-section.
The electromagnetic fields are governed by Maxwell’s equa-
tions, presented here in the magnetic vector potential formu-
lation using the Coulomb gauge. Significant simplifications
are made by discarding second order time derivatives related
to high-speed wave propagation dynamics:

∇ · j = 0 (4)

∇2A = −µ0j (5)

j = −σ
(
∇φ+

∂A

∂t
− u×B

)
(6)

B = ∇×A (7)

Here, the expression for the current density vector (6) and
the relationship between the magnetic vector potential and
the magnetic field (7) must be substituted into (4) and (5) to
obtain governing equations for φ andA respectively.
In order to provide a closure for this set of equations, the lo-
cal thermodynamic equilibrium approximation (Boulos et al.,
1994) is used - this is generally valid in plasma arcs away from
the anode and cathode surfaces. This approximation assumes
that chemical as well as thermal equilibrium exists between
the electrons and heavy species (ions, atoms, molecules) and
eliminates the need to perform computationally-costly chemi-
cal reaction dynamics calculations. With this approximation,
plasma chemical compositions and thermophysical properties
may be calculated in advance as functions of the thermody-
namic state variables only.

Implementation details

For most cases of relevance to industrial furnace operations,
equations (1)-(5) must be solved numerically. A variety of
modern computational fluid dynamics (CFD) methods are
available for this including finite difference, finite volume,
and meshless methods such as smoothed particle hydrody-
namics and lattice Boltzmann techniques. In the present work
a finite volume method implementation was developed us-
ing the OpenFOAM® open source computational mechanics
framework (OpenFOAM, 2019). Source code from version
7, sub-version 20191118 was used as a basis for the present
work.
The implementation is based on the rhoPimpleFoam com-
pressible flow solver included with standard releases of
OpenFOAM®. This solver implements a segregated solution
of the u, P , and T fields, with a combined pressure-implicit
with splitting of operators (PISO) and semi-implicit method
for pressure-linked equations (SIMPLE) algorithm used for
the CFD component.
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As part of OpenFOAM®’s standard framework a number of
interoperable numerical schemes are available for the finite-
volume discretisation, together with shock-capturing limiters
for transonic or supersonic flow cases. Although turbulence
modelling was not applied in the present study a compre-
hensive framework is also present for this, and investigations
into large-eddy simulation (LES) integration in arc models
are currently underway.
The base solver was extended with a sub-module implement-
ing solution of equations (4) and (5) for fields A and φ. The
sub-module performs a loop solving the components of the
magnetic vector potential and electric potential as segregated
matrix equations, and iterating until the largest residual is
below a specified value. This calculation is executed at each
time step in a simulation, and the results are passed back to the
CFD model via appropriate source terms in the momentum
and energy equations. A simplified pseudo-code description
of the electromagnetic solver algorithm is as follows:

...
calculate σ(P, T )
nEM = 0
while nEM < nEM,max do
solve equation (4) for φ
store φ residual
calculate j using equation (6)
solve equation (5) forA components
storeA component residuals
calculate B using equation (7)
if φ andA residuals < specified tolerance then
exit while loop

end if
nEM++

end while
if nEM,max reached then
print convergence warning

end if
...

A new thermodynamics sub-module was developed in order
to permit the specification of ρ,µ,CP , κ, andσ as functions of
temperature and pressure using lookup tables. For the results
shown in the present paper, the properties (with the exception
of the plasma density) were approximated as being invariant
with pressure. A simple pseudo-compressible formulation
was used which scales the density relative to a reference state
in accordance with the ideal gas law:

ρ(T, P ) =
P

P0
ρ0(T ) (8)

A comparison between the exact and ideal-gas scaled density
was calculated for an argon plasma using the open source
minplascalc Python package (minplascalc, 2018), and is
shown in Figure 3. The agreement is very good in the weakly-
compressible pressure range, withminor deviations occurring
only at high temperatures when multiply-ionised species start
to become significant. Although argon gas was used for all
the simulations in the present work, it is expected that similar
behaviour will be observed in more complex process gas
plasmas.
A new absorption/emission sub-module for radiation mod-
elling was also developed in order to allow αR and εR to
be specified as functions of temperature, pressure, and wave-
length via lookup tables. For the work in this paper, the
wavelength dependence was integrated out and the pressure
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2.0 atm: exact
2.0 atm: eqn (8)

Figure 3: Comparison of ideal and pseudo-compressible density
calculations for argon plasma near atmospheric pressure.

dependence neglected in order to obtain total coefficients
as functions of temperature only. These are passed as ar-
guments to any of OpenFOAM®’s standard radiation solver
sub-models, which at present includes the P1 (used here),
discrete ordinate method, and view factor models. Provided
reliable values of the emission and absorption coefficients are
available, these sub-models alleviate the need to pre-calculate
effective values of QR based on fixed geometries such as
cylinders or spheres at the expense of some additional com-
putational cost. At user-defined intervals (typically each time
step) the chosen radiation model is solved using a segregated
matrix solution algorithm, and the results are returned to the
CFD model via a radiation intensity field.

Boundary conditions for φ

At cathode surfaces it is often expedient to specify a fixed cur-
rent density in the regionwhere the arc attaches (Bowman and
Krüger, 2009). This is complicated in cases of time-varying
currents and three dimensions, since the shape, size, and lo-
cation of the arc attachment zone can vary arbitrarily. In the
present model this was implemented by looping over a list of
all surface elements on the cathode ordered by surface tem-
perature, and assigning each to the attachment spot until the
total required area for the current at that time is reached. The
boundary condition per element is then assigned as follows:

∂φ

∂n
=

{
− jkσ if ∈ attachment zone
0 if /∈ attachment zone

(9)

It should be noted that more rigorous cathode and anode
boundary conditions are possible, such as those developed by
Lowke et al. (1997) and Sævarsdóttir et al. (2006) which di-
rectly model the behaviour of the plasma in the near-electrode
sheath. It is recommended to consider such approaches in fu-
ture work, particularly at high currents.

Boundary conditions forA

The solution of the magnetic vector potential equation (5) re-
quires spatial boundary conditions to be specified. In complex
geometries these are difficult to determine precisely, although
Westermoen (2007) reports that acceptable accuracy may be
obtained by setting the derivative in the direction normal to the
boundary surface to zero while forcing the tangential com-
ponents to zero (note that Westermoen’s conclusions were
based on qualitative comparisons from a sensitivity study us-
ing identical models with A = 0 Dirichlet conditions at the
boundary). This is equivalent to a "magnetically insulating"
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boundary:
∂ (A · n)

∂n
= 0,A · t = 0 (10)

In the present implementation of the model this is achieved by
pre-computing normal and tangent vector basis sets on each
surface element in the geometry at the start of the simulation,
and using a linear transformation to extract the requiredmixed
boundary condition for each component of A in order to
satisfy (10) on arbitrarily-oriented surfaces.

Boundary conditions for T
The anode and cathode surfaces in direct contact with the
arc can receive extremely high energy fluxes from the hot
plasma by conduction, convection, and radiation. This can
raise the surface temperature to the point at which materials
begin to evaporate. In the present model this is accounted
for by numerically limiting the temperature that a surface can
reach, with any excess energy assumed to be taken up by the
phase change: {

−κ∂T∂n = qb if T < Tv
T = Tv if T ≥ Tv

(11)

Here, qb is a combined expression which must account for
any additional energy balances in the plasma sheath, surface
radiation fluxes, energy of phase change, and energy trans-
port into the surface by conduction or other mechanisms. In
the present work this is simplified by assuming the electrode
surface is in thermal equilibrium (qb ≈ 0) with the neigh-
bouring plasma unless it is over the vaporisation temperature
Tv . More rigorous approaches are documented in for exam-
ple Pálsson et al. (2007) and Sævarsdóttir et al. (2006), and
should be considered in future models.

RESULTS AND DISCUSSION

In silicon smelters, the main and side arcs typically operate at
short lengths (< 15 cm) on the surface of very large electrodes
(> 1.5 m). To a first approximation the arc is effectively con-
tained between two parallel surfaces serving as cathode and
anode. For the present study a simplified three-dimensional
geometry was therefore used to represent the region in the
immediate vicinity of the arc, and is shown in Figure 4.
The disc-shaped region is bounded by four surfaces: the
anode, representing the molten bath or SiC surface, the cath-
ode, representing the portion of the graphite electrode that
the arc is allowed to attach in, the electrode, representing the
remainder of the electrode surface, and the open boundary
which permits inflow and outflow from the surrounding gas
atmosphere in the crater. The anode, cathode, and electrode
boundaries are treated as no-slip walls. The anode is held at
ground potential (0 V), while the cathode boundary is speci-
fied dynamically during the simulation according to equation
(9) taking into account the changing values of σ and j in time.
An average cathode current density of jk = 107 A/m2 rep-
resentative of diffuse arc attachments was assumed based on
results of simulations by Sævarsdóttir et al. (2006). All other
boundaries are treated as insulating, with a zero-gradient con-
dition applied to φ. The cathode and electrode are limited
in temperature to the sublimation temperature of graphite,
4100 K. The anode is similarly regulated to 3000 K repre-
senting the vaporisation temperature of either molten silica
slag or solid SiC.
In the present work, the arc is assumed to be supplied with a
perfectly sinusoidal current at 50 Hz. This is a simplification
- in general, there will always be some degree of interaction

(a)

(b)

(c)

Figure 4: (a) Crater region showing model domains for arcs, (b)
model region showing cathode (light blue), electrode
(green), anode (dark blue) and open boundaries (red),
and (b) example computational mesh showing local re-
finements.

between the arcs and the three-phase transformer feeding the
furnace (Sævarsdóttir et al., 1998). However due to the sig-
nificant line inductances present the current waveforms gen-
erally remain much more sinusoidal than the voltage. There
is also a superimposed magnetic field generated by the three
electrodes which causes the arcs to be deflected away from
the furnace centreline, but the examination of this effect is
left for a future study.
For all simulations shown in the subsequent sections, argon
gas was used as the plasma medium. Argon plasmas are
well-studied both experimentally and theoretically, and serve
as a good basis for understanding the model’s trends and
general behaviour before extending to specific Si-C-O atmo-
spheres typical of silicon furnaces. Plasma property data
was obtained from Boulos et al. (1994) or calculated using
minplascalc (2018).
A second-order linear Gauss finite volume discretisation was
used for the spatial component of all field variables, with
the exception of velocity (limited linear TVD scheme) and
enthalpy (upwind scheme). A backward Euler scheme was
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used for the temporal discretisation, combined with adaptive
time-step calculation to limit the Courant number to below
1. The numerical parameters for the field matrix solvers are
shown in Table 1, and were used in all simulations unless
otherwise indicated.

Table 1: Numerical settings for OpenFOAM® plasma arc simula-
tions

Field variable Matrix solver Preconditioner Residual tolerance
P PCG GAMG 10-6

u smoothSolver n/a 10-7

G PCG GAMG 10-5

φ PCG GAMG 10-6

A PCG GAMG 10-5

Model validation

The computational model was validated against experimental
data from Larsen (1996). The current supplied in the ex-
periment was 650 A RMS, and the arc length was 4 cm. A
computational model with a volume-element resolution δl of
1mmwas used. Themodel was run for a total of 0.1 s starting
from stagnant conditions (zero velocity, uniform temperature
of 10000 K), with the experimental data compared against a
cycle from the second half of the simulation after the initial
conditions had decayed sufficiently. The results are shown in
Figure 5.
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Figure 5: Comparison between experimental and model voltages
for a laboratory AC arc in argon gas.

Relatively good agreement was obtained between model and
experiment. In particular the RMS voltages (42.7 V for the
experiment, 44.2V for themodel)match closely, and the qual-
itative shape of the voltage waveform is quite well captured.
The differences seen are mostly high-frequency disturbances
of short duration - it is possible that these are due to numerical
noise in the model, or they may be real physical phenomena
which are damped out by the experimental system’s circuit
inductance.

Mesh dependence

In order to investigate the model’s accuracy on computational
meshes of different resolutions, a series of argon arc simula-
tions was performed using both the validation test case, 4 cm
arc length and 650 A current, and a case close to industrial
scale, 10 cm arc length and 42 kA current (for comparison,
typical silicon smelters operate with arcs < 15 cm in length
and between 50 and 100 kA current). The mesh resolution in
the central arc region was varied in both cases, and the final
two cycles of the 0.1 s simulation period were compared.
Results for the validation case are shown in Figure 6. It
can be seen that the voltages predicted by the computational

model are fairly insensitive to mesh resolution in this range,
with values and qualitative dynamic behaviour being captured
reasonably well at all resolutions.
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Figure 6: Model voltages at different mesh resolutions for a 4 cm
arc at 650 A RMS.

For the industrial-scale case there is a transition in the resolved
dynamics as the spatial resolution increases. As seen in Fig-
ure 7, although the model voltages are again not particularly
sensitive to mesh resolution, there is significantly more high-
frequency behaviour in the voltage during the peak current
periods on finer meshes. Whether the source of this noise is
numerical or physical requires further investigation, however,
high-frequency dynamics have been observed in industrial
arcs under different conditions (Hockaday et al., 2015).
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Figure 7: Model voltages at different mesh resolutions for a 10 cm
arc at 42 kA RMS.

Industrial-scale arc characterisation

As a simple demonstration of the utility of computational
models in studying practical furnace matters, the problem
of arc characteristics is considered. In industrial silicon
smelters the electrodes are typically mounted on mechanical
or hydraulic hoists, and their position on the vertical axis is
constantly adjusted by automated control systems. The power
input to the furnace as well as the electrical balance between
the three electrodes is maintained in this fashion in order to
ensure consistent operation of the unit.
The relationship between electrode position, current, and
voltage can be quite complex for AC arcs. This is further
exacerbated if side arcs are present between the electrode and
the SiC shell around the crater, since multiple parallel cur-
rent paths to the neutral point are then possible (Tesfahunegn
et al., 2018). Moving the electrode changes the arc length
of the main arc but has minimal effect on the side arcs; it is
therefore expected that as the electrode is raised the balance
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of current distribution will shift from main to side arcs. This
is shown schematically in Figure 8.

(a) IM > IS (b) IM ≈ IS (c) IM < IS

Figure 8: Redistribution of current between main and side arcs as
electrode is raised (l to r).

In order to demonstrate a methodology for quantifying such
effects, the computational model was used to estimate the
voltage response of an argon plasma arc over a range of elec-
trode currents and arc lengths approximating the scale of
industrial silicon furnaces - 0 to 71 kA RMS, and 0 to 10 cm.
Visualisations of selected simulation results at different ex-
tremes of current and arc length are shown in Figure 9. These
simulations were performed on meshes with 2 mm resolution
in the central arc regions.
The voltage dynamics of the arc are shown in Figure 10 for
some example cases. It can be seen that the voltage is strongly
dependent on arc length and less sensitive to current, which
is in line with predictions from empirical process models. As
the arc length decreases, the voltage waveforms also become
more rectangular and less sensitive to current. This is related
to the shape of the conductive core of the arc, which tends
toward cylindrical at higher currents and lower arc lengths.
ACvoltageswere calculated for each of the 25 cases simulated
during the arc characterisation study, and are given in Table
2. In order to facilitate faster processing and use in real-
time applications, the voltage results from the computational
model were fitted to a simple empirical expression given in
equation (12) (for currents in kA and arc length in cm). This
expression has a maximum error of 6% relative to the values
in Table 2, and is shown graphically in Figure 11.

Table 2: RMS voltages from arc characterisation simulations

La 2 cm La 4 cm La 6 cm La 8 cm La 10 cm
I 14 kA 46.3 74.8 97.3 112.7 125.9
I 28 kA 49.8 84.4 108.3 131.1 151.2
I 42 kA 55.3 88.8 116.6 149.5 175.0
I 57 kA 55.9 92.4 123.4 167.3 194.0
I 71 kA 56.5 93.5 131.9 179.0 208.7

C1 = 72.9
(
1− e−0.424La

)
+ 4.29La

C2 =
1.45

1 + e−0.755(La−6.47)
− 0.0109

Va (I, La) = C1

(
1− e−0.194I

)
+ C2I

(12)

When main and side arcs are both present in the system, the
total electrode current must divide between them. Assuming
that the graphite of the electrode and the SiC of the crater shell
are both very conductive, this implies that the arc voltages
must all be approximately equal. If Itot (= IM + IS), La,M ,
and La,S as well as the number of separate side and main
arcs are known, the current balance can be solved simply by
equating the main and side arc voltages Va,M and Va,S , both
of which are given by equation (12).

(a) I 14 kA RMS, La 2 cm

(b) I 71 kA RMS, La 2 cm

(c) I 14 kA RMS, La 10 cm

(d) I 71 kA RMS, La 10 cm

Figure 9: Velocity magnitude (plane) and temperature (8500 K
isotherm) fields visualised at 0.1 s for selected arc char-
acterisation simulations.

An example calculation using the present demonstration case
is shown in Figure 12. In this example, only a single main and
side arc were assumed to be present. The clearance between
the electrode and the SiC shell is La,S = 5 cm.
Several effects are apparent. Firstly, the arc system in a
silicon furnace crater is likely to be a very nonlinear and non-
ohmic circuit element. This has implications for the electrical
design, scale-up, and operation of furnace plants.
Second, it is clear that therewill be a loss of control sensitivity
in the region where the main arc is longer than the side arcs.
Beyond this point, changing the electrode position has less
and less effect on the electrode voltage since the majority of
the electrode current is being carried by the side arcs. Such
an arrangement has the potential to cause runaway raising of
electrodes if naive control implementations are used.
Finally, a simple means of extinguishing any side arcs is
available should it become necessary to do so. Lowering the
electrode into the molten bath would drop the side arc current
close to zero, leaving only the main arc running when the
electrode is raised again. Whether the transformers on real
furnace plants are able to tolerate dead-shorting a phase to
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Figure 10: Evolution of arc voltage for selected arc characterisation
simulations.

neutral on a routine basis would however need to be consid-
ered carefully.

CONCLUSION

A flexible and extensible computational model suitable for
studying the dynamic behaviour of AC plasma arcs in silicon
smelter environments was successfully developed. A pre-
liminary validation study was conducted against data from
small-scale experimental tests, with good agreement. An
example workflow for the calculation of arc characteristics
at industrial scale was demonstrated using arcs operating in
argon gas plasmas, by combining a suite of arc simulations
with empirical system modelling to account for the presence
of main and side arcs and their influence on the complex non-
linear relationships between electrode position, voltage, and
current.
This work represents a preliminary step, and of course much
remains to be done in order to make the plasma arc model
more applicable to industrial systems. The model will need
to be tested more thoroughly both for numerical veracity and
validity against additional experimental and industrial data,
both of which are currently in progress. The assembly of a
database of appropriate thermophyiscal properties for Si-C-O
plasma mixtures for use in computational simulations is also
underway andwill be applied in a future study. Improvements
in the boundary conditions used, particularly at the conduct-
ing surfaces, should be explored to ensure that non-ideality
effects in near-surface plasma sheaths are captured correctly.
Similarly, the interaction between the arcs and the transform-
ers powering them should be included in the computational
model using appropriate three-phase circuit calculations to
avoid any errors arising from specifying the current wave-
form directly. Energy transport and electromagnetic fields in
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Figure 11: Relationship between current, arc length, and voltage
described by equation (12).

the solid materials comprising the arc crater region should
also be accounted for via improved boundary conditions or
multi-region models. For large-scale arcs the use of turbu-
lence modelling methods is advisable to optimise computa-
tional workloads, and these will require separate verification
and validation to determine their applicability to multiphysics
plasma arc problems. Finally, the coupling of the plasma arc
models with additional relevant physics such as multiphase
fluid flow in the molten bath should be considered, as it is
expected that these will have an appreciable effect on the
system’s dynamic behaviour.
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ABSTRACT
Flue gas Recycling (FGR) is a well-known method for NOx reduc-
tion. A feasibility study is presented on the potential use of FGR in
ferro-silicon production. The aim of the study is to illustrate how
recycling of flue gas into the furnace for temperature control will
affect local temperatures and NOx formation in the furnace hood
(the flue gas combustion zone) of a conventional furnace design.
Computational fluid dynamic (CFD) simulations using a generic
model of a submerged arc furnace (SAF) developed in previously
NFR financed projects like ProMiljø are performed. The SAFmodel
consists of seven charging pipes, three electrodes and one flue gas
stack. ANSYS FLUENT was used for modelling the interaction
between process gas, ambient air, and flue gas. The simulation re-
sults show that introduction of recirculated flue gas affects the peak
temperatures since the reduced oxygen concentration of flue gas
significantly reduce the reaction rates compared to injection of air.
A corresponding effect on NOx formation has been demonstrated,
results indicate an order of magnitude reduction in NOx formation
when recirculated flue gas ( 6vol% O2) is used in the combustion
zone instead of air (21vol% O2). Simulations of the rapid increase
in NOx production during an avalanche within the furnace is simu-
lated using theoretical flow profiles. The effects of 1) recirculated
flue gas, 2) rapid increase in the process gases from charging bed
(burst), and 3) effect of radiation on NOx have been studied. The
study showed that FGR has significant effect on NOx reduction. The
study also showed that accounting for radiation is very relevant for
an accurate estimation of NOx. The formation of process gas burst
through a charging surface increase the rate of NOx formation.

Keywords: CFD, NOx, radiation, combustion, flue gas recycling
(FGR).

INTRODUCTION

Ferroalloys are produced in a submerged arc furnaces (SAF)
where ore and carbon (coke, coal, etc.) are mixed inside the
furnace and allowed to react. The electric energy for the re-
action is supplied through electrodes. Furnace operation and
raw material properties determine the metal yield and qual-
ity of the metal and how much process gas will be formed.
Process gases mainly consisting of CO and metal oxide are
formed underneath the charge surface due to the reduction
processes and these process gases travel upward through the
charge surface into the furnace hood. The liquid metal sink
to the bottom where it is collected in ladles through a tap-

ping hole. As the hot process gas rises upwards through the
charge surface into a furnace hood, in case of open furnace
hood, air is sucked into the hood through various open ar-
eas on the furnace walls due to the pressure drop. The air
and process gas reacts inside the hood in a combustion pro-
cess and produces an off-gas containing SiO2, CO2, H2O and
other components. In the open furnace, most of the chemical
energy of the process gas is lost due to uncontrolled combus-
tion of CO inside the hood. The uncontrolled combustion
can be hindered by closing the furnace hood which prevents
the reaction between fresh air and process gases. However,
closing the Si furnace is a challenge due to many practical
and technical constraints and therefore closed Si Furnaces are
not in industrial use today. Nevertheless, in the Open furnace
usually, temperature and material stream are high enough,
and it is possible to produce electricity from the heat. In an
open furnace, there are two main potential sources of energy
recovery, 1) from the off-gas with a high temperature and 2)
from the cooling water used for cooling the SAF. An energy
analysis carried out by Kamfjord et al. (Kamfjord, 2012) has
shown utilization of hot water obtained from the furnace for
other industries including agriculture, sports etc. Some of
the Si plant have installed a steam power plant to recover the
energy.

One of the major challenges with open SAF is uncontrolled
combustion of process gases inside the furnace hood resulting
in an excessive NOx formation due to the formation of high
temperature zones. There are various kinds of health related
issues with NOx once it is released into the atmosphere. NOx
can cause breathing problems, chronically reduced lung func-
tion, eye irritation, loss of appetite. It mainly contribute to the
acid rain and formation of ground-level ozone that can dam-
age the ecosystems. All the metallurgical companies have to
follow the governmental regulations on theNOx emission and
therefore these companies have been developing many tech-
niques to reduce the NOx emissions. NOx emission can be
reduced by primary methods such as water direct injection,
water emulsification, flue gas recirculation (FGR) and sec-
ondary method such as selective catalytic reduction (SCR).
Three main mechanisms have been identified for the NOx for-
mation: the thermal or Zel’dovichmechanism, the Fennimore
or promptmechanism andN2O intermediate mechanism, cor-
responding NOx are respectively called thermal, prompt and
fuel NOx. Thermal NOx generally dominates in high temper-
ature turbulent diffusion flames. At temperature around 1527
℃, oxygen radicals are formed from the dissociation of atmo-
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spheric oxygen. These atoms react with nitrogen molecules
and produce NOx and nitrogen atoms. The nitrogen atom
again reacts with oxygen molecules and OH radicals and pro-
duces NOx. A detailed mechanism of NOx formation have
been discussed in this paper.
An improved understanding of the combustion process inside
the SAF is essential for minimization of the NOx formation
and maximization of energy recovery. In SAF, high temper-
ature processes makes it difficult to perform extensive exper-
iments and most of these experiments are performed on the
small pilot scale experiments. Numerical techniques such
as Computational fluid dynamic (CFD) is a good alternative
to understand the dynamics and functioning of SAF, CFD
techniques can be deployed to understand complex solid-gas,
liquid-solid, and liquid-gas reactions prevalent in SAF. Many
studies have been performed on the modelling of SAF to un-
derstand the operational behavior of the furnace (Scheepers
et al., 2006a; Darmana et al., 2012; Scheepers et al., 2006b;
Panjwani andOlsen, 2013; Kadkhodabeigi et al., 2010). CFD
tools validated with experiments enable us to understand the
complex reactions between process gas and air taking place
inside hood. CFD simulation of furnace hood (Panjwani and
Olsen, 2013) indicates, many hot pockets inside the furnace
hood which results in excessive NOx formation. The hot
pockets are also responsible for radiation losses and reduces
the potential for energy recovery. To alleviate this problem, a
NOx reduction techniques flue gas recirculation (FGR) have
been utilized.
The results from previous techno economical evaluations
(Pettersen et al. (Pettersen et al., 2017)) indicated the po-
tential of using recirculated flue gas in silicon production as a
mean for both increased energy recovery and simultaneously
improved temperature control in a semi-closed submerged arc
furnace. This potential has been further explored through the
following activities:

• A base case has been defined for silicon production in a
semi-closed submerged arc furnace

• Results from a computational fluid dynamics simulation
of the combustion zone are presented.

• Some critical design trade-offs are discussed

FGR involves recirculating part of the flue gas back into the
furnace or the burners tomodify conditions in the combustion
zone by lowering the peak flame temperature and reducing the
oxygen concentration, thereby reducing thermal NOx forma-
tion. FGRhas been used commercially formany years at coal-
fired units, waste incinerators (WI), gas turbines(Tsiliyannis,
2013; Liuzzo et al., 2007; Chen et al., 2015; Guethe and
Burdet, 2009). Flue gas recirculation (FGR) emerges as a
promising method for reducing WI atmospheric pollution,
mainlyNOx and volatilemetal emissions by resulting in lower
total off gas volumes. In WI plant, a portion of flue gas is re-
cycled back to the incinerator and the secondary combustion
air is manipulated by measuring the oxygen concentration
of the incineration chamber flue gas. Being a mass recycle,
FGR is fundamentally different than the heat integration (ex-
change of the heat of flue gases with the feed, air or wastes);
the latter redirects enthalpy to the WI and raises its tempera-
ture, whereas oxygen concentration in both the primary and
secondary air are not affected. The application of FGR in
new plants has allowed a reduction of the total amount of
incineration air and flue gas in the range of 10–15%.

In the present study a CFDmodel of generic furnace is devel-
oped and effect of FGRon theNOx reduction and temperature
controlled have bee studied with the help of CFD simulations.

FLUE GAS RECYCLING IN SAF

Figure 1 shows a conceptual design of a semi-closed silicon
production process, where recirculated flue gas is used for
temperature control in the combustion zone1 following the
submerged arc furnace. Semi-closed in this context means
that the amount of ingress air into the SAF is limited and
used to actively control the oxygen concentration in the flue
gas at the exit of the combustion zone. The ingress air which
in current processes are used for temperature control is in
this concept replaced by flue gas taken downstream of the
hear recovery steam boiler and filter system. The recirculated
flue gas which is available at "flue gas stack temperature",
typically around 150 ℃and is used to control the flue gas
temperature at the exit of the combustion zone up-stream
inlet to the convective part of the heat recovery steam boiler.

Figure 1: Conceptual design of a semi-closed silicon production
process, where recirculated flue gas is used for temper-
ature control in the combustion zone following the sub-
merged arc furnace (SAF

A dedicated flue gas combustion zone is indicated in Fig-
ure 1. This corresponds to the staged combustion chamber
as described by Wittgens et al. (Wittgens et al., 2018) in the
SCORE-project. In this study, we have focused only on the
effect of replacing ingress air with recirculated flue gas in a
conventional SAF design. Base case conditions are defined
in Table 1. The combustion of the SAF process gas (leaving
the charge surface) is simplified by merging the content of tar
components and SiO(g) into CO on a volumetric basis, never-
theless the overall energy balance is correct and combustion
is described properly. The SAF process flow rate correspond
to a furnace with around 40 MW electric effect.

DESIGN TRADE-OFFS

The oxygen concentration in the flue gas leaving the combus-
tion zone (and the stack) is the most important design variable
in terms of mass and energy balance for a semi-closed silicon
process, as outlined in Figure 1. The O2-concentration in
the flue gas will have major impact on both the stack-loss and
the gross flue gas flow rate through the SAF combustion zone
and the heat recovery steam boiler. The stack loss is affected

1The combustion zone is defined as the void volume above the charge
until flue gas is exiting the furnace hood.
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Table 1: Base case conditions used as basis for CFD simulations.

Components Nm3/h ℃
SAF process gas 11 500 1500

CO=70.3%; H2=6.4%; H2O=23.3%; N2 rest.
Net flue gas to stack 40 703 150

O2=6.2%; CO2=20%; H2O=9%; N2 rest.
Total combustion air 33 583 20
Recirculated flue gas from boiler 94 975 150
Gross flue gas to boiler 135 678 745

through the amount of "excess" air which is heated up from
ambient to stack temperature. The lower the oxygen concen-
tration is (less excess air), the lower the stack loss will be.
The gross flue gas flow rate is a result of the amount of recir-
culated flue gas which is needed to meet the desired flue gas
temperature at the entrance of the convective part of the heat
recovery steam boiler system (another key design parameter).
With less excess air available for cooling in the combustion
zone, more recirculated flue gas is needed to meet the desired
design temperature.
The oxygen concentration of the recirculated flue gas has a
significant effect on local peak temperatures within the com-
bustion zone. Figure 2 shows theoretical flue gas temperature
(from a simple energy balance model) versus stoichiometric
ratio, λ during combustion of the flue gas using mixtures of
combustion air and recirculated flue gas. The stoichiometric
ratio, λ is here defined as the ratio between the amount of O2

added to the SAF flue gas and the amount of O2 needed to
completely convert CO and H2 in the SAF flue gas to CO2

and H2O. Thus, λ = 0 corresponds to the flue gas leaving
the SAF charge, λ = 1 corresponds to completely combusted
flue gas (with O2 = 0 vol in the flue gas) and λ = 1.57 cor-
responds to the specified base case O2 concentration of 6.2
vol% O2.
Case 1 shows the theoretical flue gas temperature as a func-
tion of λ when combustion air is added first to the flue gas
leaving the SAF charge. The theoretical flue gas temperature
at λ = 1 is very high - above 2500degC and represents a
theoretical peak temperature during combustion of the SAF
process gas in air. After combustion to the specified excess air
concentration of 6.2 vol% O2 which corresponds to λ = 1.57
the flue gas temperature is slightly below 2000 ℃. Cooling
down to the target temperature at 745 ℃is achieved by injec-
tion of recirculated flue gas available at 150 ℃downstream
of the heat recovery steam generation system.
Case 2 shows the corresponding temperature profile if com-
bustion air and recirculated flue gas streams are mixed prior
to injection to the SAF combustion zone (which is assumed
to start above the SAF charge surface). This mixture of air
and flue gas will with the given base case conditions have a
concentration of around 10 vol% O2 which leads to signifi-
cantly lower temperatures. The theoretical peak temperature
(at λ = 1) is below 1600 ℃. Although still above the temper-
ature where thermal NOx formation is likely to dominate the
extreme temperatures are avoided when compared to Case 1.
Case 3 shows the temperature profile which can be achieved if
the process gas leaving the SAF charge surface is combusted
using recirculated flue gas at 6.2 vol% O2. Where the flue
gas temperature drops down to below 1200 ℃at λ = 1 and
the specified exit conditions for the SAF charge represents the
peak temperature in this case.
The results from this simple model (energy and mass bal-
ances) provides the following insights relevant for implemen-

tation of a semi-closed silicon furnace:

• Avoid introducing air to flue gas at sub stoichiometric
conditions otherwise extreme peak temperatures may
occur.

• Recirculated flue gas with sufficiently low oxygen con-
tent is an efficient way of avoiding extreme peak tem-
peratures while ensuring complete burnout of the flue
gas.

• Sufficiently low oxygen content for recirculated flue gas
is in this case most likely below 10vol%O2 if significant
NOx formation and operational challenges with high
temperatures are to be avoided.

The potential in a conventional SAF furnace is explored fur-
ther using 3D CFD models in the following chapter.

Figure 2: Theoretical flue gas temperature versus stoichiometric ra-
tio for base case conditions outlined in Table 1. Case 1:
Combustion of process gas with combustion air followed
by cooling with recirculated flue gas; Case 2: Combus-
tion and subsequent cooling of air using a mixture of
combustion air and recirculated flue gas; Case 3: Com-
bustion of recirculated flue gas and subsequent cooling
using combustion air.

MODELLING

The main objective of CFD simulations was to study the
how recirculated flue gases affects the NOx emission during
SAF operation. As described in the previous section, when
recirculated flue gases are admitted into a combustion system,
it primarily reduces the peak temperature which results in
NOx reductions. Aswe know that theNOx formation depends
on the local temperature resulting from the reaction between
fuel (process gas) and oxygen concentration (air + FGR). In
FGR, the oxygen concentration is altered by introducing the
additional flue gas with low oxygen concentration and high
CO2 concentration. However, there aremany questionswhich
need to be answered before implementing the FGR in the real
operating SAF

• Which strategy for recirculation of the gas into the fur-
nace hood need to be adapted is not very clear?

• At what location the flue gas should be injected?

• How "burst" will affect the overall NOx formation?
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• How radiation losses will affect both the temperature
and NOx formation?

To answer these questions, a CFD model of a SAF is con-
structed. In the present study, the SAF charge surface is
modelled as a wall, where flow of process gas is modelled
as a mass flux boundary condition. The escaping of process
gas through the charge surface is non-uniform and in the real
operation a strong burst of SiO and CO have been observed
inside the furnace. These bursts are responsible for increased
in a local temperature and also increase in a NOx formation.
The other objective of this study is to asses the effect of these
burst on the NOx formation.

Geometry

The geometry used for understanding the effect of recirculated
flue gases on the NOx formation is shown in Figure 3. This
model geometry of furnace hood was developed in two NFR
financed projects, namely Promiljø and FUME. The model
furnace consists of seven charging pipes, three electrodes,
charging surfaces (top surface of the charge bed), simplified
single stack, gates, slits and gapes. The charging surface is
further divided into three different zones inner, middle and
outer.

Figure 3: Schematic of the model furnace

Mathematical modeling

ANSYS Fluent was used in the present study. Steady state
model solving for continuity, momentum, energy, species bal-
ances and radiation equations was used. Flow inside the fur-
nace is turbulent in nature and flow dynamics depend on the
initial temperature and turbulence distribution. Fluent solves
the Reynolds averaged Navier-Stokes equation (RANS) on
the grid scales and turbulence is modeled using an appropri-
ate turbulence model. In the present study we used the RNG
k-εmodel for turbulence modelling and radiation is modelled
with Discrete Ordinates (DO) model. Both the k-ε model for
turbulence and DOmodel for radiation were chosen based on
our previous experience on modelling such kind of furnaces.
In DO model, the number of theta and phi divisions were set
to 5 and theta and phi pixels were set to 3.

Combustion and kinetics

A variety of combustion models (i.e. Eddy dissipation con-
cept (EDC), Flamelet model, Presumed PDF model) can be
used for simulating the combustion related problems with
great difference in terms of computational costs, accuracy
and complexity. A non-premixed turbulent methane flame
was studies by Rohani et al. (Rohani et al., 2012) using EDC

model and Presumed PDF model. Their studies revealed that
presumed-PDF model shows considerably better agreement
with experimental data which is mainly due to implementing
a probabilistic approach for relating the turbulence charac-
teristics of the flow field to thermo-chemical properties of
the flame. However, the presumed PDF model was compu-
tational demanding and very complex and therefore it is very
challenging to use this model for simulating the complex ge-
ometries such as SAF. Therefore, in the present study, EDC
model is applied. The original version of the EDCmodel was
developed by Magnussen (Magnussen and Hjertager, 1977)
and after that various version of EDCmodel have been devel-
oped. In the current study the model available in FLUENT
have been used in which the chemical reaction rate is gov-
erned by the large-eddy mixing time scale and also by the
chemical time scale. ANSYS FLUENT provides the finite-
rate/eddy-dissipation model, where both the Arrhenius and
eddy-dissipation reaction rates are calculated. The net reac-
tion rate is taken as the minimum of these two rates. The
EDC model accounts for the chemical kinetics through Per-
fectly Stirred Reactor (PSR) concept in which each numerical
grid is assumed as a stand alone reactor.
Combustion of CO does not take place in a single step, there
are many intermediate steps involved in CO combustion. Ac-
counting all the intermediate steps is indeed computationally
expensive because many species transport equations need to
be solved in CFD framework. Nevertheless, combustion in-
side the furnace takes place at very high temperatures and
therefore a simplified CO mechanism is assumed to be suffi-
cient for our analysis. In the present study, a two-step reaction
mechanism for the CO combustion is used. How a detailed
kinetic model could affect the NOx formation is presented in
our previous publication (Panjwani and Olsen, 2013). The
soot formation is not considered in the current paper.

NOx modeling

In present study it is believed that the main source of NOx
production is thermal NOx, therefore only thermal NOx is
considered. Formation of NOx depends on the instantaneous
temperature, species concentration, and radical concentra-
tion. NOx is the common notion for the two gases nitric
oxide (NO) and nitrogen dioxide (NO2). For simplification,
we only calculate the formation of NO. In combustion system
the NO kinetics is very slow, and concentration is generally
low, and because of this NO chemistry has negligible influ-
ence on the overall flow pattern, temperature field and other
species concentration. Therefore, a post processing approach
is used for estimation of NO concentration. The post process-
ing approach implemented in FLUENT solves the transport
equation for NO concentration with a source term expressed
as an Arrhenius rate of law. With post processing-based ap-
proach we expect to capture trends based on different furnace
hood designs, but we do not expect to find the correct overall
emission of NO.
First, the fundamental equations of mass, momentum and
energy were solved. Once the chosen convergence criteria
were fulfilled, then the post processing tool was used for
modeling the NO. The principal reactions governing the
formation of thermal NOx from molecular nitrogen are as
follows:

O +N2 ⇔ N +NO (1)

The forward and backward coefficient for above reaction were
1.8× 108e−38370/T and 3.8× 107e−425/T respectively.

N +O2 ⇔ O +NO (2)
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The forward and backward coefficient for above reaction were
1.8× 104e−4680/T and 3.8× 103e−20820/T respectively.
A third reaction has been shown to contribute, particularly at
near-stoichiometric conditions and in fuel-rich mixtures:

N +OH ⇔ H +NO (3)

The forward and backward coefficient for above reaction were
7.1× 107e−450/T and 1.7× 108e−24560/T respectively.
The net rate of NOx formation now depends on the above
mentioned forward and backward reaction rates and also N2

and O2 concentration

Boundary conditions and case description

In Figure 3, some of the boundary conditions are illustrated.
The inlet of process gases is divided into three zones andmost
of the gas comes from the center (zone 1) near the electrodes.
The zone 1 (inner) gets 60 % of the fuel (process gas), Zone 2
gets 30 % and Zone 3 gets 10 % of the fuel. The fuel consists
of 77 % CO and 23 % of H2O (mass basis). The flow rates,
temperature and species concentration at various inlets were
specified based on the value provided in Table 1. In total
four simulation were carried out and description of these
simulations are provided in Table 2 In all the simulations,
it was assumed that all the gates of SAF were closed. In
Case-1, 25% fresh air (O2=21%, N2=79%) was supplied at
charging pipes and 75% fresh air (O2=21%, N2=79%) was
supplied through gaps and slits. In Case-2, 75% fresh air was
supplied at charging pipes and 25% fresh air was supplied
through gaps and slits. In Case-3, 75% recirculated flue gas
(O2=6%, CO2=20%, H2O=9%, N2=65%) was supplied at
charging pipes and 25% fresh air was supplied through gaps
and slits. In Case-4, 25% fresh air was supplied at charging
pipes and 75% recirculated flue gas supplied through gaps
and slits.

Table 2: Simulation description

Simulation Flow rate charging Flow rate gaps
pipes (Nm3/h) (Nm3/h)

Case-1 Fresh air: 33 583 Fresh air: 94 953
Case-2 Fresh air: 94 953 Fresh air: 33 583
Case-3 Flue gas: 94 953 Fresh air: 33 583
Case-4 Fresh air: 33 583 Flue gas: 94 953

RESULTS

Steady state simulations

The abovementionedmodel has been validated with pilot fur-
nace and the results from this validation has been presented in
a previous conference (Panjwani and Olsen, 2013). FGR can
be a highly effective technique for lowering NOx emissions
and it is relatively inexpensive to apply. The recirculation
ratio R, as a key parameter in gases combustion system, was
defined as mass ratio between the amounts of recycled and
total flue gases, as expressed:

R =
MRFG

MRFG+MTFG
(4)

where MRFG is the recycled flue gas mass flow rate and
MTFG is the total produced flue gas mass flow. For example,
R = 0 means that there is no flue gas that was recycled back
to the hood, and in extreme case, R = 1 represents that total
flue gas was recycled back to the hood. The effect of FGR
on NOx is shown in Table 3. In Case-1, NOx is around

Table 3: CFD simulation results

Simulation description NOx Tout O2 R
[g/s] degC

Case-1 (without FGR) 150 640 16.5% 0
Case-2 (without FGR) 90 560 17% 0
Case-3 (with FGR ) 10 640 6.2% 0.75
Case-4 (with FGR ) 17 720 5.8% 0.75

150 g/s but by replacing the fresh air with flue gases on the
slits and other opening(Case-4), the NOx was reduced to 17
g/s. Similarly, in Case-2 and Case-3, when fresh air through
charging surface was replaced with flue gas NOxwas reduced
from 90 g/s to 10 g/s.
Thermal NOx is produced by the reaction of atmospheric
oxygen and nitrogen at elevated temperatures, and is consid-
ered to be the dominant mechanism. ISO clip temperature of
the furnace for Case-1 (without FGR) and Case-4 (with FGR
through the gaps) are shown in Figure 4, and 5 respectively
to understand the effect of FGR on temperature.

Figure 4: Case-1: Iso-clip of temperature ℃

High temperature pockets responsible for thermal NOx for-
mation are clearly visible in CASE-1 (see Figure 4). The
number of hot pockets has been reduced with FGR (see Fig-
ure 5).

Figure 5: Case-4: Iso-clip of temperature ℃

The effect of temperature on the NOx is exponential and small
reduction in temperature causes significant reduction in NOx
formation and thus concentration of NOx in the furnace off-
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gas. The amount of thermal NOx formed not only depends
on the temperature of the flame but also the residence time.
Both higher temperature and the longer residence time re-
sult in more NOx production. However these simulations
have been performed assuming steady state conditions and
therefore the effect of residence time is not shown in the
current calculations. The prediction of temperature in a tur-
bulent flame is important because the temperature affects the
chemical kinetics considerably (i.e. reaction rates of all in-
termediate reactions) and therefore the combustion behavior.
If the temperature is poorly predicted a realistic estimation of
the pollution (i.e soot, NOx) is less likely to be achieved.

Effect of radiation

Due to the high temperatures involved in combustion pro-
cesses, e.g. 2000 ℃, radiation heat transfer appears as an im-
portant heat transfer mechanism in many combustion devices
including combustion inside the furnace hood. Infrared (IR)-
active species such as CO2, CO and H2O are often present in
the products of combustion of fuel consisting of Carbon and
Hydrogen. The combustion products such as CO2, CO and
H2O are responsible for the non-luminous radiation.

Figure 6: Iso-clip of NOx without Radiation

In fuel-rich flames, soot is also formed and, as a consequence,
a significant amount of radiation is emitted in the luminous
region of the spectrum (Pessoa-Filho, 1999). In industrial fur-
naces, there are many hot particles such as dust and soot and
because of these hot particles a significant amount of radia-
tion is emitted in the luminous region of the spectrum. Many
studies have indicated that radiation is found to reduce the
flame temperature with a consequent reduction of the overall
reduction in NOx concentration. Radiation is the dominant
mechanism of energy transfer in combustion systems like fur-
naces, turbines, engines, combustion chambers, etc. Many
studies have shown that heat transfer by radiation should be
considered in the CFD combustion simulation.
The radiation effects proved to have a great influence on the
velocity and temperature profiles. Although in many com-
bustion calculation effect of radiation is neglected assuming
combustion gases as a transparent. However, the combustion
gas inside the furnace contain H2O and CO2 and both these
gas components are not transparent to the radiation. The
effectiveness of CO2 addition in reducing flame temperature
and NOx emission have been studied widely and CO2 primar-
ily increase the heat capacity and radiation loss (Park et al.,
2008).
The previous simulations as given in Table 3 were carried out
with radiation model but it was assumed that gas is transpar-

Table 4: The effect of radiation model on NOx formation

Case Charge pipes Gaps Radiation NOx
(Nm3/h) (Nm3/h) (g/s)

Case-2 94 953 (F)* 33 583 (F)* NO 90
Case-2A 94 953 (F)* 33 583 (F)* YES 2.44

ent to the radiation. This had resulted in higher temperature
and therefore higher NOx formation. These assumptions
were modified and additional simulations with and without
radiation were performed. WSGGM-domain-based model
was used for estimating the absorption coefficient. Although
scattering also affects the radiation intensity along the path
for purposes of simplicity, here scattering is neglected. The
simulations results with and without radiation are shown in
Table 4. The NOx formation rate without radiation is 90
(g/s) and with radiation the rate of NOx formation is 2.44
(g/s). The results from this study without radiation and with
radiation are shown in Figure 6 and Figure 7. The figures 6
and Figure 7 show the iso-clip of the local NOx concentration
without and with radiation. A peak in the NOx corresponding
to the high temperature zone are quite visible. In absence of
the radiation, the heat losses to the surrounding is extremely
small which results in higher temperature inside the furnace
and therefore many pockets with a larger concentration of
NOx (as shown in Figure 6) are observed. However, the tem-
perature becamemuch lower when simulations were repeated
with radiation and therefore the larger NOx concentration dis-
appear see Figure 7.

Effect of gas burst

One of the challenging issue with the submerged arc furnace
used in the silicon and high silicon alloy industries is the
existence of high gas pressure condition inside the crater
zone of the furnace. Crater zone is formed as cavity in the
bulk of charge materials around the electrodes tip. In fact
due to the existence of chemical reactions inside the charge
materials, there is always a high gas pressure situation in the
furnace heart. Because of reduced permeability of charge
materials and melting of charge materials in the region near
by the electrode tips (the crater walls), the gas pressure in
the crater zone increases to higher levels than what can be
expected from a porous bed. Furthermore, a submerged-arc

Figure 7: Iso-clip of NOxwith Radiation (scales are given in Figure
6)
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Table 5: Base case conditions used as basis for CFD simulations.

Case Charge pipes Gaps burst NOx
(Nm3/h) (Nm3/h) (g/s)

Case-2A 94 953 (F)* 33 583 (F)* NO 2.44
Case-5 94 953 (F)* 33 583 (F)* Inner 2,73
Case-6 94 953 (F)* 33 583 (F)* Outer 2.94
Case-7 94 953 (FGR)* 33 583 (F)* Inner 0.026
Case-8 94 953 (FGR)* 33 583 (F)* Outer 0.286

furnace is continually fed with carbon and quart to produce
liquid metal which is tapped from the base of the furnace).
To maintain the continuous production of liquid metal, the
raw material such as ore and carbon sources (coke, coal, and
wood chips) are injected in an regular intervals. During the
reduction process, gas cavities are formed underneath the
charge surface and a solid crust region builds up above a gas
cavity. This crust is composed of a mixture of carbon, molten
quartz, silicon carbide, and condensate. (Sloman et al., 2017).
During the furnace operation, the cavity pressure becomes so
high that gas escapes rapidly to the charge surface and the
rapid release of the gas are known as a burst (Schei et al.,
1998; Kadkhodabeigi et al., 2010).
Burst of high velocity hot gases from the furnace charging is
one of phenomena which seems to be related to the existence
of the high pressure crater zone of the furnace. A 2D view
of the inside of the silicon furnace is presented in Figure 8.
Results of furnace excavations confirm the formation of the
cavities around the electrodes tips. Normally these burst
consist of the process gases with a high concentration of
SiO and CO gas. These gases reacts with air and produces
high temperature zone responsible for NOx formations. The
proposed CFD model of the furnace with burst allows better
understanding of the burst effects on the NOx formation.

Figure 8: Schematic of the inside conditions of a submerged arc fur-
nace used for Silicon production (Kadkhodabeigi et al.,
2010)

In the present study, CFD simulations of the submerged arc
furnace with and without burst were performed. The sim-
ulations and corresponding results for burst simulations are
given in Table 5. In Table 5, (F)*Means fresh air and (FGR)*
Means Flue gas recirculation
In total, four simulations were performed to establish the
effect of burst and FGR on the temperature and NOx distribu-
tion. The burst results in a higher rate of process gas formation
and the combustion of additional process gases from the burst
results in an increased temperature and therefore increase in
thermal NOx formation. The process gas in silicon furnace

consist of both CO and SiO and the combustion of SiO re-
sults in micro-silica (SiO2) formation. The heat of formation
of SiO2 is approximately three times higher than CO2. In
practice, the burst results in more SiO formation and this SiO
will react with air resulting in an increase flame temperature.
However, the SiO reaction is not considered in the present
calculations instead equivalent CO reactions are considered.
Again to model the burst, mass flow rate boundary condition
was used at the charge surface. For burst, the process gasmass
flow rate was provided as an input. Case-5 is a baseline case
where the fresh air is injected through charging pipes and also
through other openings. The process gas was released from
the charging surfaces and burst at inner location of charging
surface was considered. The Case-6 is similar to the Case-5
except the burst was considered at the outer location of the
charging surface. In case-7, flue gas was injected equally
through the seven charging pipes and fresh air was injected
through other openings. The burst was considered at the

Figure 9: Iso-Clip of NOx concentration with radiation, without
FGR, and with burst

Figure 10: Iso-Clip ofNOxconcentrationwith radiation, with FGR,
and with burst

inner location of the charging surface. The Case-8 is similar
to the Case-6 but with FGR through charging pipes. The
effect of burst on the NOx can be seen in Table 5. The NOx
without burst is 2.44 g/s (Case-2A) and with burst at outer
location (Case-6) is 2.94 g/s. With FGR and with burst, the
NOx production rate was decreased from 2.93 g/s (Case-6)
to 0.286 g/s (Case-8). The Iso-clip of Case-6 and Case-8 are
shown in Figures 9 and 10.
A localized pocket of NOx at the burst location can be seen
that indicates the localized high temperature zone resulting
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from the reaction between burst gases and ambient air. How-
ever, with FGR, with a reduced amount of fresh air the rate of
NOx formation is also reduced. The location of burst also af-
fects the NOx formation, the rate of NOx formation is higher
when burst occurs at the outer location of the charge surface.
Therefore, the effect of location of burst has a prominent
effect on the rate of NOx formation with FGR.

CONCLUSIONS

It is demonstrated how the use of recirculated flue gas in the
flue gas combustion zone of a ferro-silicon furnace affects
the peak temperatures. The reduction in peak temperature is
achieved because recirculated flue gas with reduced oxygen
concentration has a significantly lower adiabatic flame tem-
perature than air. The corresponding effect onNOx formation
has been demonstrated through computational fluid dynamics
simulations. The results indicate an order of magnitude re-
duction in NOx formation when recirculated flue gas ( 6vol%
O2) is used in the combustion zone instead of air (21vol%
O2). The recirculation ratio (R) has significant influence
on both peak temperature and NOx rate. Furthermore, the
studies also indicated that the accounting of radiation model
is extremely important for modeling the combustion related
problems. The studies show that both the burst and its loca-
tion play a significant role in the NOx production.
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ABSTRACT
Hydrogenation, oxidation and alkylation are just some of the pro-
cesseswhich are performed in bubble columns. One of the reasons to
use a bubble column for these processes is the high interfacial mass
transfer coefficients. Trying to simulate the mass transfer around the
bubbles is however challenging due to the typically high Schmidt
numbers of liquids, meaning that the mass boundary layer is very
thin compared to the momentum boundary layer. To resolve this
thin mass boundary layer, a subgrid scale model can be used. This
work focuses on improving the subgrid scale model that we have
embedded in our in-house front tracking framework of Claassen et
al., AIChe J 2019. In the current implementation the unphysical nu-
merical back diffusion at the grid into the bubble has been prevented
with a staircase immersed boundary implementation. A verification
has been performed by comparing the simulated, local and global
Sherwood number with the analytical solution in creeping and po-
tential flow regimes. Furthermore, the model was validated for 20
free rising bubbles of different shapes at industrial relevant Schmidt
numbers (103-105). The model was able to correctly predict the
Sherwood numbers.

Keywords: Computational Fluid Dynamics, bubble columns,
Front Tracking, mass transfer, subgrid scale modeling, boundary
layer, Direct Numerical Simulation .

NOMENCLATURE

Greek Symbols
δ Boundary layer thickness, [m]
γ Strain rate (−∂un

∂n2 ), [1/s]
κ Viscosity ratio
ρ Density, [kg/m3]
τ Stress tensor, [kg/ms2]
θ Angle from the top of the bubble to the bottom, [rad]

Latin Symbols
c Concentration, [kg/m3]
D Diffusion coefficient, [m2

/s]
F Force density, [kg/m2s2]
g Gravity constant, [m/s2]
M0 Total mass density in the model boundary layer region

of a marker, [kg/m2]
n Normal coordinate from the interface, [m]
p Pressure, [kg/ms2]
Pe Peclet number, [−]

Re Reynolds number, [−]
Sh Sherwood number, [−]
t Time, [s]
u Velocity, [m/s]

Sub/superscripts
δ0 At the model boundary layer thickness
σ Surface tension
n Normal direction from the interface
0 Model/bubble

INTRODUCTION

Bubbly flows are frequently encountered in many industries
such as in the metallurgical, biochemical and chemical in-
dustry. In these industries, the bubbles are used to introduce
mixing and/or supply reactants or remove reaction products.
The efficiency of the last two processes depends on the mass
transfer characteristics which are not thoroughly understood
in bubbly flows. One of the reasons is the high Schmidt num-
bers typically found in gas-liquid systems. As the Schmidt
number is high, the mass boundary layer is very small com-
pared to the momentum boundary layer making it difficult to
capture experimentally and to resolve numerically. Neverthe-
less, the subject has still been heavily studied in the past two
decades.
For numerical studies, four different techniques have been
used to resolve the boundary layer. The first technique uses
the same uniform grid for solving the momentum equation
and the advection-diffusion equation which ensures an easy
coupling between the two equations. The disadvantage, how-
ever, is that both equations are solved with the grid size that
is required to resolve the smallest boundary layer of the two.
With this approach Bothe et al. (2004); Bothe and Warnecke
(2005); Onea et al. (2009); Alke et al. (2009) and Hayashi
and Tomiyama (2011) studied the mass transfer from single
(deformable) bubbles, Taylor bubbles or bubble trains. Be-
cause the computational costs are high in this approach, sev-
eral simplifications are made: the Schmidt number was kept
low (Onea et al., 2009; Alke et al., 2009), an axisymmetric
domain was used (Bothe et al., 2004; Bothe and Warnecke,
2005;Alke et al., 2009;Hayashi andTomiyama, 2011), and/or
the simulations were performed in 2D (Bothe and Warnecke,
2005; Alke et al., 2009; Hayashi and Tomiyama, 2011).
The disadvantage of this first technique is reduced when two
separate grids are used. The two grids are uniform and regular
but have the size required for resolving the boundary layer of
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the solved field. Since both grids are regular and uniform,
interpolating the value of one grid to the other grid is still
easy. With this technique, Davidson and Rudman (2002)
investigated themass transfer of deformable bubbles. Koynov
et al. (2005) and Radl et al. (2007, 2008) also investigated
the mass transfer of deformable bubbles with this technique,
but they included a reaction. Whereas these studies used 2D
domains, Darmana et al. (2006) simulated a single bubble in
full 3D, but with a low Schmidt number of unity. Roghair
et al. (2016) simulated a bubble swarm in 3Dwith the Schmidt
number equal to unity.
This second technique only refines the field which requires
refinement. However, refinement is only required at specific
locations. The most important location is the boundary layer
at the interface (although the concentration wake might also
benefit from refinements). The refinement at the interface
can be imposed by unstructured grids or techniques such as
Adaptive Mesh Refinement (AMR). Unstructured grids have
been used by Jung and Sato (2001, 2005); Dani et al. (2006);
Wylock et al. (2011); Colombet et al. (2013); Deising et al.
(2016) and Hayashi and Tomiyama (2011). Most of these
researches simulated fixed bubble shapes due to the difficulty
of moving the unstructured mesh with the bubble oscilla-
tions. Panda et al. (2020) showed the potential of AMR with
simulations of forced-convection mass transfer from single
bubbles at high Prandtl numbers (O(102)). Mass transfer of
moving deformable bubbles with industrial relevant Schmidt
numbers in the range of O(103) -O(105) is however still a
challenge, due to the high level of refinement that is required.
The last approach that is being used for the simulation of
mass transfer from bubbles is different from the previous ap-
proaches. This approach does not resolve the boundary layer
with a small enough grid size, but uses a subgrid scale (SGS)
model to approximate the concentration boundary layer. So
far two different SGS models for the mass transfer of bubbles
have been developed. The Center of Smart Interfaces and
the Institute for Mathematical Modeling and Analysis groups
in Darmstadt have worked on a SGS model which is imple-
mented in the Volume of Fluid framework. Their first model
uses an analytical solution to the advection-diffusion equa-
tion which is simplified by assuming curvature effects to be
negligible, convection to be dominant parallel to the interface
and diffusion to be dominant tangential to the interface. The
mass boundary layer thickness, used as a free model param-
eter, is then fitted from the simulation data and with that the
convective and diffusive fluxes in interface cells are corrected
(Alke et al., 2010; Bothe and Fleckenstein, 2013; Gründing
et al., 2016; Weiner and Bothe, 2017). In one of the most
recent publications, the analytical solution is no longer used.
It is replaced by a solution provided by a machine learning
method. With the result from the machine learning model the
fluxes are corrected (Weiner et al., 2019).
The other subgrid scale model has been developed at the
University of Notre Dame by Aboulhasanzadeh et al. (2012).
This subgrid scale model has been implemented in the Front
Tracking (FT) framework. It makes use of the same as-
sumptions as the other subgrid scale model to simplify the
advection-diffusion equation. The advection-diffusion equa-
tion in a specific region normal to a FT marker is solved with
an approximate boundary layer model. If the surface concen-
tration in the boundary layer passes a certain threshold only
then the mass is transferred to the grid that deals with the
species transport in the remainder of the domain.
In this research, we chose to improve this latest model. First
of all, we ensure species conservation in the SGS model

during the crucial remeshing operations. Secondly, we make
use of the exact analytical solution in the form of the error
function instead of the second order polynomial that is used
by Aboulhasanzadeh et al. (2012). And lastly, we prevent the
numerical diffusion back into the bubble.
This article will first explain the details of the Front Track-
ing method. Next, the subgrid scale model and the made
improvements will be elaborated on. Subsequently, the cor-
rectness of the improvedmodel is shownwith verification and
validation of the method.

MODEL DESCRIPTION

Front Tracking

In Direct Numerical Simulations (DNS), two types of inter-
face representations are encountered. The first are so-called
front capturing methods in which the interface is not explic-
itly tracked but reconstructed from other quantities such as a
color function for Volume of Fluid and a distance function
for Level-Set. The second type are so-called front tracking
methods in which the interface is explicitly tracked via La-
grangian points. One of these methods is the FT method in
which the Lagrangian points are connected to form a closed
triangular mesh. This method is used in this study.
In FT, the bubble moves by advecting the Lagrangian marker
points with the local velocity, which is calculated via piece-
wise cubic spline interpolation of the Eulerian velocity field.
As a result of the individual advection of the marker points,
the mesh quality decreases. To correct this a remeshing al-
gorithm is performed after the point positions are updated
(Roghair et al., 2016). When the distance between two
marker points is too long and/or the edge shows local un-
dulations, a point is added to give a high point concentration
in curved parts (edge splitting). On the other hand, when
the distance between two marker points is too short and/or
the mesh is locally very flat, a point is removed which leads
to a lower resolution in flat parts (edge collapsing). To en-
sure a good mesh quality (preferably equal lateral triangles),
the connection between two markers might change from an
edge between two points to an edge between the opposite
two points (edge swapping). Lastly, to reduce the amount of
remeshing operations that are needed all the marker points
are evenly distributed over the interface while any volume
changes due to the remeshing operations are corrected via the
volume restoration/conservation method described by Kuprat
et al. (2001) (edge smoothing). These crucial remeshing op-
erations are graphically shown in Figure 1.
In FT, theNavier-Stokes equation and the continuity equation,
given in equations 1 and 2, are then solved on a staggered
Cartesian grid with a one-fluid formulation where the density
is obtained via volume weighing averaging and the viscosity
via harmonic averaging with the phase fraction.

ρ
∂u

∂t
= −∇p− ρ∇ · (uu)−∇ · τ + ρg + Fσ (1)

∇ · u = 0 (2)

The connection between the interface representation and the
Cartesian grid is made via the surface tension force inside the
incompressible Navier-Stokes equation. The surface tension
is calculated at every FT marker as the sum of the tensile
forces the marker exerts on its neighboring markers, i.e. the
pull force method (Tryggvason et al., 2001). This force is
mapped to the nearby Eulerian cells using a mass-weighing
function (Deen et al., 2004).
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To solve the equations, a projection-correctionmethod is used
to first solve for the velocity with equation 1 and then correct
the velocity with equation 2. The convective term in the
Navier-Stokes equation is discretized via a second order flux-
delimited Barton scheme and treated explicitly. The diffusive
term, on the other hand, is discretized using a second order
central difference scheme and treated semi-implicit such that
the velocities in all three directions can be solved separately.
Further numerical details can be found in Dijkhuizen et al.
(2010) and Roghair et al. (2016).

Mass Transfer

For the mass transfer, the advection-diffusion equation, given
in equation 3, is solved on the same Cartesian grid as the
hydrodynamics. The diffusion term is discretized with a sec-
ond order central difference scheme and treated implicitly,
while the convection term is discretized with the Van Leer
scheme and treated explicitly. Since the SGS model deals
with the mass transfer from the bubble interface to the liq-
uid, the whole concentration field on the Eulerian grid is
uniformly initialized to the initial concentration in the liq-
uid. The concentration is assumed to not influence the fluid
properties.

∂c

∂t
+ u · ∇c = D∇2c (3)

Subgrid-scale model
The subgrid-scale model describes the concentration profile
close to the bubble interface, in a region of width δ0, bymeans
of a boundary layer approximation. The advection-diffusion
equation in the boundary layer is simplified by assuming neg-
ligible curvature effects, dominant convection parallel to the
interface and dominant diffusion tangential to the interface.
Next to that, a Taylor expansion of the velocity is applied. This
leads to the following simplified equation for each marker
(Aboulhasanzadeh et al., 2012):

∂c

∂t
= nγ

∂c

∂n
+D

∂2c

∂n2
(4)

Figure 1: The remeshing operations that are used tomaintain a good
mesh quality.

The first term on the right hand side indicates the concentra-
tion change as a result of compression or expansion of the
boundary layer due to the flow field and the second term in-
dicates a concentration change as a result of diffusion normal
to the interface.
Equation 4 is solved for every marker via the zeroth moment
of the concentration in the model boundary layer region, i.e.
M0 =

∫ δ0
0
c(n)dn. The evolution of the zeroth moment over

time is given in equation 5.

dM0

dt
= −γM0 −D

∂c

∂n

∣∣∣∣
0

+ γcδ0δ0 +D
∂c

∂n

∣∣∣∣
δ0

(5)

Aboulhasanzadeh et al. (2012) assumed a second order con-
centration profile to evaluate this equation explicitly. We
will use the concentration profile given by the error function
(equation 6). The concentration profile depends on the (real)
boundary layer thickness (δ). When assuming a second order
concentration profile the boundary layer thickness can easily
be calculated from the total mass and the concentration pro-
file. For the error function profile, this is however not the case
as the error function can not be inverted. Therefore Newton-
Rapson’s method is used to calculate the real boundary layer
thickness.

c(n)

c0
= erfc

(√
π
n

δ

)
(6)

The above given concentration profile only holds in the region
close to the bubble interface. The Eulerian grid should solve
the remainder of the concentration field. Note that equation
6 is the analytical solution of equation 4 for an semi-finite
domain with concentration zero at infinity. As mentioned
before the whole concentration field in initialized uniformly.
The Eulerian grid only gets a concentration when the bound-
ary layer thickness at a marker becomes larger than the model
boundary layer thickness. When this happens the latter two
terms in equation 5 are added to the Eulerian grid as a source
term in equation 3 via polynomial weighing (Darmana et al.,
2006). There is a one-way coupling between the boundary
layer SGS model and the bulk concentration field: the SGS
model determines the molar flux into the fluid bulk, but the
concentration in the bulk fluid does not influence the bound-
ary layer development.

Remeshing

This subgrid scale model is implemented at the individual
FT markers where the markers should store the mass den-
sity (M0) to evaluate the change over time. When markers
are removed, added or reshaped as a result of remeshing, the
mass density of the changed markers should be adjusted ac-
cordingly to prevent numerical mass gain or loss. For every
remeshing operation, we have implemented an algorithm to
restore the total mass.
The first considered remeshing operation is edge splitting that
occurs when an edge becomes too long and/or is not capable
to capture the local curvature (Figure 1a). When an edge
is split two markers are divided into two new markers each.
These new markers will have the same mass density as the
marker they originated from.
For edge swapping, a similar algorithm is used. With edge
swapping two markers change how they are connected (Fig-
ure 1c). In this case, the average mass density is calculated
and the mass density of both markers will be equal to this
average after the remeshing.
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For edge collapsing the algorithm is a little less straightfor-
ward as there are more markers involved. Edge collapsing is
performed when an edge is too short and/or the local curva-
ture is very low. This means the resolution can be reduced
by removing an edge and hence removing two markers (Fig-
ure 1b). All the markers with one point connected to the to be
removed edge will consequently change shape. To correct for
the removed mass from the two markers the total mass before
and after removal is calculated. The difference in mass is then
distributed over all markers that have grown in size weighted
by their size increase.
The last remeshing operation, edge smoothing, follows the
same algorithm as for edge collapsing. Edge smoothing
slightly changes the position of the two edge endpoints to
yield a better local node distribution (Figure 1d). As a re-
sult, all markers that contain one of those nodes will slightly
change in size, similar to what happens for edge collapsing.
Hence the algorithm here is again: calculate the total mass
before and after smoothing and distribute the difference over
all involved markers that increased in size weighted by their
size increase.

IBM

In our previous work (Claassen et al., 2019) as well as in the
work of Aboulhasanzadeh et al. (2012) an unphysical mass
flux into the bubble was found. On the grid the convection-
diffusion equation, equation 3, is solved using a one-fluid ap-
proximation. This means the concentration can diffuse from
the fluid to the gas phase without a problem. A concentration
gradient appears into the bubble at δ0 when mass is trans-
ferred from the SGS model to the Eulerian grid on which the
concentration inside the bubble is initialized to zero. A source
is thus introduced close to the bubble interface resulting into
a flux to the bubble. To prevent this flux, we have further
improved the model by implementing an immersed boundary
at the end of the boundary layer. At this boundary a Neumann
boundary condition is enforced using a staircase Immersed
Boundary Method (IBM) (Tseng and Ferziger, 2003; Mizuno
et al., 2015; Seo and Mittal, 2011) to prevent molar fluxes
into the bubble. Before the IBM can be implemented, the
cells that are outside the bubble and boundary layer region
should be determined. Only to these cells, the source term
from the SGS model should be forced.
To determine the cells outside the bubble and boundary layer
region, we adopted the approach of Mittal et al. (2008) in
which for every cell the vector to the closest marker is identi-
fied. The dot product of this vector and the marker’s normal
vector determines where the cell center is located. To take
into account the mass boundary layer, the marker’s center is
temporary transposed a distance of δ0 in its normal direction.
Performing this procedure for every cell at every time step
will result in quite some computational overhead. However,
since markers move maximally one grid cell in one time step,
the computational time can be reduced significantly by only
considering the eight cells neighboring a marker.
To map the mass flux that comes out of the SGS model
the polynomial weighing procedure Darmana et al. (2006) is
slightly adapted. The flux is only mapped to the cells that
lay outside the model boundary layer. The same polynomial
weighing is used but corrected by the total weight of the cells
that lay outside the boundary layer.
To prevent the unphysical flux into the bubble, the implicit
matrix coefficients and the explicit source vector are adjusted
for cells outside of the bubble and the boundary layer that
have a neighbor inside the bubble or boundary layer and for

all cells inside the bubble or boundary layer. This last step
is not necessary but is expected to speed up the computation.
For cells outside the bubble and boundary layer that have a
neighbor inside the bubble or boundary layer the implicit dif-
fusive flux between those cells are set to zero. The explicit
convective flux, discretized with the Van Leer scheme, de-
pends on four cells: the cell at which the flux is calculated
(i), the neighboring cell on one side (il = i− 1) and the two
neighboring cells on the other side (ih = i+1, ihh = i+2).
In case the cell at which is being calculated (i) is inside the
bubble or the boundary layer, the flux is set to zero. If the
i− 1 cell is inside the bubble or the boundary layer, the flux
is calculated with the concentration of i at the place of il. If
ih is inside the bubble or the boundary layer, then the flux is
set to zero. Lastly, if ihh is inside the bubble or the boundary
layer, the flux is calculated with ih at the place of ihh. The
procedure for il and ihh is analogous to the flux calculation
when those cells would be outside of the domain. All cells
inside the bubble or boundary layer are always forced to have
a zero concentration (although this is not strictly necessary as
the IBM will already prevent mass from going there).

RESULTS

Verification

To check the implementation of this new model we used a
test where a bubble is placed in Stokes flow and a test where
the bubble is placed in potential flow. For these tests the
velocity field is not solved but imposed from the Hadamard-
Rybczynski solution (Hadamard, 1911; Rybczynski, 1911)
and Clift et al. (1978), respectively. Since we use a moving
frame of reference (Deen et al., 2004) the velocity and pres-
sure field are only set at initialization. Further simulations
settings are given in Table 1.

Table 1: Settings used for the verification tests.

Bubble diameter 3.2 mm
Bubble resolution 40 Grid cells
Domain size 2.5 × 2.5 × 2.5 de
Time step 0.000001 s
Simulation time 6.0 s
Viscosity ratio 0.185 -
Velocity 0.05 m/s
Peclet number 160, 000 -

To verify the correct implementation the local and global
Sherwood number obtained in the simulations are compared
with the analytical solution. In the simulations the Sherwood
number is calculated as dc

dn

∣∣ = − 2c0
δ at every marker. The

analytical local and global Sherwood number are obtained
from equation 7 and 8 for Stokes flow and equation 9 and 10
for potential flow.

Sh(θ)√
Pe

=

√
3

π

1 + cosθ√
2 + cosθ

√
1

1 + κ
(7)

Sh√
Pe

=

√
4

3π

1

1 + κ
(8)

Sh(θ)√
Pe

=

√
3

π

1 + cosθ√
2 + cosθ

√
3 (9)

Sh√
Pe

=

√
4

π
(10)

In Figure 2, the computed local Sherwood number averaged
over the last 2s of the Stokes flow simulation are plotted to-
gether with the analytical solution. Figure 3 shows the same
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plot but for potential flow. For comparison, we also per-
formed a simulation with our improved SGS model with the
second order profile as described by Aboulhasanzadeh et al.
(2012). The results of these simulations are also included in
the graphs. As can be seen, in both cases our SGS model
predicts the local Sherwood number correctly especially at
the top of the bubble. At the bottom of the bubble, there’s a
small mismatch both with the erf function profile as well as
with the second order profile. This is attributed to the fact
that at the bottom of the bubble the model boundary layer is
almost completely saturated which makes it difficult to cor-
rectly fit the concentration profile. Nevertheless, the global
Sherwood number prediction is still accurate. With our SGS
model with the error function, the Sherwood number was un-
derestimated by 0.9% and 0.6% in Stokes flow and potential
flow, respectively. This is almost half the error compared to
the second order profile which overestimated the Sherwood
number by 1.6% and 1.7%, respectively.

Figure 2: Local Sherwood number in the Stokes flow test. Averaged
over the last 2s of the simulation.

Figure 3: Local Sherwood number in the potential flow test. Aver-
aged over the last 2s of the simulation.

Validation

To validate our code, we have performed the same set of
simulations as in Claassen et al. (2019). The cases are in-
dicated in the Grace diagram in Figure 4. The simulations
have been performed with a moving frame of reference (Deen
et al., 2004). The simulations settings are the same as in our
previous work and are summarized in Table 2.
Since the hydrodynamics of the code was already validated
in Claassen et al. (2019), the focus here is only on the mass
transfer. To validate the mass transfer the time-average global
Sherwood number calculated from the simulations is com-
pared with literature correlations. For spherical and slightly

Table 2: Simulations settings for the 20 cases depicted in Figure 4.
Z is the domain height in the rise direction and is case
dependent.

Bubble diameter 1.5− 6.9 mm
Bubble resolution 20 Grid cells
Initial bubble shape Spherical
Domain size 100× 100× Z Grid cells
Initial bubble position 50× 50× 60 %
Interface concentration (c0) 1.0 kg/m3

Time step 10−6 − 10−5 s
Dimensionless simulation time 100 -
Viscosity ratio 48− 66 -
Density ratio 640− 908 -
Eötvos number 0.2− 60 -
log Morton -11− 1 -

ellipsoidal bubbles the correlation of Takemura and Yabe
(1998) (equation 11) and of Lochiel and Calderbank (1964)
(equation 12) are used. For wobbling bubbles the correlation
of Brauer and Mewes (1971) (equation 13) and of Ander-
son (1967) (equation 14) are used. The simulation results
together with predictions from these correlations are shown
in Figure 5 and Figure 6 for spherical/ellipsoidal bubbles
and wobbling bubbles, respectively. For spherical/ellipsoidal
bubbles the Sherwood number is always within 10% of the
literature correlations that have an accuracy of 7% and 12%
for Takemura and Yabe (1998) and Lochiel and Calderbank
(1964) respectively. It may appear as if our simulations are
constantly lower than the correlations, this is, however, due
to the fact that our bubbles or not all perfectly spherical as
the correlations assume. Figueroa-Espinoza and Legendre
(2010) showed that for low Reynolds numbers (<∼ 100) the
Sherwood number decreases with a slightly increased aspect
ratio which supports our results. For the wobbling bubbles
the accuracy is always within 15% of the literature correla-
tions. For this regime the literature correlations mismatch
between one another (this is even more visible in Claassen

Figure 4: 20 simulations of different bubble shapes that have been
performed.
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et al. (2019) wheremore correlations are included), it is there-
fore harder to make a statement about the precise accuracy of
our method.

Sh =
2√
π

√
1− 2

3
(
1 + 0.09Re2/3

)3/4 (2.5 +√Pe) (11)

Sh =
2√
π

√
Pe

(
1− 2 + 3κ

1 +
√
κλ

1.45

Re1/2

)
(12)

Sh =2 + 0.015Re0.89Sc0.7 (13)

Sh =1.2

√
defN
D

with fN = de

√
48σ

π2d3eρl(2 + 3λ)
(14)

Figure 5: Calculated Sherwood number for the spherical/ellipsoidal
cases (markers with errorbars) together with literature
correlations (lines).

Figure 6: Calculated Sherwood number for the wobbling cases to-
gether with literature correlations.

The above-mentioned Sherwood results agree with the results
of our previous work (Claassen et al., 2019). The local con-
centration on the Eulerian grid, however, is different due to
the here implemented IBM. Figure 7 shows the concentration
on the grid with and without IBM for case 1. The figure
shows the diffusion back into the bubble when IBM is not
used, while the model with IBM clearly shows that there is no
diffusion in the bubble. Due to the use of a log scale for the
concentration, a difference in the wake predicted by the two
models becomes visible. The wake of our new model has the
expected thin shape, while the other wake is broader due to
the diffusion back into the bubble and even outside the top of
the bubble.

CONCLUSION

In this paper, the SGS model initially developed by Aboul-
hasanzadeh et al. (2012) is improved by including an algo-
rithm for the SGS model upon remeshing, using the exact
erf function and implementing an IBM to prevent numerical

diffusion into the bubble. To check the implementation, the
predicted Sherwood number of the model is verified for a
bubble in Stokes flow and a bubble in potential flow. The
computed Sherwood number was slightly under-predicted at
the bottom of the bubble, but the global Sherwood number
was still within 1% of the analytical solution. Furthermore,
we validated the new model with 20 free rising bubbles. For
the spherical and ellipsoidal bubbles, the Sherwood num-
ber deviated maximally 10% from literature correlations that
mostly have an accuracy of roughly 10%. For the wobbling
bubbles, the deviation was maximally around 15%, which
is still good considering the accuracy of the correlations in
this regime. We attribute the deviation between our results
and the literature results to the fact that the correlations are
rather strict and only applicable in very specific conditions
such a potential or creeping flow and/or perfect sphericity.
New, more broadly applicable correlations should be devel-
oped for which potentially this model could be used. Lastly,
we compared the concentration profile on the grid predicted
by a model with and without IBM implemented and found
that the numerical diffusion into the bubble also leads to an
incorrect wake which is broader than it should be. While
the numerical diffusion into the bubble could be considered
as negligible as is done in our previous work and the work
of Aboulhasanzadeh et al. (2012), the broader wake is not
neglectable.
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ABSTRACT
To model two-phase flows in industrial applications, for example
the raceway zone in a blast furnace, an Eulerian two-fluid model is
usually the method of choice. It has proven to predict the behavior
of gas-solid flows well and has a justifiable computational demand.
Although, it is already widely used, there are still some deficiencies
which arise from the averaged equations. Especially the continuity
equation needs some special care compared to single phase flows.
The consistency and boundedness need to be ensured, which is not
straightforward. One widely used approach to target this problem is
to use the relative velocities in the continuity equation. A drawback
is, that this modified equation is non-linear in the phase fraction
and therefore needs to be solved iteratively if solved implicitly. We
propose to solve the discretized equation by combining an implicit
solution step with (an) explicit corrector step(s). This new approach
was implemented in the open source software OpenFOAM® and
compared with the standard implementation. The new algorithm
gives good prediction results for several test cases and this implicit
approach could lead to larger time steps through better stability of
the solution procedure.

Keywords: Two-Fluid Flow, Euler-Euler Approach, Raceway
Simulation .

NOMENCLATURE

Greek Symbols
α Phase fraction, [−]
η Constant = 2 [−]
κ Solid conductivity [kg/ms]
λ Blending coefficient [−]
ξ Coupling term, [s−1]
ρ Density, [kg/m3]
τ Stress tensor, [kg/ms2]
φ Angle of internal friction [◦]
ϕ Velocity, [m/s]

Latin Symbols
p Pressure, [Pa].
t Time, [s]
A Diagonal contributions
F Flux [m/s]
Fr Constant = 0.05 [−]
K Drag coefficient [kg/m3s]
P Constant = 5 [−]

S Source term
V Cell volume[−]

(I2D)
−1/2 2nd-order deviatoric shear stress tensor

g Gravitational acceleration [m/s2]
S Surface normal vector [−]
U Velocity, [m/s]

Sub/superscripts
e Explicit
f Face value
g Gas
i Implicit
n Time step
p Center value
r Relative value
s Solid
C Convective
H High order
L Low order
fric Frictional
ktgf Kinetic theory of granular flows
min Minimum for frictional effects
max Maximum (packing) limit
∗ Quantity enlarged with decoupling terms

INTRODUCTION

Industrial processes often incorporate two- or multi-phase
flows, for example: fluidized beds for pyrolysis (Papadikis
et al., 2008) or the blast furnace for pig iron production (Ab-
hale et al., 2020). The simulation of such processes using
computational fluid dynamics (CFD) helps to understand and
improve them. To accurately and efficiently predict the phe-
nomena dominating the operation, well calibratedmodels and
numerical procedures are essential.
In general, the solid phase in a two-phase flow could be
described by using Lagrangian or Eulerian models. The La-
grangian models offer more detail, since they are able to
resolve particle interactions on a per particle basis (van der
Hoef et al., 2008; Agrawal et al., 2001). Although, com-
puter power is and has been increasing, the computational
demand is still limiting. Therefore, this approach is usu-
ally only applied to small scales or low solid concentrations.
For the many two-phase flows in industry, which incorporate
dense solid flows, the Eulerian models are the way to go,
(van der Hoef et al., 2008). Here, both (gas and solid) phases
are treated as interpenetrating continua. Particle interactions
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can not be resolved using those models but the models have
proven to correctly predict phenomena in two-phase flows.
Compared to single-phase flows, the coupled equations are
more difficult to solve and need special treatment, (Passalac-
qua and Fox, 2011; Weller, 2005). To further speed-up sim-
ulations the community is constantly trying to improve the
algorithms to solve the equations. In this paper we suggest
an alternative algorithm for the solution of the continuity
equation in two-phase flows.
The algorithmic approach is described in the following sec-
tion. The new approach was implemented in OpenFOAM®
and tested on several test cases. The results are presented
and provide promising results for the application of the new
algorithm.

THEORY

Two-Fluid solvers are widely used for dense gas-solid sys-
tems. They treat both the phases as interpenetrating continua
and use the Navier-Stokes equations for their description.
Compared to a single-fluid system, the phase fraction is added
to the descriptive equations. The phase-averaged equations
for the solid phase are given in the following. Eq. 1 shows
the continuity equation and Eq. 2 the momentum equation,
where αs is the solid phase volume fraction, Us the solid
velocity and Ug the gas velocity, ρs the solid density, τs the
solid stress tensor, p the pressure, ps the solid pressure, g
the gravitational acceleration and Ksg the drag interaction
coefficient. The solid pressure ps is modeled based on the
Kinetic Theory of Granular Flows, which is shortly described
in a following section.

∂

∂t
(αsρs) +∇ · (αsρsUs) = 0 (1)

∂

∂t
(αsρsUs) +∇ · (αsρsUsUs) = ∇ · (αsτs)

−αs∇p−∇ps + αsρsg +Ksg (Ug −Us)
(2)

The equations for the gas phase are formulated similarly by
using the quantities of the gas phase (gas volume fractionαg ,
gas density ρg and gas stress tensor τg):

∂

∂t
(αgρg) +∇ · (αgρgUg) = 0 (3)

∂

∂t
(αgρgUg) +∇ · (αgρgUgUg) = ∇ · (αgτg)

−αg∇p+ αgρgg +Ksg (Us −Ug)
(4)

The two phases are coupled through the momentum exchange
terms. In Eq. 2 and Eq. 4 only the drag term is consid-
ered (Ksg (Ug −Us)). Furthermore, the following condi-
tion links the phases:∑

αi = αs + αg = 1 (5)

With the phase-averaged equations, some problems arise in
the solution procedure, because the conservativeness of the
solution and the boundedness of the phase volume fraction
need to be ensured. Rusche (2002) and Oliveira and Issa
(2003) recap different approaches of the discretization of the
continuity equation. Here (and in OpenFOAM® ) we use
an approach presented by (Weller, 2005) and (Passalacqua

and Fox, 2011) where the equation is reformulated in the
following way:

∂

∂t
(αs) +∇ · (αsU) +∇ · (αgαsUr) = 0 (6)

using the average phase velocityU

U = αsUs + αgUg (7)

and the relative phase velocityUr

Ur = Us −Ug (8)

The derivation of the coupling terms and the phase pressure
yields the modified phase continuity equation, derived by
(Passalacqua and Fox, 2011):

∂αs
∂t

+∇ · (αs,fϕ∗) +∇ ·
(
αgαsϕ

∗
r,s

)
−∇ ·

[
αs,fξs,f

(
1

ρs

∂ps
∂αs

)
|f |S| ∇⊥αs

]
= 0

(9)

Where S is the surface normal vector and the averaged flux
(ϕ) (Eq. 11) and the relative flux (ϕr,s) (Eq. 13) are used.
The fluxes (ϕ∗ and ϕ∗r,s) are modified by a term resulting
from the decoupling of the momentum equations:

ϕ∗ = ϕ+ αs,fξs,f

(
1

ρs

∂ps
∂αs

)
f

|S| ∇⊥αs (10)

ϕ = αsϕs + αgϕg (11)

ϕ∗r,s = ϕr,s + ξs,f

(
1

ρs

∂ps
∂αs

)
f

|S| ∇⊥αs (12)

ϕr,s = ϕs − ϕg (13)

ξs,f =
1

As +
Ksg

ρs

(14)

The partially implicit algorithm (explained by (Weller, 2005)
and (Venier et al., 2018)) is used for the decoupling. The term
ξs,f results from this decoupling of the momentum equations
- in Eq. 14 only the drag term (Ksg) is mentioned, but also
the implicit part of the virtual mass force term can be added
to ξs,f . As is the coefficient matrix arising from the discreti-
sation of the momentum equation.
Boundedness can only be ensured, if a fully implicit so-
lution algorithm is chosen (Rusche, 2002; Passalacqua and
Fox, 2011), but the non-linearity in α (Eq. 9) requires sub-
iterations when using an implicit approach.
An upwind differencing scheme can also ensure the bound-
edness of the solution of Eq. 9. A drawback from the upwind
schemes is numerical diffusion and consequently unsatisfy-
ing results. Therefore, an algorithm, called MULES (Mul-
tidimensional Universal Limiter with Explicit Solution) for
blending high-order and upwind solution has been introduced
in OpenFOAM® . The MULES algorithm is described in the
next section.
Since this MULES algorithm requires quite small time step-
ping, ≤ 0.25 (Wardle and Weller, 2013), we wanted to sug-
gest a new algorithm to possibly combine the benefits of a
fully implicit and the MULES algorithm. This suggested and
newly implemented algorithm, named ICMULES, is intro-
duced afterwards and tested on several benchmark cases.
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MULES Algorithm

MULES is the abbreviation for "Multidimensional Universal
Limiter with Explicit Solution" and is an iterative algorithm
to solve hyperbolic equations (Tacconi, 2018). The method
explicitly integrates in time and uses a blending of first-order
upwind and high-order schemes for the calculation of the
fluxes. This ensures the boundedness while keeping the in-
fluence of numerical diffusion low.
In the OpenFOAM®Code theMULES:explicitSolve function
is used to partly solve the modified continuity Eq. 9. The
function solves Eq. 9 without the consideration of the last
term, see Eq. 15. FnCf denotes the convective fluxes, which
correspond to the second and third term in Eq. 9. The fluxes
are calculated with consideration of the lower (α = 0) and
upper (αmax) limits of the phase fraction. Si andSe represent
the source terms of the continuity equation arising from f.ex.
phase change or compression.

αn+1
sp − αnp

∆t
Vp +

∑
f

FnCf = αn+1
sp Si + Se (15)

The fluxes are blended by fluxes calculated with a low order
discretisation scheme FLC and fluxes calculated with a high
order discretisation scheme FHC . The low order and an antid-
iffusive flux A are summed up, see Eq. 17. The antidiffusive
flux is calculated as:

A =
(
FHC − FLC

)
(16)

A limiter function λ, based on the limits of αs and the neigh-
boring cell values is computed, which determines the degree
of blending.

αn+1
sp − αnsp

∆t
Vp+

∑
f

Fn,LCf +
∑
f

λfA = αn+1
sp Si+Se (17)

More details on the computation of the limiter λ are given in
(Tacconi, 2018).

ICMULES Algorithm

The suggested new algorithm combines an implicit solution
step with a corrector step using MULES. Therefore, it will
be called ICMULES (Implicit Corrected by MULES) in the
following. The implicit step solves Eq. 9. In the present
paper the following discretization schemes are used: implicit
Euler in time, limited linear for the convective term with the
relative flux, pure upwind for the other flux, a linear scheme
for the gradient and linear with correction for the laplacian
term.
The MULES algorithm is used in the next step to calculate an
antidiffusive fluxA, as previously, to ensure the boundedness
of the solution. This antidiffusive flux is used to correct alpha
similarly to Eq. 17:

αcorrsp − αisp
∆t

Vp +
∑
f

λfA = αn+1
sp Si + Se (18)

If the corrector step is usedmultiple times, an underrelaxation
factor of 0.5 for all but the first iteration is introduced. It is
usually applied three times in the following test cases.

Kinetic Theory Models

The solid phase fraction and its movement are modeled by
the Kinetic Theory of Granular Flows (KTGF) (Gidaspow,
1994). A granular temperature Θs is used to model the solid
phase viscosity and the particle pressure. Usually, a par-
tial differential equation (PDE) for the granular temperature
is constructed and solved (see (Gidaspow, 1994) or (Venier
et al., 2018) for further details).
If dissipation is assumed to be equal to production of the gran-
ular temperature, an algebraic equation is derived and solved
instead of the PDE. (This is denoted in the OpenFOAM®
settings by equilibrium=on).
For the solid viscosity µs,ktgf and the solid conductivity κs
different models using the radial distribution function g0, the
granular temperature Θs and the restitution coefficient es
exist.
Different models were proposed in literature for the calcu-
lation of the granular pressure, the frictional stress and the
radial distribution function. A short recap of the used models
is given below:

Granular Pressure Models

(a) Lun

ps = ρsαsΘs + 2ρsα
2
sg0Θs (1 + es) (19)

For the granular pressure the relation presented by (Ding and
Gidaspow, 1990) is used, which is derived based on Lun’s
velocity relations in a collision (Lun et al., 1984).

Frictional Stress Models

The kinetic theory of granular flows does not model parti-
cle interactions with multiple neighboring particles near the
packing limit, (Srivastava andSundaresan, 2003;Venier et al.,
2018). Therefore, models to account for friction, frictional
stress models, were introduced near the packing limit (when
αs > αmin). A frictional pressure and a frictional viscosity
are added to the solid pressure and the solid viscosity:

ps = ps,ktgf + ps,fric (20)

µs = µs,ktgf + µs,fric (21)

Passalacqua and Fox (2011) and Venier et al. (2018) compare
different frictional stress models and their influence on the
simulation. Commonly used models are:
(a) Johnson Jackson (Johnson et al., 1990)

ps,fric = Fr
(αs − αmin)

η

(αs,max − αs)P
(22)

µs,fric = 0.5ps,fric sin(φ) (23)

(b) Schaeffer (Schaeffer, 1987)

ps,fric = 1025 (αs − αs,min)
10 (24)

µs,fric = 0.5ps,fric (I2D)
−1/2

sin (φ) (25)

The angle of internal friction Φ was set to 28 for the Schaeffer
model and to 28.5 for the Johnson Jackson model in the
simulations.
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Radial Models
Different models to calculate the radial distribution function
g0 used in the granular pressure formulation (Eq. 19) have
been proposed: (a) Carnahan Starling (Carnahan and Starling,
1969)

g0 =
1

1− αs
+

3αs

2 (1− αs)2
+

α2
s

2 (1− αs)3
(26)

(b) Lun Savage (Lun and Savage, 1986)

g0 =

(
1− αs

αmax

)−2.5αmax

(27)

(c) Sinclair Jackson (Lun and Savage, 1986; Sinclair and
Jackson, 1989)

g0 =

(
1−

(
αs
αmax

)1/3
)−1

(28)

It has to be noted, that the Carnahan Starling model does
not take the maximum packing limit αmax into account, also
emphasized by (Venier et al., 2016). Therefore, the choice of
the frictional stress model in conjunction with this model is
essential, which will also be shown in the Results section.

RESULTS

Common test cases for two-fluid models are chosen to test
the stability of the newly proposed algorithm. The results
are compared to simulations with MULES. Furthermore, the
influence of different frictional stress and radial models was
tested to ensure the applicability of the ICMULES with dif-
ferent settings.
The test cases and the corresponding models used are sum-
marized in Table 1. The abbreviations there correspond to the
test cases: falling block=f.b., settling suspension=s.s., bubble
growth=b.g. and raceway=r.w.. The letters (a)/(b)/(c) corre-
spond to the models described in the section about the kinetic
theory.
In the following subsections the chosen test cases are de-
scribed and their results are presented.

Table 1: Models for the kinetic theory used for the different test
cases and the chosen parameters

Model f.b. s.s. b.g. r.w.
equilibrium off off off off
viscosity (a) (b) (b) (b)
conductivity (a) (b) (b) (b)
granular pressure (a) (a) (a) (a)
frictional stress (a) (a)/(b) (b) (b)
radial (a) (c) (a)/(b) (c)
Parameters
packing limit 0.63 0.60 0.63 0.63
αmin 0.60 0.55 varying 0.6
restitution coeff. 0.80 0.80 0.95 0.95

Falling Block (f.b.)

The falling block test case is chosen to check the stability
of the algorithm. It was also used by (Passalacqua and
Fox, 2011) and (Venier et al., 2013). A block (dimensions:
0.026 m x 0.08 m) with a solid volume fraction of 0.58 is in-
troduced at a height of 0.012 m in a 2D-domain with 0.05 m
width and 0.2 m height. It falls down solely by gravity. A

hexahedral mesh with 10 x 40 cells is used for the simulation
in OpenFOAM® .
The particles have a diameter of 0.4 mm and a density of
2000 kg/m3. The fluid phase viscosity is 1.84·10−5 Pa·s and
a Prandtl Number of 0.7 is used. No virtual mass effects are
taken into account and the drag is modeled as suggested by
(Gidaspow, 1994), blending the Ergun and the Wen-Yu drag
models.
The velocity boundary conditions are set as Dirichlet bound-
ary conditions at the bottom and top for particle velocity and
at the walls and the bottom for the air velocity. A Neumann
boundary condition is set for the air velocity at the top and
the particle velocity at the walls.

(a) 0 s (b) 0.1 s (c) 0.15 s (d) 0.2 s

Figure 1: Falling block using MULES algorithm

The results using MULES and ICMULES are shown in Fig-
ure 1 and Figure 2, respectively. The results are very similar
for the both algorithms. The particles are slightly denser
packed when using the ICMULES algorithm. The snapshot
at 0.2 s is not the finally settled bed.
The difference in the maximum packing could be related to
the chosen radial and frictional stress model. The used radial
model (Carnahan Starling) does not take the maximum pack-
ing limit into account. It is also discussed by (Schneiderbauer
et al., 2012), that the maximum packing limit is ensured by
the divergence of the frictional stresses, when the Carnahan
Starling or a similar model is used for the radial distribu-
tion function. The MULES algorithm is still enforcing the
packing limit by accounting for it in the flux reconstruction.
The correction step in the ICMULES is not enforcing this
limit. The question remains if this property is related to a
physical model or it is a "numerical" trick in the MULES
algorithm. Probably, one should anyways aim to choose a
physically valid combination of radial model and frictional
stress model, which ensures the packing limit.

Settling Suspension (s.s.)

The settling supension case uses also a 2D-setup with 0.05 m
width and 0.3m height and is discretized by 8 x 40 hexahedral
cells. The whole column is initialized with a solid volume
fraction of 0.3. Through gravity, the particles settle after time
until they reach the packing limit (αmax = 0.6). Passalacqua
and Fox (2011) use this case to test an implicit solution.
Venier et al. (2016) use it to compare partial elimination
with partially implicit approach for the decoupling of the
momentum equations.
The properties of the solid and fluid fraction are the same as
for the falling block case, except that the Prandtl number was
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(a) 0 s (b) 0.1 s (c) 0.15 s (d) 0.2 s

Figure 2: Falling block using ICMULES

set to unity for both phases. The boundary conditions as well
as the virtual mass and drag effects are treated in the same
way as for the falling block case.
The solid void fraction profiles after different settling times
are shown in Figure 3. The two algorithms are compared
to the literature data from (Passalacqua and Fox, 2011) and
(Venier et al., 2016). Here, two different frictional stress
models, the Johnson and Jackson (a) and the Schaeffer (b)
model were applied.
Figure 3 shows, that the MULES and ICMULES case agree
very well at the later settling times. In the beginning, at
t = 0.1 s, there is a difference at the top of the column.
We are not entirely sure, what is causing those differences
between the MULES and ICMULES results. Because the
ICMULES algorithm fits better to the presented literature
data the presented algorithm seems valid. One reason for
the differences at the beginning and the top of the column
could be that numerical diffusion is more pronounced when
applying the MULES algorithm.
At later times, the major difference between the solutions
results from the different frictional stress models. The Scha-
effer (b) model limits the phase fraction already to the αmin
value. The results from the JohnsonJackson (a) model agree
well with the results from literature and the results from IC-
MULES and MULES are virtually identical for the later time
steps (t = 0.6 seconds).

Bubble Growth (b.g.)

The 2D bubble growth case checks the bubble growth in a
fluidised bed with a central jet. Venier et al. (2018) studied
the influence of the third dimension and did not find a signif-
icant impact, therefore, we only use the 2D case here. The
geometry is 0.57 m wide and 1 m high and is discretized by
112 x 200 cells, which was determined to be the "best" mesh
regarding the trade-off between calculation time and accuracy
(Venier et al., 2018).
First, the bubble formation with no frictional stress - or more
preciselyαmin > αmax to avoid the contribution of frictional
stresses was studied, see previous section about the frictional
stress models. This was done to eliminate the influence of the
chosen frictional stress model on the test results and solely
study the influence of the radial model.
When using the ICMULES algorithm, the choice of the radial
model determines if the packing limit is ensured, as discussed
in the previous section. The ICMULES can enforce the pack-
ing limit when using the radial distribution models of Lun
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Figure 3: Solid volume fraction αs after t = 0.1, 0.15 and 0.6 sec-
onds settling time (from top to bottom), (a) and (b) refer
to the frictional stress model
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Savage or Sinclair Jackson, because there αmax is used in
the formulations. The contribution of the radial function g0
has a singularity at the packing limit and avoids overpacking
in that way. When the Carnahan Starling model is used, the
ICMULES cannot enforce the packing limit, see Figure 4 (d).
The results in Figure 4 (d) show clearly, that the ICMULES
is not applicable without a proper frictional stress model near
the packing limit.
The MULES algorithm can always enforce the packing limit,
because αmax is given as an input parameter for the flux
calculation and ensuresα values between 0 andαmax through
the algorithmic implementation.
When the results without frictional stress with the Lun Savage
radial model are compared, they are identical for the explicit
and implicit algorithm, see Figure 4. The agreement with the
experiments seems though to be best for theCarnahan Starling
model using the explicit algorithm. Comparing the simulated
and measured bubble detachment time, Table 2 indicates that
the Lun Savage model agrees better with the experiments.

Table 2: Bubble detachement time in seconds. Experimental values
from (Kuipers et al., 1991). Simulations without frictional
stress model

Exp. MULES ICMULES
(a) (b) (a) (b) radial model

0.17 0.19 0.15 0.31 0.15

The simulations without frictional stress model were con-
ducted to highlight the differences of the algorithmic ap-
proaches. For simulations near the packing limit it is usually
not advised to ignore the frictional stresses, because the ki-
netic theory can not account for multiple particle interactions.
Therefore, we also studied the bubble formation with a fric-
tional stress model. We chose the Schaeffer frictional stress
model, because it can be applied with the Carnahan Starling
radial model. The results of the bubble formation at t = 0.1,
0.14 and 0.18 s are also shown in Figure 4. The minimum
frictional packing was set to αmin = 0.6.
Kuipers et al. (1991) presented also the bubble diameter ratio
of the experiments. Figure 5 compares those ratios with the
ones from the simulation without frictional stress. In the
simulation the bubble was measured as the region with a void
fraction below 0.2. The bubble shape with the Lun Savage
radial model and no frictional stresses is predicted in line with
the experiments for the first 0.15 seconds. Then, the vertical
stretch is over and/or the longitudinal stretch under predicted.
The same comparison was made for the bubble prediction us-
ing the Schaeffer frictional stress model, see Figure 6. Here
the longitudinal stretch of the bubble seems way overpre-
dicted. This is already visible in Figure 4. Nevertheless, the
bubble diameter ratio shows, that the algorithm is not influ-
encing the results. The deviations between simulation and
experiments are most likely related to the models and settings
chosen therein.

2D Raceway (r.w.)

The last studied test case in this paper is a 2D Raceway
formation test case. The test case was first presented by
(Feng et al., 2003). They studied the raceway formation in
a simple 2D-setup by DEM simulation. Here, we test the
applicability of an Euler-Euler algorithm in the prediction of
the raceway formation in comparisonwith thoseDEM results.
Furthermore, we test the proposed algorithm ICMULES and
study the simulation time in comparison with the original
algorithm.

Experiments from (Kuipers et al., 1991)

(a) MULES algorithm without frictional stress, Lun Savage model

(b) ICMULES algorithm without frictional stress, Lun Savage model

(c) MULES algorithm without frictional stress, Carnahan Starling model

(d) ICMULES algorithm without frictional stress, Carnahan Starling model

(e) MULES algorithm with Schaeffer frictional stress model, Carnahan
Starling model

(f) ICMULES algorithm with Schaeffer frictional Stress model, Carnahan
Starling model

Figure 4: Single Bubble after 0.1, 0.14 and 0.18 seconds (column-
wise).
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Figure 5: Comparison of the diameter ratio for the experiments
from (Kuipers et al., 1991) and the simulations using No
Frictional Stress and Lun Savage radial model
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Figure 6: Comparison of the diameter ratio for the experiments
from (Kuipers et al., 1991) and the simulations using
Schaeffer and Carnahan Starling model

The raceway is simulated as a 2D raceway, same as by (Feng
et al., 2003). The bed is 1 m high and 0.3 m wide. It was
discretized by a uniform mesh using 200x60 cells. The jet
inlet is positioned 0.1 m above the bottom of the bed and is
0.02 m wide. Table 3 lists the physical parameters for solid
and gas phase used in the simulation.
Neumann boundary conditions for the air velocity are set at
the walls and bottom. The inlet velocity is set to 20, 25 and
30 m/s for the different cases studied. At the top, the air pres-
sure is fixed and no inflow is allowed. The particle velocity is
set to zero at the inlet and outlet and a partial slip condition is
used at the wall and bottom (Johnson and Jackson, 1987) with
a specularity coefficient of one. The specularity coefficient
defines the degree of frictional interaction between walls and
particles (specularity coefficient = 0 corresponds to friction-
less walls). The velocity at the boundary is calculated based
on this interaction coefficient. The granular temperature at
the walls and bottom is also treated by the JohnsonJackson-

Table 3: simulation parameters for the raceway case

Solid phase
diameter m 0.004
density kg/m3 2500
Gas phase
density kg/m3 1.205
viscosity kg/(ms) 1.8·10−5

ParticleTheta conditions, described in (Johnson and Jackson,
1987), using the same specularity coefficient and a restitution
coefficient of 0.95.
As a result of the previous test cases, we decided to use the
Schaeffer frictional stress model and the Carnahan Starling
radial model for the simulations. Themaximumpacking limit
was set to αmax = 0.63 and the minimum frictional velocity
to αmin = 0.6.
Figure 7 and Figure 8 show the results from the raceway for-
mation for two different inlet velocities: 25 and 30 m/s. For
the 20 m/s practically no raceway is formed, which qualita-
tively agrees with the presented results in (Feng et al., 2003).
For the case with 25m/s inlet velocity, the raceway is reaching
a steady state after some time. For 30 m/s inlet velocity the
bed performs more like a bubbly bed and the raceway does
not seem to reach a steady state. TheMULES and ICMULES
algorithms give the same results for the raceway formation.
For these cases a fixed time step of 10−5 s was used.

(a) (b)

Figure 7: Raceway formation for 25 m/s inlet velocity after 1 s
simulation time for the different algorithms: (a) MULES
(b) ICMULES

We also compare the raceway penetration depths from (Feng
et al., 2003) and the simulations. It is not entirely clear,
how the raceway penetration depth is defined by Feng et al.
(2003). Here it was calculated as the distance from the air
inlet to the region with a void fraction above 0.3. Table 4
shows the results from the simulation and literature. The
penetration depth agrees well for the cases of high velocity
(30 and 25 m/s). For 20 m/s no raceway is formed in the
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(a) (b)

Figure 8: Raceway formation for 30 m/s inlet velocity after 1 s
simulation time for the different algorithms: (a) MULES
(b) ICMULES

OpenFOAM® simulations. Better agreement might be ob-
tained, by also accounting for virtual mass effects, whichwere
neglected here.

Table 4: Raceway penetration depth in mm in comparison

paper explicit implicit
0.30 m/s 42 41 41
0.25 m/s 30 32 32
0.20 m/s 25 - -

The above test cases were all tested with the same time step
sizes for MULES and ICMULES and consequently resulted
in approximately the same computational time. To give an in-
dication on the possible computational improvements through
the ICMULES, we also tested the Raceway case with vari-
able time step using a maximum Courant number of 0.6. The
computational time of the two cases yields 13805 s using
MULES and 4008 s using ICMULES.
Figure 9 shows the results of the simulations with bigger time
steps. This reveals, that the results from MULES with a
bigger time step are not consistent with the results with lower
time step. Contrary, the results from ICMULES agree well
with the results in Figure 8.

CONCLUSION

In nearly all the test cases the newly introduced algorithm
ICMULES gave similar results as the MULES algorithm.
Only for certain model combinations, where the packing limit
is not ensured through the radial or frictional stress model, the
results differ significantly. There, the ICMULES algorithm
fails to enforce the packing limit. Thismight be a limitation of
the newly proposed algorithm. On the contrary, the question
remains, if the packing limit should be enforced purely by
numerical treatment, if the frictional or the radial model does
not depict this packing limitation.

(a) (b)

Figure 9: Raceway formation for 30 m/s inlet velocity after 1 s
simulation time for the different algorithms using vari-
able time stepping with maxCo = 0.6: (a) MULES (b)
ICMULES

First results were presented, showing that the ICMULES en-
ables considerable speed-up, since it produces consistent re-
sults also for higher Courant numbers, i.e. time steps.
In conclusion, the introduced algorithm can be used for the
simulation of gas-solid systems, also near the packing limit,
if suitable frictional and radial models are chosen.
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ABSTRACT
In this study we focus on a generic method to model the generation
of droplets from a non-resolved simulation of free surface flow. The
application is entrainment of droplets from the large-scale interface
of waves interacting with a wind field. At first, the droplets genera-
tion rate will be calculated based on the local shear stress and other
interface properties. Then, a special method is applied to detach
liquid droplets from the continuous phase such that the total mass
and momentum are conserved. Droplets trajectories will be com-
puted using Lagrangian tracking method. Droplets that collide with
the large-scale interface will again become continuous water and are
removed from the computation. The interaction between droplets
and surrounding gas will be accounted by adding a source term in
momentum equations. In order to achieve a stable result, the source
term will be handled implicitly. The model suggestions are explored
and verified through simulations. The prospects of this modelling
approach is discussed.

Keywords: Droplets, interface tracking, Shield number .

NOMENCLATURE

Greek Symbols
ρ Mass density, [kg/m3]
ν Kinematic viscosity, [m

2
/s]

κ Surface curvature, [1/m2]
λ Wave length, [m]
σ Surface tension constant, [J/m2]
τ Shear stress, [Pa]
φ Level set function, [m]
α Volume fraction,

Latin Symbols
p Pressure, [Pa].
u Velocity vector, [m/s].
g Gravity vector, [m

2
/s].

D Particle diameter, [m].
c Wave speed, [m/s].
k Wave number.

Sub/superscripts
f fluid.
g gas.
w gas.
p particle.
D Drag.

INTRODUCTION

Liquid entrainment is a phenomenon by which parts of the
liquid are injected into the gas field in the form of droplets.
A good example of this phenomenon is shown when waves
clash against marine vessels and off-shore structures. Due
to the waves breaking, droplets will be generated and most
likely end up on the dock of the vessel. Combine this with
cold climates and these droplets will freeze onto the structure,
which will cause mass accumulation on the vessel. Mass ac-
cumulation may cause big damages and even sink the vessel
or structure in a small time period. This happens only in the
most extreme cases, but still, a good physical understanding of
droplet entrainment can help predict themovement of droplets
and optimize designs of these vessels and offshore structures.
Several experimental studies (Koga; Mestayer and Lefaucon-
nier) have been performed to studywind-wave interaction and
address the source of droplets generation. Numerical meth-
ods (Richter and Sullivan, a,b) are applied to study droplet
particles transport in the turbulent Couette flow. Druzhinin
et al. (Druzhinin et al., 2017) examined the effect of droplets
movement to turbulent airflow over the surface wave. The
droplets are introduced to the simulation by injecting mech-
anism based on experimental knowledge. All computations
are performed using the Direct Numerical Simulation (DNS)
method. Tang et al. (Tang et al.) to studied the droplets gener-
ation due to thewind-wave interaction. In theirwork, theDNS
method is performed to resolve various droplet scales. The
droplet production will be handled by the interface tracking
method. Therefore, there is no need for the droplet breakup
model. However, DNS requires a lot of computational re-
sources due to small grid sizes. As a result, it is not suitable
for fast and large-scale simulation. In this study, we will de-
velop a numerical model to generate a droplet spray from a
surface wave in a coarse grid. Therefore, there is no need to
use the DNS method.
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MODEL DESCRIPTION

Governing equation and numerical implementation

The mass and momentum equation for incompressible flow
accounting the interactionwith paritcles arewritten as follows

∇u = 0,

∂u

∂t
+∇(uu) = −∇p

ρ
I + ν∇2u + g + Sm,p.

(1)

Where,Sm,p is the source termwhich represents the exchange
between discrete particles and continuous phase. In our study,
we assume that the particle density is much larger than fluid
density. Therefore, the source term can be computed as fol-
lows,

Sm,p =
1

Vf

np∑
i=1

−mp,i

tp,i
|uf − up,i|[uf − up,i], (2)

where, np is the number of particles and

tp =
4

3

ρpdp
ρfCD

, (3)

To conserve mass and the momentum equations, the cut-cell
method based on the finite volume method (Dang et al.) is
used. To prevent problems with pressure-velocity coupling,
a staggered grid is introduced in this model. The source
term is treated implicitly to ensure the stability for the nu-
merical solution. To make the sharp interface between the
two phases, a combination of the Level Set(LS) function and
the Volume of Fluid(VOF) method was used to represent the
free surface(Dang et al.; Wang et al., 2009). The advantage
of combining these two methods is that it uses the advan-
tages of both methods. The advantage of VOF type models
is that mass conversation can be simulated accurately. The
disadvantage of using a VOF type model is that the surface
normal vector is estimated less precisely based on the spatial
derivatives, however, the level-set method can calculate these
normal vectors more accurately. Thus by combining these
two methods, both the mass conservation as well as the cur-
vature of the free surface can be simulated accurately. The
transport equations for the level set function φ and volume of
fluid α are given as,

∂α

∂t
+ u · ∇α = Sα,

∂φ

∂t
+ u · ∇φ = Sφ,

(4)

where, Sα and Sφ are source terms which represent the gen-
eration of droplets. The source term for volume fraction can
be evaluated as.

Sα = − αp
∆td

, (5)

where, αp is a particle volume fraction which indicates the
amount of Eulerian liquid that is converted to Lagrangian
particles inside a given control volume, and where ∆td is
then time scale for droplet generation. In this work, we
assume that the droplets are generated in an one time step.
Firstly, we will solve the Eq. 4 without the source term. After
extracting liquid volume fraction to form droplets the level
set and liquid volume fraction in the continuous field will be
updated accordingly. Equation 4 will be solved numerically
without source term based on the interface reconstruction
method. The details are given in the work of Griebel and

Klitz(Griebel and Klitz). After droplets are produced they
are considered as Lagrangian particles. The movement of
Lagrangian particles is described as follows (Dehghani et al.),

dxp
dt

= up, (6)

mp
dup
dt

=ρpVpg − CD
πd2p
8
ρf |up − uf |(up − uf )+

ρfVp
2

d(uf − up)

dt
+ ρfVp

(duf
dt
− g
)
.

(7)

where, xp(x, y) is the location of particle, up is the particle
velocity vector. ρp is particle density, ρf is fluid density. dp
is the particle diameter. Vp is the particle volume. uf is fluid
velocity. CD is drag coefficient

Model for droplets generation

Primary droplets

The Shields number is normally used to estimate the onset of
movement in sedimentation in slurry-like streams. This num-
ber is based on the shear stress between particles and made
dimensionless with the gravitational force by the following
equation

Sh =
τ

(ρp − ρ) gD
, (8)

where, τ denotes the shear force, ρp is the particle density, ρ is
the fluid density at the location where the particle is located,
g is the gravitational constant, and D is particle diameter. The
Shield number is modified for droplet entrainment in the gas
field as,

Sh =
τ

2π
√

(ρw − ρg) gσ
, (9)

where, ρw is the water density, ρa is the gas density, and σ is
the surface tension. The curved Shields number is computed
based on shield number by

Shcurved = κ · Sh. (10)

where, κ is surface curvature which can be computed as

κ = ∇ ·
(
∇φ
|∇φ|

)
. (11)

When the curved Shield number is larger than the critical
Shield number (Shc = 1.7.10−3) droplets will be generated
from a wave. The number of droplets will be determined by

ndroplets = f(x).ndroplets,max, (12)

where, ndroplets,max is the maximum number of droplets
generated at one time step and f(x) is the scaling factor
which is evaluated by

f(x) =
e(

Shcurve−Shc
Shc

)
n

− 1

e(
Shcurve−Shc

Shc
)
n

+ 1
(13)

The droplet diameter can be determined based on the breakup
mechanism presented in the work of Marmottant and Viller-
maunx (MARMOTTANT and VILLERMAUX, 2004).
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RESULT AND DISCUSSION

Wave equation

The initial wave geometry is given by the analytical solution
of the third-order Stokes wave as

η(x) = a0 cos [k(x− ct)] +
1

2
a0ε0 cos [2k(x− ct)] +

3

8
a0ε

2
0 cos [3k(x− ct)] ,

(14)

where, η is the wave surface height, a0 is the wave amplitude,
k = 2π/λ is the wave number, ε0 = ka0 is the initial wave
steepness, and c = ω/k is the wave phase speed. In our study,
ω is evaluated by,

ω =
√
gk(1 + ε2). (15)

The values of parameters are given in table 1. The water
velocities corresponding to the wave are defined by

u = a0ω
cosh(ky)

sinh(kywater)
cos [k(x− ct)] for y ≤ ywater

v = a0ω
sinh(ky)

sinh(kywater)
sin [k(x− ct)] for y ≤ ywater,

(16)

where, y is the water height regarding to the bottom of the
computational domain.

Table 1: Computational parameters for the wave equation

λ c T ε0

5 3.19 1.57 0.55

Wind equation

In strong wind conditions, the wind can be described by the
logarithmic law (Holmes) as

ua =
u∗
κ

[
ln

(
y − d
y0

)]
for y > ywater (17)

where, u∗ = 0.27m/s is the friction velocity, κ ∼ 0.41 is the
Von Karman constant, d = 0 is the zero plane displacement,
and y0 = 0.0002 is the surface roughness (Holmes). The
wave interface is depicted in figure 1. The blue and the red
interfaces are the air and water phases respectively. Due
to blowing wind, the wave tip becomes unstable over time.
As result, the interface breaks at the t=0.6015 in figure 2e
and t=0.722 in figure 2f. Since this study is only interested in
droplet generation at the surface, only grid points at the liquid
interface will be given a value for the Shields number. This
way, the structure of the wave was visible as well as the values
of the Shields number. To prove that the theory of using the
Shields number to create droplets would work, the highest
values of the Shields number should be at the top of the wave.
This is due to the fact that spume droplets are being generated
at the wave crest in real scenarios if the velocity difference
between the two phases is big enough. Figure 2 shows the
highest values of curved Shield number are being created at
the wave crest which fits with our assumption. Since the
highest values were found at the wave crest, it was fairly easy
to determine the critical Shields number (Shc = 0.0017).The

value where the Shields number was higher at the wave crest
and lower everywhere else in the domain would be equal to
the critical Shields number. As depicted in figure 3, the grid
points that exceed the critical Shields number (depicted in
white) are indeed at the location of the wave crest. In figure
4, particles are generated at the wave interface. From figures
3 and 4, it can be seen that at the grid points where the
local Shields number surpasses the critical Shields number,
particles are being generated.

CONCLUSIONS

Numerical simulations were carried out by using an in-house
CLS-VOF model (Simcoflow) to describe droplet entrain-
ment in breaking-wave scenarios. The wave in this study
follows the analytical of the third-order Stokes wave. The
shear force will play a significant role when the velocity dif-
ference between the air- andwater stream is sufficient enough.
This causes the wave to deform and liquid sheets will be de-
veloped. These liquid sheets will split up in smaller liquid
fragments that are called ligaments. If the shear force is
big enough, small globes of liquid will be sheared off the
ligament top and droplets are being generated. The crite-
rion for primary droplet entrainment was based on the curved
Shields number. Currently, the critical Shields number is
a constant value, however, with new insights, this could or
maybe should be altered. A good starting point could be
to develop a function that is affected by different variables,
such as the turbulent properties (fluctuating velocities at local
disturbances), wave properties (wavelength, wave height, or
amplitude), the velocity at the wave tip, or what is used now in
the model, implementing a curvature in the Shields number.
When particles are being generated, the liquid fractions that
are sheared off will turn into Lagrangian particles, where it
will use the two-way coupling model until the particles are
out of the computational domain or back in the liquid stream.
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(a) t=0 (b) t=0.155

(c) t=0.3109 (d) t=0.4667

(e) t=0.6015 (f) t=0.722

Figure 1: Wave interface at different time steps

(a) t=0 (b) t=0.155

(c) t=0.3109 (d) t=0.4667

(e) t=0.6015 (f) t=0.722

Figure 2: The values of the curved Shields number
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(a) t=0.4667 (b) t=0.6015

(c) t=0.722 (d) t=0.835

Figure 3: The values that are above the critical Shields number

(a) t=0 (b) t=0.155

(c) t=0.3109 (d) t=0.4667

(e) t=0.6015 (f) t=0.722

Figure 4: Particle generation at different time steps
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ABSTRACT 

Gas embolotherapy is a recent potential cancer treatment. 

The technique is based on starving the tumors by cutting 

off the blood supply using perfluorocarbon (PFC) 

bubbles. The volatile PFC droplets are injected in the 

circulatory system, and in the region of the tumor, these 

droplets are made to vaporize using high-intensity 

ultrasound pulses. As the bubbles are expected to 

encounter bifurcation during its flow in the vessels, it is 

imperative to develop an understanding of bubble 

splitting at the bifurcations to avoid nonhomogeneous 

splitting, undesirable bioeffects. Splitting dynamics has 

been studied for symmetric bifurcation angle. 

 In this work, we investigate the splitting dynamics 

of a gas bubble at the symmetric, two-dimensional (2D) 

bifurcation. The volume of fluid method, which employs 

a single fluid formalism to solve for two-phase flow by 

considering an additional advection equation for a color 

function to identify the phases, is used to model the flow. 

The pressure jump caused by surface tension is modeled 

by approximating the surface tension force as a body 

force in the vicinity of the interface. Initially, the entire 

domain is filled with the liquid phase, i.e., blood. As the 

flow Reynolds number is 10-100, blood is considered to 

be a Newtonian fluid. Once a steady solution for liquid-

only flow is obtained, a bubble is introduced in the 

channel having a capsular shape. The bubble takes a 

steady shape after a few ms.  

The results show that at the higher capillary number (Ca 

= 0.0231), homogenous splitting occurs for all 

bifurcation angles. Similarly, at lower capillary number 

(Ca = 0.00231) and low bifurcation angle (α = β = 15°, 

30°, and 45°), bubble split homogenously. In contrast, at 

a higher bifurcation angle (α = β = 60°) bubble does not 

split and is pushed in the daughter vessel. The critical 

bifurcation angle exists between α = β = 45°-60°, where 

capillary forces become dominant and the bubble does 

not split. 

Keywords: CFD, multiphase flow, gas 

embolotherapy. 

NOMENCLATURE 

Greek Symbols 

 Mass density, [kg/m3].

 Dynamic viscosity, [kg/m.s].

σ     Surface tension force, [N/m] 

𝝉      Shear stress tensor, [N/m2] 

Latin Symbols 

p Pressure, [Pa]. 

u Velocity, [m/s].

κ    Curvature, [m-1]

INTRODUCTION 

Gas embolotherapy is a potential cancer treatment, in 

which intra-arterial blood supply to cancer tumor is cut 

off using gas bubbles (Bull, 2007). In this treatment, the 

perfluorocarbon (PFC) microdroplets (~6 μm in 

diameter) are passed through the arteries and selectively 

vaporized at the desired tumor location using high-

intensity ultrasound (Kripfgans, O. D., Fowlkes, J. B., 

Miller, D. L., Eldevik, O. P., & Carson, 2000; Kripfgans 

et al., 2005; Qamar et al., 2010). Due to ultrasound, these 

droplets get vaporized, and the bubble formation (~150 

times volume expansion) takes place to occlude the blood 

flow covering an entire cross-section of the blood vessel 

(Kang, S. T., Huang, Y. L., & Yeh, 2014; Kang et al., 

2014; Kripfgans et al., 2004). For effective treatment, a 

large number of these bubbles should pass through tumor 

affected vessels. The generated bubbles travel into 

smaller capillaries and eventually occlude the capillaries 

with a sausage-shaped configuration (Samuel, S., 

Duprey, A., Fabiilli, M. L., Bull, J. L., & Brian Fowlkes, 

2012). The capillaries are more likely to damage because 

of its fragile structure, thin vessel wall, and lower blood 

velocity. Due to acoustic droplet vaporization (ADV) 

occurred in the capillaries, the expansion of droplets 

takes place with a higher wall velocity in the order of 

hundreds of meters per second (Kripfgans et al., 2004; 

Qamar et al., 2010; Wong et al., 2011). The bubble 

dynamics in capillaries lead to undesired bioeffects, such 

as endothelial damage and rupture of the capillaries 

(Bull, 2005; Wong and Bull, 2011). This work of 

Embolotherapy has started with experiments of bubble 

transport in bifurcation models to predict the bubble 

lodging and occlusion of vessels (Calderón et al., 2006, 

2005; Eshpuniyani et al., 2005).  

In the past decade, the number of researchers has been 

explained the various parameters in the gas 

embolotherapy process. Recently, it has been adopted for 

the model of hepatocellular carcinoma in mice, which 

proved that tumor growth had been halted using a gas 

embolotherapy technique (Harmon et al., 2019). The 
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multiphase flow at bifurcation and control of ADV 

remains an active topic of research for experimental 

(Fabiilli et al., 2009; Lo et al., 2007; Wong et al., 2011) 

and numerical work (Poornima and Vengadesan, 2012; 

Qamar et al., 2017; Ye and Bull, 2006, 2004), which 

analyzes the splitting behavior and lodging of bubbles in 

the capillaries. The present study focuses on bubble 

behavior at bifurcation after vaporization and before 

lodging in smaller vessels. For a successful treatment, at 

least 78% of blood supply to the tumor needs to be 

occluded (Di Segni, R., Young, A. T., Qian, Z., & 

Castaneda-Zuniga, 1997). Various factors, such as blood 

flow rate, gravity, bubble size, and vessel geometry, 

affect the splitting behavior of the bubble at the 

bifurcation. Different regimes and splitting behavior 

were observed at bifurcations. Faster flow rates and 

weaker gravitational effects result in even splitting in 

daughter vessels, whereas at lower flow rates, the 

splitting is uneven, depends on roll angle/gravity, the 

angle made by horizontal plane with mother vessel axis 

(Eshpuniyani et al., 2005). Numerical simulations 

observed homogenous, non-homogenous splitting, and 

no splitting. For constant inlet droplet size, droplet splits 

at the higher capillary number, and no splitting observed 

at the lower capillary number (Carlson et al., 2010). 

Similar behavior was observed for bubble splitting. With 

the decrease in capillary number, non-homogenous 

splitting behavior increases, and at below critical value 

of a capillary number, the bubble does not split (Calderón 

et al., 2005). At higher Reynolds number (low capillary 

numbers) bubble does not split, while at low Reynolds 

number (higher capillary numbers) bubble splits at 

bifurcation into two daughter tubes (Qamar et al., 2017). 

For symmetric bifurcations, the splitting ratio is one, 

while asymmetric bifurcation ratios show a splitting ratio 

of less than one (Poornima and Vengadesan, 2012). 

Boundary element computations of bubble splitting 

found that bubble splitting ratio increases with increasing 

bubble driving pressure while it decreases with 

increasing bifurcation angle (Calderon et al., 2010). 

Most of the studies available in the literature were 

focused on the splitting of the bubble in a fixed 

bifurcation angle. At the same time, human vascular 

arterial networks do not have a symmetric angle 

everywhere. Our previous work studied the flow 

behavior of single-phase flow in various bifurcation 

angle combinations (Nagargoje and Gupta, 2020). 

Successful treatment needs to understand the bubble 

splitting behavior in the bifurcation to occlude the 

tumorous vessel. This work addresses this gap by 

investigating the steady blood flow and PFC bubble in 

two-dimensional, symmetric bifurcating networks using 

commercial computational fluid dynamics (CFD) 

package ANSYS Fluent 19.2 for symmetric bifurcation 

angles varying in the range 30ᴼ-120ᴼ. A recent study 

shows that the splitting ratio does not change for 

pulsating and constant flows (Valassis et al., 2012). So 

we have considered the inlet flow to be steady for all 

simulations. 

Fig. 1 Schematic of the bifurcation geometry where: d = 1 

mm; d1, d2 = 0.78 mm; L1, L2, L3 = 5d; 𝛼, 𝛽 are angle made 

by daughter vessels in-plane with mother vessel. 

METHODOLOGY 

A two dimensional arterial model with mother vessel 

(d) and two daughter vessels (d1 and d2), as shown in Fig.

1, is used for modeling the bubble splitting in the present

study. The diameter of the mother vessel is 1mm, and that

of daughter vessels is 0.78 mm each.  The values of the

bifurcation angles (𝛼, 𝛽) are varied symmetrically (𝛼 =
𝛽) from 30ᴼ-120ᴼ. Blood (Newtonian) is modeled as a

primary phase (liquid) with a viscosity of 0.0035 Pa. s

and a density of 1060 kg/m3. The secondary phase (gas)

is a perfluorocarbon (PFC) gas with a viscosity of 2×10-

5 Pa. s and a density of 12 kg/m3 (Poornima and

Vengadesan, 2012).

Numerical modeling 

The transport of the PFC bubble through a blood-filled 

arterial bifurcation model is a multiphase (gas-liquid) 

problem. Blood is modeled as a Newtonian fluid. We 

have used a commercial CFD code finite volume based 

ANSYS Fluent 19.2 and inbuilt continuum surface force 

(CSF) based volume of fluid (VOF) method to track the 

gas-liquid interface, in which a single set of momentum 

equations is solved. VOF approach is used widely due to 

its high accuracy, flexibility, and excellent stability.  

The governing equations of the VOF formulation are as 

follows: 

Equation of Continuity 

      𝛁. 𝒖 = 0       (1) 

Equation of momentum conservation: 

𝜌 (
𝜕𝒖

𝜕𝑡
+ (𝒖. 𝛁)𝒖)  =  −𝛁𝑃 +  𝛁. 𝝉 + 𝑭   (2) 

𝝉 =  𝜇(𝛁𝒖 + 𝛁𝒖𝑇)  (3) 

Volume fraction equation: 
𝜕𝛼𝐺

𝜕𝑡
+ 𝒖. 𝛁𝛼𝐺 =  0,  (4) 

At the interfacial cells, the mixture density, and viscosity 

have been evaluated as the average values of the two 

phases weighted by their volume fraction,  

𝜌 =  𝛼𝐿𝜌𝐿 + 𝛼𝐺𝜌𝐺    (5) 

𝜇 =  𝛼𝐿𝜇𝐿 + 𝛼𝐺𝜇𝐺   (6) 

The body force term “F” on RHS of equation of eq. (2) 

includes the surface tension force (σ), which has been 

modeled by the continuum surface force (CSF) proposed 
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by Brackbill et al.(Brackbill et al., 1992) and it can be 

written as follow, 

𝑭 =  𝜎𝜅𝒏                     (7) 

Where 𝜅 is the curvature and can be written by following 

equation: 

𝜅 =  𝛻. �̂�    (8) 

Where, η is the normal vector given by 

n = 𝛁𝛼     (9) 

And unit normal vector(n) is given by 

      �̂� =  
𝒏

|𝒏|
 (10) 

The arterial model is meshed using ANSYS 

meshing. After the mesh independence study, the model 

is imported to ANSYS Fluent for further simulations. 

Blood is considered as the primary phase (liquid) and 

PFC bubble (gas) as the secondary phase in VOF 

formulation. The bubble is patched initially 1 mm away 

from the inlet having length 1.5 times mother vessel 

diameter. The different Reynolds number, based on 

mother tube diameter, is used as 10, 100. Surface tension 

between the PFC bubble and blood is taken as 0.05 N/m. 

For the unsteady-state simulations, a fully developed 

parabolic velocity profile with constant velocity is used 

at the inlet. At the outlet pressure, the outlet boundary 

condition is imposed with gauge pressure equal to zero. 

The PISO scheme is used for the pressure velocity 

coupling. The body force weighted scheme is used for 

pressure interpolation, and the quadratic upwind 

interpolation for convection kinetics (QUICK) scheme is 

used to discretize the terms in the momentum equations. 

For interpolating the interface between fluids, the 

modified HRIC scheme is used to get a sharp interface. 

The first-order implicit time marching scheme with non-

iterative time advancement is used for discretization of 

the unsteady term. The simulations are advanced with a 

time increment of 1 × 10−7 s.

RESULTS 

Figure 2 shows the pressure distribution and bubble 

shape variation at various time instances during the 

splitting process. Initially, the pressure at the inner wall 

of bifurcation is high while low near to the outer wall. 

The pressure value in the mother tube suddenly increases 

as the bubble reaches the bifurcation. The bubble 

occupies entire cross-section of vessel and creates 

obstruction to fluid flow through the small film thickness 

around the bubble after reaching at bifurcation. 

The effect of the symmetric bifurcation angle on the 

dynamics of the bubble neck during the final stage of the 

breaking of the bubble is shown in Fig. 3. Throughout the 

rupture process, the shape of the bubble head does not 

change due to the presence of a gap between the bubble 

and channel wall. However, the bubble neck width 

changes continuously and is highly deformed. It can be 

seen as time passes, the neck width gradually decreases 

to zero at the bifurcation, and then the bubble is pinched-

off. The bubble neck is flat for lower bifurcation angle i. 

e. α = β =15°, but as the bifurcation angle increases, the

neck of the bubble becomes more concave. For a higher

bifurcation angle, there is more possibility of retaining

small satellites of the PFC bubble due to the presence of

a thin tail between the neck of the bubble and the wall of

bifurcation. These small satellites may contribute to

unexpected bio-effects such as endothelial suffocation or

acoustic cavitation. These satellites may affect the 

splitting behavior of the next train of bubbles. 

Figure 4, and 5 shows the splitting behavior of the 

PFC bubble at the bifurcation point for α = β =15°, and 

45° at Re = 10, respectively. Initially, the bubble is close 

to the wall, separated by a thin film (𝛿) using 

Bretherton’s correlation(Bretherton, 1961). The shape of 

the bubble starts to change at bifurcation due to resistance 

to flow around the bubble, and the concave shape of the 

bubble takes place at trailing end. After the bubble neck 

reaches a bifurcation, the thin film stretches, and the 

bubble splits into two equal-size daughter bubbles in a 

homogenous way, as shown in Fig. 4, and 5 (t3). The x-

component of velocity at the bifurcation point is 

parabolic along line 1 at time instance t1 and t3, as shown 

in Fig. 4, 5(a). The maximum velocity is skewed towards 

the inner wall of bifurcation. The volume of the fluid 

method was used, which shown the velocities of gas and 

liquid depending on its position. During the pinch-off 

stage of bubble break up (t2), the velocity profiles along 

line 1 are symmetric along both sides of daughter vessel, 

and the deviations of velocity are very small from steady-

state (t1 and t3). Due to symmetry in the velocity profile 

during pinch-off, the bubble splits in a homogenous 

fashion. The symmetry in the velocity profile is observed 

for the y-velocity component as well, as shown in Fig. 4, 

5(b). Once the bubble passed into the daughter vessels, 

flow regains the steady-state at line 1, as shown in Fig. 4, 

5(a, b) (t1 and t3).    

Fig. 2 Pressure contours and bubble shape at various time 

instance for α = β =45° (Re = 100 and Ca = 0.0231). 

Fig. 3 Splitting behavior of PFC bubble at the bifurcation point 

for varying symmetric bifurcation angle at Ca = 0.0231. 

For the larger bifurcation angle (α = β = 60°), the 

bubble does not split and goes into the lower daughter 

vessel, as shown in Fig. 6 (t3). The bubble enters the 

bifurcation in the usual manner as explained earlier, but 

the portion in the lower channel remains close to the 

vessel wall, while the portion in the upper channel 

separates and swings downward. This phenomenon of 

bubble behavior is called no splitting behavior. At lower 

Capillary number, the surface tension dominates over the 

inertial force, and the bubble reverses back into the lower 

vessel and completely pass through it. A similar kind of 

reversal splitting was observed for liquid  droplets 

(Calderon et al., 2010; Carlson et al., 2010). Due to 
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stronger capillary force, a larger curvature is observed at 

the bubble neck, resulting in a larger radius of the gas-

liquid interface. As the perturbation grows, the bubble 

migrates into the lower daughter vessel. The stronger 

recirculation’s observed in the upper daughter vessel, 

which increases the pressure difference between the 

upper and lower daughter vessel. The velocity profiles at 

the bifurcation point along line 1 reveal much about the 

reversal splitting. The bubble remains stable before 

reaching to the bifurcation. Once it reaches the 

bifurcation, the x-component of velocity shows a very 

high speed and high-velocity gradient between two 

daughter vessels at the pinch-off stage, as shown in Fig. 

6(a). The same phenomena are observed for the y-

velocity component and can be seen in Fig. 6(b). From 

the discussion of bubble splitting in symmetric 

bifurcation, it was observed that the homogenous 

splitting of the bubble is observed for higher Reynolds 

numbers at all bifurcation angles. Whereas no splitting is 

observed at low Reynolds number (Re = 10) and high 

bifurcation angle (α = β =60°). For higher bifurcation 

angle (α = β = 60°) and small Reynolds number (Re = 

10), we found the bubble does not split and passes into 

the lower daughter vessel. 

Fig. 4 Splitting behavior of PFC bubble at the bifurcation point 

for α = β = 15° (Re = 10 and Ca = 0.00231)) at different time 

instance, top: bubble volume fraction (Red colour), bottom: (a) 

x-velocity and (b) y-velocity profiles along line 1.

Fig. 5 Splitting behavior of PFC bubble at the bifurcation point 

for α = β = 45° (Re = 10 and Ca = 0.00231 at different time 

instance, top: bubble volume fraction (Red colour), bottom: (a) 

x-velocity and (b) y-velocity profiles along line 1.

Fig. 6 Splitting behavior of PFC bubble at the bifurcation point 

for α = β = 60° (Re = 10 and Ca = 0.00231 at different time 

instance, top: bubble volume fraction (Red colour), bottom: (a) 

x-velocity and (b) y-velocity profiles along line 1.

STUDY LIMITATIONS 

The present study's major limitation is the 

assumption of blood as a Newtonian fluid and two-

dimensional arterial geometry. The blood should be 

modeled as a non-Newtonian fluid in the capillaries. The 

bubble shape may vary in three-dimensional vessel 

geometry due to the presence of secondary flow. Future 

studies should include the influence of asymmetry in 

bifurcation angle, multiple droplet splitting effect, and 

bubble splitting in three-dimensional bifurcating vessels 

for non-Newtonian blood flow. 

CONCLUSIONS 

The present paper reports on two-dimensional 

numerical simulations of droplet dynamics in a 

bifurcating channel for varying bifurcation angles 

symmetrically. The splitting and non-splitting flow 

regimes have been observed. We showed the effect of the 

capillary number on the bifurcation angle.  

The PFC bubble split homogenously at a higher 

value of the capillary number (Ca = 0.0231), where 

viscous force dominates over the surface tension force, 

and the bubble splits equally. Similarly, in the lower 

bifurcation angle (α = β < 60) and at the lower capillary 

number (Ca = 0.00231) observed a splitting behavior. 

But, for a higher bifurcation angle (α = β = 60), and lower 

capillary number (Ca = 0.00231) bubble does not split 

and goes into a lower daughter vessel. In non-splitting 

behavior, surface tension force dominates over viscous 

force.  
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ABSTRACT
Multiphase multispecies transport is an essential field of study for a
wide range of applications including bubble reactors and CO2 stor-
age in the subsurface. Modelling of these processes is challeng-
ing due to the discontinuity of material properties, making accu-
rate modelling of mass transfer at reactive interface difficult. Maes
and Soulaine (2020) have recently developed a numerical model
based on a single-field formulation for Volume-Of-Fluid simula-
tion of interfacial mass transfer with local volume changes. This
model was validated by comparison with a semi-analytical solution
for the dissolution of a rising bubble of gas in liquid in the creeping
(or spherical) flow regime. However, this model is only first-order
accurate, and will therefore depend strongly on the discretization
scheme used. In this work, we consider two different numerical
schemes for the discretization of species interfacial fluxes. Conver-
gence and accuracy are compared for dissolution of a rising bubble
of gas in liquid at various regimes (spherical, ellipsoidal shape and
dimpled ellipsoidal shaped). The model is then applied to simulate
the dissolution of trapped bubble of CO2 in a cavity.

Keywords: Interface, mass transfer, Volume-Of-Fluid, rising
bubbles, CO2 .

NOMENCLATURE

Greek Symbols
α phase volume fraction [−]
κ interface curvature [m−1]
µ viscosity [Pa.s]
Φ flux [kg/m2s]
ρ Mass density, [kg/m3]
σ interfacial tension [N/m]
τ viscous stress [kg/m.s2]

Latin Symbols
A area [m2]
c concentration [kg/m3]
D molecular diffusivity [m

2
/s]

F advective flux [kg/m2.s]
f interior force [N/m3]
g gravity accelaration [m

2
/s]

H Henry constant [−]
J molecular diffusion flux [k/m2.s]
L reference length [m]
p pressure [Pa]

t time [s]
u velocity [m/s]
U reference velocity [m/s]

Sub/superscripts
Σ fluid/fluid interface
g gas phase.
l liquid phase.

INTRODUCTION

Interface species transfers are present in a wide range of
applications such as bubble column reactors and geological
storage of CO2 in aquifers. Experimental investigations can
provide insights into the physics of these processes (Francois
et al., 2011; Roman et al., 2016, 2019). However, it is often
difficult to investigate a wide range of physical conditions ex-
perimentally, due to time and safety constraints. In addition,
quantities (e.g. concentration, pH, interfacial flux) are diffi-
cult to measure during the course of the experiment. Com-
putational Fluid Dynamics can be an essential tool to com-
plement experiments and perform sensitivity analysis with
physical parameters (Deising et al., 2018; Maes and Geiger,
2018; Soulaine et al., 2018).
Numerical simulation of two-phase flow can be performed
using the algebraic Volume-Of-Fluid method (Ubbink and
Issa, 1999) for which the interface between the two fluids
is captured using an indicator function, which is a phase vol-
ume fraction. This indicator function is transported by nu-
merically solving an advection equation.
Interface transfer can be modelled within the VOF method by
using the single-field approach, developed by (Haroun et al.,
2010) and at the base of the Continuous Species Transfer
(CST) method, later developed by (Marschall et al., 2012).
In the single-field approach, a mixture quantity, obtained by
volume averaging of species concentration, is transported by
solving an algebraic equation (Haroun et al., 2010; Deising
et al., 2016).
The method has recently been extended to include local vol-
ume change in order to simulate gas dissolution in liquid, and
has been applied to simulate the dissolution of a rising gas
bubble in liquid (Maes and Soulaine, 2020). However, this
model is only first-order accurate, and will therefore depend
strongly on the discretization scheme used. In this work, we
consider two different numerical schemes for the discretiza-
tion of species interfacial fluxes, which require an interpo-
lation of the concentration in each phase from the center of
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computational cells to the center of cell faces. In the Gauss
linear scheme, the concentration in each phase is obtained
by linear interpolation. In the phase upwinding scheme, the
concentrations are calculated using upwinding based on the
normal of the interface, so that each concentration is calcu-
lated in its own phase. Convergence and accuracy are com-
pared for dissolution of a rising bubble of gas in liquid at
various regimes (spherical, ellipsoidal shape and dimpled el-
lipsoidal shaped). The model is then applied to simulate the
dissolution of a trapped bubble of CO2 in a cavity.

MODEL DESCRIPTION

The model is described in detail in Maes and Soulaine (2020)
and is summarized here.

The Volume-Of-Fluid Method

In the Volume-Of-Fluid method, the location of the interface
is given by the indicator function α, which is equal to the
volume fraction of one phase (here the liquid phase) in each
grid cell. The density ρ and viscosity µ of the fluid are given
by volume-averaging

ρ = ρlα+ ρg (1− α) , (1)

µ = µlα+ µg (1− α) , (2)

where the subscripts l and g refer to the liquid and gas phase,
respectively. The indicator function obeys

∂α

∂t
+∇ · (αu) +∇ · (α (1− α) ur) =

ṁ

ρl
, (3)

where ṁ is the phase mass transfer rate and where ur =
ul − ug is the relative velocity, often assumed equal to zero.
However, in order to reduce the smearing of the interface
due to numerical diffusion, it is often replaced by a com-
pressive velocity ucomp, normal to the interface and with an
amplitude based on the maximum of the single-field velocity
(Rusche, 2002)

ur ≡ ucomp = nΣ

[
min

(
cα
|φf |
Af

,max
f

(
|φf |
Af

))]
, (4)

where cα is the compression constant (generally between 0
and 4) and φf is the volumetric flux across f . In all our
simulations, we choose cα = 1.0.
The two fluids are assumed to be Newtonian and incompress-
ible. Under isothermal condition and assuming constant in-
terfacial tension, the single-field volume-averaged velocity
field u and pressure p satisfies the single-field Navier-Stokes
equations (Fleckenstein and Bothe, 2015)

∇ · u = ṁ

(
1

ρl
− 1

ρg

)
. (5)

∂ρu

∂t
+∇ · (ρuu) = −∇p+∇ · τ + ρg + fΣ, (6)

where g is the gravity vector, τ is the viscous stress tensor
and fσ is the surface tension force. The viscous stress tensor
can be expresses as

τ = µ
(
∇u +∇uT

)
. (7)

The Reynolds number is defined as the ratio of inertial to
viscous forces

Re =
ρlLU

µl
, (8)

where L and U are the reference length and velocity in the
domain, and ρ and µ are the density and viscosity of the in-
vading phase. The Reynolds number is used to characterise
different flow regimes, such as laminar flow, where viscous
forces are dominant, and turbulent flow, where inertial forces
are dominant. The surface tension force can be modelled
using the Continuum Surface Force (CSF) formulation intro-
duced by Brackbill et al. (1992)

fΣ = σκ∇α. (9)

where σ is the interfacial tension between the two fluids and
κ the mean interface curvature, which can be computed as

κ = −∇ · nΣ, (10)

where nΣ is the interface normal vector, defined as

nΣ =
∇α
||∇α||

. (11)

The relative importance of viscous forces, gravity and sur-
face tension force is characterised using the Eötvös Eo and
Morton Mo numbers,

Eo =
∆ρgL2

σ
, (12)

Mo =
gµ4

l∆ρ

ρ2
l σ

3
. (13)

In case gravity has no impact, the relative importance of vis-
cous and surface tension forces is characterised using the
capillar number Ca

Ca =
µlU

σ
. (14)

The Continuous Species Transfer Method

In this work, the gas phase is always assumed pure. In ad-
dition, we assume that the gas component dissolves in the
liquid phase with Henry’s constant H and remains diluted.
In this case, the single-field concentration in the domain sat-
isfies an advection-diffusion equation given by the Continu-
ous Species Transfer (CST) formulation (Haroun et al., 2010;
Marschall et al., 2012; Deising et al., 2016)

∂c

∂t
+∇.F +∇.J = 0, (15)

where F is the advective flux and J is the diffusive flux. In or-
der to maintain consistency between advection operators, the
advective flux of the species is also modelled with a compres-
sive velocity, using the normal Compressive CST (C-CST)
formulation (Maes and Soulaine, 2020)

F = cu + α (1− α)
∇c · ∇α
||∇α||2

ucomp. (16)

For the diffusive flux, Maes and Soulaine (2020) showed that
it can be written as

J = −DSF∇c+ Φ, (17)

where

Φ = (1−H)DSF c

α+H (1− α)
∇α. (18)

and DSF is the single-field diffusion coefficient. The debate
regarding the best formulation for the single-field diffusion
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coefficient was initiated in the original work of Haroun et al.
(2010) and pursued in Marschall et al. (2012) and Deising
et al. (2016). Indeed, Haroun et al. (2010) first proposed an
arithmetic mean for the diffusion coefficient

DSF ≡ Da = αDl + (1− α)Dg. (19)

However, Deising et al. (2016) performed a rigorous deriva-
tion of the single-field formulation with an arithmetic coeffi-
cient and show that additional terms arise, resulting from the
discontinuity and curvature effect at the interface. They also
show that Equ. (17) is correct if using a harmonic mean for
the diffusion coefficient

DSF ≡ Dh =
1

α
Dl

+ 1−α
Dg

, (20)

provided the additional assumption that the concentration in
the gas bubble remains approximatively constant. However,
this formulation can not be applied when Dg = 0, for exam-
ple when the gas phase is pure. Instead, Maes and Soulaine
(2020) shows that Equ. (17) is equivalent to the rigorous
single-field formulation based on the arithmetic mean de-
rived by Deising et al. (2016) if using the equilibrium-based
mean diffusion

DSF ≡ De =
αDl +H (1− α)Dg

α+H (1− α)
. (21)

The equilibrium-based mean diffusion has two advantages
compared to the harmonic mean. First, it does not require
the additional assumption that the concentration in the gas
bubble remains approximatively constant, and second, it can
be applied when Dg = 0.
Finally, the phase mass transfer rate at the interface where
0 < α < 1 can be calculated as (Maes and Soulaine, 2020)

ṁ = −D
e∇c−Φ

1− α
· ∇α. (22)

Numerical implementation

The numerical method has been implemented in
GeoChemFoam (https://julienmaes.com/geochemfoam),
our OpenFOAM®-based (OpenCFD, 2016) reactive trans-
port solver. The full solution procedure is presented in
Maes and Soulaine (2020). The standard VOF solver of
OpenFOAM®, so-called interFoam, has been extended for
this purpose into another solver called interTransferFoam.
interFoam solves the system formed by Eq. (5), (3) and
(6) on a collocated Eulerian grid. A pressure equation is
obtained by combining the continuity (Eq. (5)) and momen-
tum (Eq. (6)) equations. The system is then solved with a
predictor-corrector strategy based on the Pressure Implicit
Splitting Operator (PISO) algorithm (Issa et al., 1985).
Three iterations of the PISO loop are used to stabilise the
system. An explicit formulation is used to treat the coupling
between the phase distribution equation (Eq. (3)) and the
pressure equation. This imposes a limit on the time-step size
by introducing a capillary wave time scale described by the
Brackbill conditions (Brackbill et al., 1992).
In interTransferFoam, the concentration equation (Eq. (15))
is solved sequentially before the phase conservation. The
interfacial mass transfer (Eq. (22)) is then computed and
re-injected in the continuity (Eq. (5)) and phase equations
(Eq. (3)). The space discretization of the convection terms
is performed using the second-order vanLeer scheme (van

Leer, 1974). For the compression terms, the interpolation of
αdαc is performed using the interfaceCompression scheme
(OpenCFD, 2016). The diffusion term ∇. (De∇c) is dis-
cretized using the Gauss linear limited corrected scheme,
which is second order and conservative. For the discretiza-
tion of the CST flux, two different schemes are considered,
the Gauss Linear (GL) scheme

ΦGL = De
f (1−H)

cf
αf +H (1− αf )

∇ · α (23)

where De
f ,cf and αf are the molecular diffusion, species

concentration and phase volume fraction at face center ob-
tained by linear interpolation, respectively and the Gauss
Phase Upwinding scheme (GPU)

ΦGPU = ΦU − ΦD (24)

where

ΦUp = De
f

cUp
αUp +H (1− αUp)

· ∇α, (25)

and
ΦDw = HDe

f

cDw
αDw +H (1− αDw)

· ∇α, (26)

and cUp, αUp, cDw and αDw are the species concentration
and phase volume fraction from the upstream and down-
stream cell in the direction of∇ · α.
For the computation of the mass transfer ṁ, we define

ΦD =
De
f∇c−Φ

1− α
(27)

and then we use

ΦD · ∇α = ∇ · (ΦDαDw)− α∇ ·ΦD. (28)

This is only first-order accurate (Maes and Soulaine, 2020),
but all second-order discretization schemes available in
OpenFOAM® have shown strong instabilities. Due to
this, the numerical results will be strongly impacted by
the discretization scheme used for Φ. In this work,
we will compare results obtained with the Gauss Linear
and the Gauss Phase Upwinding schemes. The linear
scheme is available in OpenFOAM® and the phase up-
winding scheme has been implemented in GeoChemFoam
(https://julienmaes.com/geochemfoam).

RESULTS

Rising bubbles

The objective of this section is to compare convergence and
accuracy of the numerical model when using the linear or
the phase upwinding schemes. For this we consider the dis-
solution of a rising single-component gas bubble immersed
in liquid for three different regimes. The fluid roperties are
summarized in Table 1.
For test case 1, a bubble with initial radius R = 2 mm is
immersed in liquid 1 (Table 1) in a computational domain of
dimension 1.2 cm × 2.4 cm × 1.2 cm. Symmetry conditions
are applied to the plane x=0 and z=0, so only a quarter of
the bubble is simulated. The other boundary conditions are
free-flow. The flow properties correspond to an Eötvös num-
ber Eo=3.25 and a Morton number Mo=1.63. For these val-
ues, Clift’s diagram describing the shape regime (Clift et al.,
1978) predicts a spherical shape. Initially, the centre of the
bubble is placed at (0 mm, 3 mm, 0 mm). In order to compare
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Density Dynamic viscosity Diffusivity Interfacial tension (liquid-gas) Henry’s constant
(kg/m3) (Pa.s) (m2/s) (mN/m) (no unit)

Gas 1.2 1.8×10−5 0
Liquid 1 1245 0.46 1.48×10−6 60 5
Liquid 2 1200 0.024 2×10−5 65 5
Liquid 3 1200 0.46 3.83×10−4 65 20

Table 1: Fluid properties for mass transfer for rising of single-component gas bubble

with the semi-analytical solution proposed by Fleckenstein
and Bothe (2015), mass transfer from a rising bubble with no
volume change and while forcing the species concentration
in the bubble, and therefore the density, to remain constant is
simulated until the barycentre of the bubble reaches (0 cm,
1.2 cm, 0 cm). The simulations are then restarted with local
volume change taken into account.
For test case 2, the bubble size and computational domain
remain the same, but the fluid properties are modified (Table
1) so that Eo=3 and Mo=10−5. For these values, Clift’s di-
agram (Clift et al., 1978) predicts an ellispoidal shape. The
bubble is initially at capillary equilibrium in the absence of
gravity and interface mass transfer, with centre placed at (0
cm, 0.3 cm, 0 cm).
For test case 3, the domain considered and the gas bubble are
five time larger (R=10 mm), and the bubble is immersed in
liquid 3 (Table 1). The Eötvös and Morton numbers are 70
and 1.3, respectively. For these values, Clift’s diagram (Clift
et al., 1978) predicts a dimpled ellipsoidal-cap shape. The
bubble is initially at capillary equilibrium in the absence of
gravity and interface mass transfer, with centre placed at (0
cm, 1.5 cm, 0 cm).

Case 1 (t=0.25 s) Case 2 (t=0.12 s) Case 3 (t=0.5 s)

Figure 1: Numerical simulation of the dissolution of a rising bub-
ble in liquid in the spherical regime (case 1), the ellip-
soidal regime (case 2) and the dimpled ellipsoidal-cap
regime (case 3). The colour represents the dimension-
less solute component concentration and the white line
the gas/liquid interface.

For each case, we perform eight simulations with four
different mesh resolutions (75×150×75, 90×180×90,
120×240×120 and 150×300×150) and using the linear and
the phase upwinding scheme. In Fig. 1, the color shows
the dimensionless concentration of gas component in the do-
main, defined as

c∗ =
c

ρg

H

α+H (1− α)
. (29)

at the end of the simulation, while the white line represents
the gas bubble contour. In each case the bubble shape cor-

responds to the one predicted in Clift’s diagram (Clift et al.,
1978).
Fig. 2, 3 and 4 show the evolution of the bubble mass for
each simulation. For the spherical case (Fig. 2), the simu-
lations are also compared with the semi-analytical solution
(Fleckenstein and Bothe, 2015). We observe that the phase
upwinding method always predicts more dissolution than the
linear method. For the spherical bubble, both methods are
first-order accurate, but the phase upwinding method seems
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Figure 2: Evolution of bubble size obtained by semi-analytical so-
lution and numerical simulations with various grid sizes
and numerical schemes for test case 1 (spherical regime).

0 0.02 0.04 0.06 0.08 0.1 0.12

Time (s)

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

N
o
rm

a
liz

e
d
 b

u
b
b
le

 m
a
s
s

Linear (150 300 150)

Phase Upwinding (150 300 150)

Linear (120 240 120)

Phase Upwinding (120 240 120)

Linear (90 180 90)

Phase Upwinding (90 180 90)

Linear (75 150 75)

Phase Upwinding (75 150 75)

Figure 3: Evolution of bubble size obtained by numerical simula-
tions with various grid sizes and numerical schemes for
test case 2 (ellispoidal regime).
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to be further in its convergence toward the semi-analytical
solution. This suggests that the phae upwinding method is
more accurate for all cases, so we will only use this method
in the next example.
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Figure 4: Evolution of bubble size obtained by umerical simula-
tions with various grid sizes and numerical schemes for
test case 3 (dimpled ellispoidal-cap regime)

CO2 trapping

During Carbon Capture and Storage (CCS), clusters of CO2

may remain trapped in the asperities of the solid surface af-
ter the pores are invaded by the water phase (Roman et al.,
2016). In this case, molecular diffusion, interface transfer,
capillary forces and viscous dissipation all play a role in con-
trolling the time-scale at which the CO2 bubbles will dissolve
in the water phase (Maes and Geiger, 2018; Roman et al.,
2019), a process known as solubility trapping.
In this part, we use our simulation framework to investigate
mass transfer and dissolution in a pocket of residual CO2

trapped in a cavity after water injection. The goemetry is a
6mm×1mm×1mm channel, with a 2mm×2mm×1mm cav-
ity inserted in the middle (Fig. 5). Initially, CO2 gas is
trapped in the cavity and the rest is filled with water. The
fluid properties are summarized in Table 2. At t=0, we in-
ject water from the left boundary at two different speeds, 0.1
mL/min and 0.01 mL/min. These flow rates correspond to
Peclet numbers Pe=104 and Pe=10.4, respectively.

1 mm

1 mm

2 mm

CO
2

water

Figure 5: Schematic diagram of the cavity geometry and initial
conditions

Fig. 6 shows a screenshot from the middle plan z=0 at dif-
ferent time for the two injection flow rates. The colour rep-
resents the single-field concentration of CO2 and the white
line the gas/liquid interface. We observe that at Pe=104, the
transport of CO2 in the water is mostly controlled by the ad-
vection, and the concentration of CO2 follows a streamline
around the bottom of the channel. However, for Pe=10.4,
diffusion plays a more important role and the concentration
of CO2 is relatively large at any point dowmstream of the
cavity.
Fig. 7 shows the evolution of the mass of the CO2 bubble
during the simulation for each Peclet number. For Pe=104,
the slope of the curve does not change much and the dis-
solution remains close to linear. This is characteristic of an
advection-dominated process, where the CO2 in the water
phase is flushed out of the domain rapidly and so does not
impact the dissolution significantly. However, for Pe=10.4,
we observe a transition between advection-dominated and
diffusion-dominated regime, as the CO2 accumulated at the
interface by dissolution is not transported sufficiently fast
and slow down the process. We conclude that CFD simu-
lation using the VOF-CST metod can be applied to bring in-
sights into the process of CO2 solubility trapping during CCS
in subsurface reservoir.

t= 1 min

t= 3 min

t= 5 min

Pe=104 Pe=10.4

Figure 6: Numerical simulation of CO2 dissolution in a cavity at
two different Peclet numbers. The colour represents the
single-field concentration of CO2 and the white line the
gas/liquid interface.
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Figure 7: Evolution of the mass of a CO2 bubble trapped in a cav-
ity at two different Peclet number, obtained by numerical
simulation.
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Density Dynamic viscosity Diffusivity Interfacial tension (liquid-gas) Henry’s constant
(kg/m3) (Pa.s) (m2/s) (mN/m) (no unit)

Gas 1.87 0.8×10−5 0
Liquid 1 1000 10−6 1.6×10−9 50 1.25

Table 2: Fluid properties for CO2 dissolution in a cavity

CONCLUSION

In this paper, we used the VOF-CST method to numerically
investigate the dissolution of a rising bubble in water at var-
ious regimes and the dissolution of a CO2 bubble trapped
in a cavity during injection of water in the subsurface. We
compared results obtained with two different numerical dis-
cretizations of the interfacial fluxes for dissolution of a rising
bubble in the spherical, ellipsoidal and dimpled ellipsoidal-
cap regimes, and we concluded that the phase upwinding
scheme was more accurate. We then emploied our simu-
lation framework to investigate mass transfer and dissolu-
tion in a pocket of residual CO2 trapped in a cavity after
water injection at different flow rates and a transition from
advection-dominated regime to diffusion-dominated regime
was observed.
We conclude that our simulation framework can be used
to investigate multiphase multicomponent reactive transport
processes, and bring new insights into engineering applica-
tion such as bubble reactors and CCS. In future work, we will
employ the method to investigate the sensitivity of the pro-
cess with respect to cavity sizes, shapes and number, as well
as investigating the occurence of salt precipitation, a process
known as mineral trapping.
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ABSTRACT 

Blast furnace is a complex, multi-phase and high temperature 

reactor involving multiple reactions between phases, heat 

transfer and phase change. Limited options are available to 

know internal state of the furnace through measurements using 

instruments or sensors. Hence, mathematical and numerical 

models play an important role in prediction of blast furnace 

performance.  

Considering the complex nature of equations to model flow, 

heat transfer, phase change, reaction kinetics and coupling 

between them a robust framework is required. In this context, 

to take advantage of new computational paradigms in terms of 

flexibility offered through open source codes, OpenFOAM® is 

selected as the primary platform. It offers generic field 

operations and manipulation solvers for partial differential 

equations in conjunction with excellent scalability across 

multiple CPUs. A Comprehensive blast furnace model has been 

developed using OpenFOAM® with axi-symmetric solver.  

The model is in implementation stage in the plant and typical 

simulation results compared with the field data are presented. 

In addition, the model can be used for scenario analysis, trend 

prediction, identification of shape and size of cohesive zone 

over range of process parameters. 

Keywords: 

Blast furnace, simulation and modelling, process model, 

OpenFOAM solver, process diagnostics, cohesive zone, CFD 

application to metallurgical process industry  

NOMENCLATURE 

Greek Symbols 

  Mass density, [kg/m3]. 

𝜑 Velocity potential, [N/m2]. 

Latin Symbols 

𝑀 Molecular weight, [kg/kmol]. 

𝐾    Conductance in flow, [m4/N s]. 

𝑅    Universal gas constant, [J/kmol K]. 

�̇�    Reaction source term, [kg/m3s]. 

𝑇    Temperature, [K]. 

�̇�    Melting source term, [s-1]. 

𝑓1  Viscous resistance, [kg/m3s]. 

𝑓2  Inertial resistance, [kg/m4]. 

𝑝 Pressure, [Pa]. 

 𝒗 Velocity, [m/s]. 

Sub/superscripts 

𝑔 Gas. 

𝑠      Solid. 

INTRODUCTION 

Blast furnace is a complex, multi-phase and high temperature 

reactor involving multiple reactions between phases, heat 

transfer and phase change. Depending on capacity of the 

furnace it can produce 2000 to 12000 tons of iron per day. In 

terms of size blast furnace can be as high as 60m and 15m in 

diameter. Iron ore and coke are charged from the top of the blast 

furnace to form a desired layered burden. At the periphery of 

the hearth top, wind and oxygen are blown through number of 

tuyeres at 10000C -12000C. The pulverized coal at ~800C is 

injected into tuyeres through lance. Temperature of gases reach 

to ~22000C due to partial combustion of coal and coke 

descending from the top. The resultant mixture of gas contains 

mainly CO, H2 and N2. The gas mixture acts as a reducing agent 

for ore, resulting in the production of iron ore. The 

measurements are mainly available at the periphery due to high 

temperatures inside the blast furnace. These are insufficient to 

know the internal state of the blast furnace. Hence, 

mathematical and numerical models play an important role in 

the prediction of blast furnace performance. 

Several models were developed in the past and are reported in 

the literature (OMORI (1987)). A two dimensional gas flow 

model to predict gas distribution in the blast furnace was 

developed by (YAGI (1982)). In further improvements a 

comprehensive model involving three phases namely gas, solid 

and liquid was developed (CHEN (1993)). The model 

demonstrated that gas flow is mainly governed by layered 

burden and cohesive zone. The model was further refined by 

(AUSTIN (1997a)) and (AUSTIN (1997b)) by considering the 

effect of suspended fine particles as fourth phase and was thus 

named ‘Four-Fluid’ model.  

Nippon Steel developed ‘BRIGHT’ model (MATSUZAKI 

(2006)), which used three interface model for ore reduction 

reaction. CRM Belgium in collaboration with then Arcelor and 

Corus developed another process model ‘MOGADOR’ 

(DANLOY (2008)) to simulate the effect of gas distribution on 

ore reduction and also to predict the location of the cohesive 

zone. The model was validated for one of the European blast 

furnaces using multi-point vertical probing. Existence of 

another isothermal zone was found in the top region of the blast 

furnace due to burden moisture evaporation. A detailed review 

for numerical modelling of blast furnace is available in 

literature (P. B. ABHALE (2020)). 

At IIT Bombay, India researchers have been working on 

modelling of the blast furnace using first principles with the 

financial support from NML Jamshedpur, Tata Steel 

Jamshedpur, and Gov. of India. In their approach, different sub 
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models were developed from scratch using C programming 

language and were integrated to develop comprehensive 

mathematical model of blast furnace (P. B. ABHALE (2011)). 

However, the comprehensive model had bottlenecks in terms of 

computation time, robustness, and parallel execution. Thus, it 

was decided to look at the whole modelling exercise afresh and 

explore the possibilities of using some of the well-established 

CFD codes to be used for the modelling exercise. 

In view of this, Tata Steel Ltd., Jamshedpur in collaboration 

with the Centre of Excellence in Steel Technology, IIT Bombay 

and Tridiagonal Solutions, Pune has developed 2-D 

comprehensive simulation system for the blast furnace. The 

model has been developed using OpenFOAM® platform. The 

model consists of multiple sub-models like layer descent, solid 

flow, gas flow, liquid flow. It also simulates heat transfer, 

reaction kinetics and species transport in all three phases.  The 

model can predict different zones in blast furnace like lumpy 

zone, cohesive zone, dripping zone and deadman. The model 

has been named as ‘BlaSim®’ (Blast furnace Simulator). 

OpenFOAM® is an open source CFD framework for ‘Field 

Operations And Manipulations’. The OpenFOAM® provides 

generic framework for solution of PDEs in Finite Volume 

Framework (FVM) with operators for divergence, laplacian and 

gradient operations. It also provides easy adaptation for parallel 

computing environment.  

MODEL DESCRIPTION 

BlaSim® is a mathematical model assuming 2-D axisymmetric 

behaviour of a blast furnace. The assumption is reasonable as 

effect of discrete injection points for gas disappears after height 

of 3-4 m from tuyere the level (YAGI (1982)), (Y. G. SHEN 

(2015)) and (P. B. ABHALE (2009)) (P. B. ABHALE (2010)). 

The model limitation is accepted considering significant mesh 

count reduction leading to less computational time. It has 

multiple sub-models to describe different physical processes in 

blast furnace viz. layer descent, solid-gas-liquid flow models, 

enthalpy balance models of all phases, etc. To consider effects 

of mass and heat transfer among various phases due to reactions 

and melting, rate equations governing them are coupled with 

species balance equations of gas-solid-liquid phases through 

source terms. The formation of raceway due to blowing of air 

and its hysteresis was studied by (SARKAR (2007)). Similarly, 

3-D raceway shape was obtained by detailed CFD model by (Y.

S. SHEN (2011)). For the present model raceway shape is

assumed and is used as a boundary for the domain. The is due

to more fine grid requirements for combustion modelling,

instead, simple mass and heat balance of the raceway is

performed separately, and various boundary conditions are

obtained for the comprehensive model.

Solution algorithm 

The model is run in two steps. During the first step layer profiles 

in the blast furnace are predicted. The prediction is done using 

lagrangian tracking of layer profiles using predicted solid 

velocity field, which is obtained by solving solid flow equations 

Eq. (1) and Eq. (2) without melting term. The motion of solids 

is modelled using potential flow theory.  

Solid flow equations (OMORI (1987)) 

∇. (𝐾𝑠∇𝜑𝑠) = −�̇�𝑚𝑒𝑙𝑡𝑖𝑛𝑔,𝑠 (1) 

�⃗�𝑠 = −𝐾𝑠∇𝜑𝑠 (2) 

Top repeating profiles of layers of ore and coke are represented 

by the massless particles (at given co-ordinates) which are then 

tracked using kinematic cloud solver of the OpenFOAM® till 

raceway. Further the points representing the final predicted 

layer profiles are converted into separate STL file for each 

layer. Generated STL files are then used to patch the layer 

structure on the mesh, which means that the each cell in the 

computation domain will either bear a ore, a centre coke, or a 

surface coke material, having distinct properties. The solution 

algorithm is as show in Figure 1. 

Figure 1: Solution algorithm 

In the second step, layer profiles obtained are frozen and the 

information is mainly used to solve gas velocity fields. For all 

other models, layers are assumed to be well mixed for the 

calculation of average properties of the mixed burden. This is 

required to obtain the steady state results. 

The flow of gas through a packed bed is modelled using Ergun 

equation, continuity and equation of state given by Eq. (3), (4), 

and (5). 

Gas flow equations (OMORI (1987)) 

(𝑓1 + 𝑓2 |�⃗�𝑔|)�⃗�𝑔 = −∇𝑝 (3) 

∇. (𝜌𝑔�⃗�𝑔) = 𝑅�̇� (4) 

𝜌𝑔 =  
𝑃𝑀𝑔

𝑅𝑇𝑔
(5) 

The terms 𝑓1 and𝑓2 in Eq. (3) are standard in chemical 

engineering to represent viscous, and inertial resistances, 

respectively to model gas flowing through a packed bed of 

particles.  

As the gas flow is very sensitive to pressure drop within ore and 

coke layers, which offer widely varying resistances, it is 

important to get the correct estimates of the resistances in the 

blast furnace. There are number of ways available in the 

literature to get the correct estimates for a coarser orthogonal 

mesh (20x120), (P. B. ABHALE (2009)). However, this 

involves complex geometrical calculations for knowing layer 

intersections with the mesh and its inclinations for calculating 

representative anisotropic resistances. 

In the present work much finer non-orthogonal mesh (~10000) 

is used for its simplicity and take advantage of high-

performance CPU’s with parallel compute environment 

provided by OpenFOAM®. The layer profile mapped on the 

mesh in the first step using STL is used to identify a type of 

material present in each mesh. Then using the material 

properties such as mean particle diameter, shape factor and 

voidage in each zone, resistances 𝑓1 and𝑓2 are estimated. The 
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Eq. (3), (4), and (5) are solved to obtain gas velocity and 

pressure distribution. 

Three step shrinking core model for ore reduction and 

homogeneous reaction model for coke gasification reactions are 

considered in solid phase. Water gas shift reaction, liquid 

wustite reduction, carbon dissolution and silicon transfer 

reactions are also considered. Details of all reactions are 

available in literature (OMORI (1987)). Source terms arising 

due to reactions and melting are applied to all the continuity 

equations involving volume, mass, and heat of all three phases. 

All the equations are solved to obtain steady state results. The 

complete solution algorithm for second step is given in Figure 

2. 

Figure 2: Solution algorithm 

Geometry and mesh 

The geometry of ‘H’ blast furnace of Tata Steel, Jamshedpur is 

used for the simulation. Mesh is created in Ansys such that it is 

one cell thick in the third direction. Cell count for the mesh is 

9932. The mesh is converted to ‘polyMesh’ format used by 

OpenFOAM®. In OpenFOAM® axisymmetric simulation is 

performed by modifying mesh instead of modifying equations. 

‘extrudeMesh’ utility available in OpenFOAM® is used to 

rotate the ‘polyMesh’ to create an axisymmetric mesh. 

Boundary condition 

Inputs required for the model are operating parameters, burden 

profile, burden properties, reaction kinetics parameters, 

boundary conditions, etc. First all operating and model 

parameters are provided in excel sheet. A python code is written 

to perform heat and mass balance of raceway to obtain raceway 

gas flow rate, temperature, and composition. Then another 

python utility is used to convert inputs in the format required by 

the model in OpenFOAM® format. The inputs provided below 

are from H blast furnace at Tata Steel, Jamshedpur 

 Solid velocity at the top boundary = 0.002 m/s

 Solid temperature at the top = 303 K

 Top gas pressure =2.35 bar (abs)

 Gas mass flow rate for 2o=0.8735 kg/s

 Flame temperature at raceway boundary = 2498 K

 Gas species mass fraction specified at raceway

boundary

o CO = 0.4617, H2 = 0.0057, N2 = 0.5326

 Softening temperature = 1373 K, Melting temperature

= 1673 K

Thermodynamic data required for the model are obtained by 

fitting a polynomial to a data obtained from FactSage® for the 

required temperature range.  

Convergence check 

As solution is steady state, monitors of important physical 

variables are used to monitor the convergence. When steady 

state is achieved, monitors become flat and solution can be 

stopped. Two such monitors are shown in Figure 4 and Figure 

5. Volume weighted value of zone flags is used to plot the

monitor. Definition of zone flag is given in Figure 6.

Results 

As the model developed is complex and number of assumptions 

are made during mathematical modelling, to run the model 

some tuning is required. Tuning is performed by adjusting 

reaction kinetic parameters and heat transfer coefficients. The 

tuning is performed by matching results of the model for a 

particular date with plant measured Key Performance Indicators 

(KPIs). Once the tuning is done for a particular date the model 

is used to predict and match results. Results are presented in 

Table 1. 

Simulations can be performed using parallel computations. 

Typical run time for 9932 cell mesh is about 40 minutes on four 

processors.  

Figure 3: Mesh 
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Figure 4: Monitor of top gas temperature 

Figure 5: Monitor of flag variable 

Following is the list of important output provided by the model 

 Velocity, temperature profile for all liquid-gas-solids

 Pressure profile

 Gas-solid-liquid species profiles, ore reduction

profiles

 Different zone locations and shapes

 Layer profiles

 Top gas and hot metal composition

Heat and mass balances are also performed to ensure solution 

satisfies the overall balances. Error in mass balance is 0.003%, 

whereas, that in heat balance is 0.08%.  

Table 1: Comparison between plant and predicted data 

In Figure 6 lumpy, cohesive, dripping and deadman zones can 

be observed. Location and shape of cohesive zone is a very 

important output parameter to understand working of blast 

furnace. 

Figure 6: Different zones predicted by BlaSim® 

In Figure 7 solid velocity streamlines and predicted layer 

structure are shown. In the layer structure three distinct layers 

of ore (blue), coke (green) and central coke (red) can be 

observed.   

In the Figure 8, ore volume fraction and gas velocity 

streamlines are shown. Radial distribution of ore and coke 

volume fractions is an input to the model and is obtained from 

burden distribution model (RADHAKRISHNAN (2001)) 

(NAG (2014)).  Ore volume fraction is high at the mid-radius 

due to practise of charging high amount of ore at the location 

for better gas distribution and minimizing heat losses. The ore 

volume fraction is reduced to 0 at the end of cohesive zone due 

to melting. Gas streamlines show strong impact of cohesive 

zone on gas flow. Streamlines show that gas flows away from 

centre through coke layers as mushy ore in the cohesive zone 

offers very high resistance to gas flow.  

Temperature profiles are plotted in Figure 9. Liquid (hot metal 

+ slag) temperature profiles are relevant only below start of

cohesive zone as liquid is not present above the cohesive zone.

High gas temperature is observed in the centre of the blast

furnace indicating strong central flow of gases.

Gas composition and distribution in the blast furnace is shown

in Figure 10. Higher CO consumption is clearly visible in the

region of maximum ore loading and it is lowest in the central

region where ore fraction is very low.
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Value 

Dry coke rate (kg/thm) 320 306.6 

Delta P (bar) 1.50 1.66 

TG Temp (C ) 100.0 120.0 

Dry TG CO (vol. %) 23.4 23.6 

Dry TG CO2 (vol %) 24.0 23.8 

Eta CO = 

CO2/(CO+CO2) (-) 0.5063 0.5016 

Dry TG H2 (vol %) 5.0 4.8 

Overall heat loss 

(MJ/thm) 220 200 

Hot Metal Cast Temp= 

Texit -20 (C ) 1500 1490 
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Figure 7: Solid velocity streamlines and predicted layer 

structure 

Figure 8: Ore fraction and Gas velocity streamlines 

Figure 9: Temperature profiles in gas, solid and liquid 

Figure 10: Gas composition, CO and CO2 profiles 

Figure 11: Solid composition magnetite and wustite 

profiles 

Solid composition of magnetite and wustite is shown in Figure 

11. Hematite reduction is very fast and occurs in the top region.

Magnetite reduction happens deeper into the blast furnace.

Thereafter, wustite reduction is quicker and happen in a depth

of 1-2 meters at all radius except mid-radius where ore burden

is maximum.

Parametric study 

Prediction of blast furnace performance with change in 

operating conditions is an important aspect of the model. Below 

two such cases are presented in which effect of top gas pressure 

and effect of central coke burden diameter is predicted. All 

other inputs are same as that of base case.  

Effect of top gas pressure 

To study the effect of top gas pressure two additional cases are 

run with top gas pressure of 1.85 bar and 2.85 bar. The base 

case is with top gas pressure of 2.35bar. Predicted gas pressure 

drop is 1.84, 1.66 and 1.48 bar for top gas pressure of 1.85, 2.35 

and 2.85 bar. Effect on pressure profiles is shown in Figure 12. 

As top gas pressure is increased from 1.85bar to 2.85 bar overall 

pressure drop decreases due to lower gas velocities. Decrease 

in velocity is due to higher gas density at higher pressure. Note 

that pressure drop, and square of velocities are directly 

proportional as per gas flow Eq. (3).    

Effect of central coke 

In general, coke with larger diameter is charged from centre. 

This produces central chimney where gas flow is higher. 
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Similar central coke is used in the base case presented above. 

To check the impact, a new case is run in which central coke is 

replaced with same coke as used in surface coke layer. Typical 

surface coke diameter is around 30 mm and for central coke it 

is around 50 mm. Cohesive zone is shifted down near the centre, 

whereas it is shifted up near wall. Other effects observed are 

 Eta CO is also increased from 49.37 to 50.03 when

same diameter central coke is used due to better gas

distribution.

 Top gas temperature decreases from 393K to 389K 

when same diameter central coke is used indicating

higher efficiency.

Figure 12: Effect of top gas pressure 

Figure 13: Effect of central coke size on solid temperature 

and cohesive zone 

Conclusion 

A comprehensive, steady state model has been developed for 

blast furnace process analysis using OpenFOAM®. The tool is 

tuned to predict the performance of ‘H’ blast furnace of Tata 

Steel, Jamshedpur. After tuning the model is ready to be used 

to predict the performance of the blast furnace with different 

operating conditions.  

Parametric studies are performed by changing process 

conditions. Results predicted by parametric study agree with 

expected trends as per working of blast furnace and plant 

conditions.  

The model developed can be used for predictive analysis and 

efficiency improvement of the BF process. This can result in 

significant cost saving of blast furnace operation and reduce 

carbon footprint of the process.  
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ABSTRACT
The application of Unmanned Aircraft Systems (UAS) in health ser-
vices is increasing, with a large variety of objectives: delivering
medicines and vaccines, transporting blood samples and provid-
ing care technology in emergency situations. However, for use in
emergency medical purposes, the expectations are a drone should
be available at most times. Severe wind conditions are consid-
ered to be one of the prime factor that can hamper this expected
drone availability. Most of these drone operations are expected to
be linked to urban hospitals and understanding urban micro-scale
weather patterns are important. The current work tries to develop a
methodology for obtaining wind fields in an urban landscape. The
multi-scale methodology involves coupling three models operat-
ing on different scales namely an operational meso-scale numerical
weather prediction model HARMONIE, a micro-scale model that
captures terrain-induced wind influence and a super-micro scale
Computational Fluid Dynamics code to capture building-induced
wind influence. Existence of a large variation in the spatio-temporal
scales in an atmospheric flow necessitates such a coupling between
different models each of which handles a particular range of scales.
In this article, we describe the multi-scale methodology and present
a qualitative comparison of the wind velocity predicted by differ-
ent numerical models with the measured experiment data and then
explain the potential of the tool for drone operations.

Keywords: CFD, drones, wind, urban climate.

NOMENCLATURE

Greek Symbols
ρ Mass density, [kg/m3]
µ Dynamic viscosity, [kg/ms]
θ Temperature, [K]

Latin Symbols
p Pressure, [Pa].
u Velocity, [m/s].

Sub/superscripts
s hydrostatic part.

INTRODUCTION

Health services are beginning to explore the use of Unmanned
Aircraft Systems (UAS) for diverse applications, like for de-
livering medicines and vaccines, transporting blood samples
and providing care technology in emergency situations. How-
ever, for use in emergency medical purposes, the expectations
are a drone should be available for at-least 95% of the time (if
not 24-by-7 a year) to be deemed reliable. The weather chal-
lenge is likely to be the factor that threatens the UAS service
availability the most. Low cost and small, reliable systems
have not yet been developed to be used in all-weather condi-
tions with a high level of safety and availability. The current
knowledge of the impact of wind and turbulence on drone
flight safety is scarce. For development of this knowledge,
tools that can predict urban micro-scale climatology accu-
rately are needed. This has been attempted in different ways,
for example, the urban meteorological conditions have been
simulated using state-of-the art meso-scale codes with urban
parameterizations. These parameterizations are based on the
assumption that a city can be represented by regular arrays of
cuboids (Kondo et al., 2008). As shown by (Rasheed et al.,
2011), this assumption is not valid for European cities. While
it is possible to derive statistical information regarding the vis-
ibility, temperature and precipitation using these models in
combination with measurement data, the coarseness of the
model’s horizontal resolution (finest being 500m) makes it
impossible to model flow induced by buildings or other struc-
tures which may have a profound impact on the operating
of UAVs.Recently, micro-scale modelling using conventional
CFD code has come up with an alternative and researchers
have been able to simulate full cities (Ashie and Kono, 2011;
Tabib et al., 2017) with promising results. However, such
micro-scale models need accurate boundary conditions to
work. In this direction, the objective of the present work
is to develop a multi-scale coupling to enable computation
of urban wind conditions. The next section describes the
multi-scale methodology:

MULTI-SCALE METHODOLOGY DESCRIPTION

The multi-scale methodology here consists of unidirection-
ally coupled HARMONIE-SIMRA-CFD multiscale system
(as shown in figure 1). There have been other multi-scale
approaches ((Kunz et al., 2000; ?) but they have been mostly
devoted to wind energy requirements. The current work in-
volves a multi-scale approach with the level at finest scale

- 155 -



M. V. Tabib, K. H. Midtbø, T. Skaslien, A. Rasheed, T. Kvamsdal

being able to resolve the impact of buildings on wind. HAR-
MONIE (Seity et al., 2011) is ameteorologicial program used
for weather forecasting in Norway and SIMRA is a program
specially designed to model terrain-induced wind and turbu-
lence in complex terrain at high horizontal spatial resolution,
and is capable of resolving important terrain features. Both
these programs are based on themass, momentum and energy
conservation principles of fluid mechanics. Earlier a multi-
scale methodology was developed for wind farms (details re-
garding these models can be found in (Rasheed et al., 2017),
this multi-scale methodology has been extended to account
for buildings by incorporating additional refined-CFD model
for building-scale. For sake of completeness, the models are
described below as well:

Multi-scale coupling

SIMRA‐Terrain induced turbulence

HARMONIE: Weather Forecasting models.

RANS‐Building‐induced turbulence

Figure 1: Multi-scale methodology

HARMONIE - a meso- scale numerical weather
model

The atmospheric modelling component in the coupled system
is a meso-scale model named HARMONIE that can simu-
late weather phenomena that spans over 100s of kilometers
of distance and lasts until days (hence called meso-scale in
metereology). based basically on the equations presented be-
low albeit in a slightly modified form to suit meteorology.
The model is a non-hydrostatic model, in which the dynam-
ical core is based on a two-time level semi-implicit semi-
Lagrangian discretization of the fully elastic equations, using
a hybrid coordinate system in the vertical direction ( [2]).
The surface model Surface Externalise (SURFEX ) is used
for the calculations of fluxes in the surface layer. One-hourly
boundary and initial data comes from the global model called
ECMWF (http://www.ecmwf.int/). Although the model cap-
tures large scale phenomena (as will be shown later), it does
not account for micro-scale flow phenomena driven by terrain
complexities. The model has a variety of parameterization
schemes for sub-grid scale physical processes. At the upper
boundary a condition of zero vertical velocity is imposed.

SIMRA- A micro-scale terrain induced turbulence

SIMRA (Semi IMplicit Reynolds Averaged) model (Utnes,
2007a,b), which is based upon the RANS equations with a
standard k − ε turbulence closure (Rodi, 1997; Mohammadi
and Pironneau, 1994), is a fully three-dimensional model for
anelastic flow. From metereological perspective, it has the
capability of predicting micro-scale flows with separation,
attachment, hydraulic transition, internal wave breaking and
mountain waves, and phenomena occurring from minutes up
to an hour and cover small distances such as less than 10 kilo-
meters (hence, it is called micro-scale model). It has finer
resolution and near wall boundary conditions that ensures that
it is able to resolve the impact of terrain and ocean surfaces. It
makes use of the Boussinesque approximation. The govern-
ing equations of mass, momentum, energy, turbulent kinetic

energy and dissipation are discretized using a finite element
method and solved by a projection method. Thus, the model
solves prognostic equations for all velocity components, po-
tential temperature and pressure (Eqn. 1 and 2). Turbulence
is modeled using two equations: one for turbulent kinetic en-
ergy (Eqn. 4) and another for turbulent dissipation (Eqn. 5).
A projection method is used for the solution of the Reynolds
equations, and a mixed finite element formulation is used for
space discretization. Since the effects of Coriolis force at this
scale is negligible this is ignored in the model. A Taylor-
Galerkin method is used for time discretization. A special
feature of this model is the use of logarithmic element inter-
polation at the near-ground location in order to satisfy loga-
rithmic boundary conditions accurately. This model has been
tested against various data, from two-dimensional flow over a
single hill in neutral and stratified flow to three-dimensional
flow over different hill shapes (Eidsvik, 2005; Eidsvik and
Utnes, 1997; Eidsvik et al., 2004). The code has been par-
allelized using Message Passing Interface (MPI). The code
computes wind, temperature and turbulent kinetic energy and
dissipation. More details, description and validation results
can be found in (Utnes, 2007a,b). SIMRA is designed to
be used at the micro-scale level (this scale in metereological
parlance covers terrain induced turbulence) with an efficiency
of real-time simulation. Hence, simra employs orthogonal
structured mesh to resolve the terrain at that scale and the
solvers suited to such mesh are efficient and enable real-time
analysis. SIMRA is well validated at this scale. However,
SIMRA will not work at super-micro scale level as in order
to resolve the terrain and buildings at such finer mesh, the
resultant volumetric mesh needs to consider non-orthogonal
unstructured cells. This helps to avoid Jacobian from being
non-negative during the mesh generation process, and such
unstructured non-orthogonal meshes need different kind of
solvers that have ability to deal with sparse non-diagonally
dominant matrices. Hence, we use OpenFOAM to develop
the super-micro scale model as it has in-built solvers to work
with the finer unstructured non-orthogonal mesh (with non-
orthogonal corrections employed). The OpenFOAM can be
employed both at micro and super-micro scale, but on the
micro-scale level, Simra is expected to be more computation-
ally efficient due to its solvers and physics. Hence, the choice
of models at different levels in the multi-scale set-up has
been done keeping in view their ability and balance between
accuracy and efficiency. The definition and segregation of
scales (meso,micro,super micro) is as per the norms used in
Metereology.

CFD for urban simulation: A super-microscale phe-
nomena.

The solver is created in OpenFOAM-2.3.0 (OF)
(http://www.openfoam.com/) using the finite volume dis-
cretization of the equations presented below. To ensure con-
tinuity, OF uses an elliptic equation for the modified pressure
which involves combining the continuity equation with diver-
gence of momentum equation. This elliptic equation along
with themomentum equation, energy equation and turbulence
equation are solved in a segregatedmanner using the SIMPLE
algorithm for steady state or using PISO-SIMPLE algorithm
(PIMPLE algorithm) for unsteady state. The solver can be run
using both steady state and unsteady state manner. For this
work, a steady state solver is used with turbulence modelled
using realizable k-epsilon model. As compared to standard
k-epsilon model, the realizable k-epsilon turbulence model
is known to provide better predictions for turbulent flows in
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regions pertaining to flows involving boundary layers separa-
tions, re-circulation and boundary layers with strong adverse
pressure gradient that are expected in hilly regions. This is
owing to use of a variable turbulent viscosity (C) in realizable
k-epsilon as compared to a constant viscosity value that stan-
dard k-epsilon uses and use of a new transport equation for
the dissipation rate, , that is derived from an exact equation
for the transport of the mean-square vorticity fluctuation. The
realizable k-epsilon model ends up satisfying certain mathe-
matical constraints on the Reynolds stresses, consistent with
the physics of turbulent flows. Authors are aware that there
are better performing turbulence models like Shear Stress
Transport (SST), but the choice of realizable k-epsilon model
had also to do with its ability to be computationally efficient
while predicting the statistical mean properties of turbulent
flows.
All the equations (except k and turbulence equations) use sec-
ond order linear discretization scheme, while the turbulent
equations use liner-upwind convection schemes. Similarly,
the diffusion term involving Laplacian operator (the diver-
gence of the gradient) is simplified to compute the gradient of
variables at the faces. The gradient term can be split into con-
tributions from the orthogonal part and the non-orthogonal
part, and both these contributions have been accounted for.
The next section describes the governing equations:

Governing Equations

Atmospheric flow at any scale (global, meso or micro) like
any other fluid flow is governed by the conservation of mass,
momentum, energy and scalars like humidity. The general
equations of motion for incompressible flow may be adapted
to atmospheric flows by the use of so-called anelastic approx-
imation. This formulation is often applied in meteorological
models, and may be written in the following conservative
form :

∇ · (ρsu) = 0 (1)

Du

Dt
= −∇

(
pd
ρs

)
+ g

θd
θs

+
1

ρs
∇ · τ + f (2)

Dθ

Dt
= ∇ · (γ∇θ) + q (3)

Here (u, p, θ, ρ) represent velocity, pressure, potential tem-
perature and density, respectively. Furthermore, τ is the
stress tensor, f is a source term that may include rotational
effects, g is the gravitational acceleration, γ is the ther-
mal diffusivity and q is the energy source term. Subscript
s indicates hydrostatic values and subscript d the devia-
tion between the actual value and its hydrostatic part, i.e.
p = ps+pd, θ = θs+θd, ρ = ρs+ρd, where the hydrostatic
part is given by ∂ps/∂z = −gρs. In addition, the following
expression for hydrostatic density may be derived from the
state equation and the definition of potential temperature:

ρs =
ps
Rθs

(
po
ps

)R/Cp

(4)

whereR is the gas constant andCp is the specific heat at con-
stant pressure. Hence, once the hydrostatic (potential) tem-
perature profile is given, the hydrostatic pressure and density
may be calculated, and then substituted into Equations 1 and
2.
It may be noted that the Boussinesq approximation is ob-
tained from the system of Equations 1 and 2 by assuming
constant values (ρo, θo) instead of the hydrostatic values, and

that formulation may well be used for incompressible flow
and ordinary temperature.
In a mesoscale context like HARMONIE , the external force
(f ) inmomentum equations include theCoriolis forces. These
forces are neglected in microscale models SIMRA and CFD.
Further, the thermal diffusivity (γ) can be used to model the
radiative heating of the atmosphere.
The aim of the present study is to solve these equations for
high Reynolds-number flows. For this purpose we apply
an Reynolds-averaged modelling of the equation system, to-
gether with a turbulence model. Presently a standard high-
Reynolds (k− ε) turbulence model is used for this purpose in
the micro-scale models. The equations are shown below :

DK

Dt
= ∇ · (νT∇K) + Pk +Gθ − ε (5)

Dε

Dt
= ∇ ·

(
νT
σe
∇ε

)
+ (C1Pk + C3Gθ)

ε

k
− C2

ε2

k
(6)

where turbulent viscosity is given by νT = Cν
k2

ε . The
Reynolds stress tensor is given by

Rij = νT

(
∂ui
∂xj

+
∂uj
∂xi

)
− 2

3
kδij (7)

while the eddy diffusivity appearing in the energy equation
is γT = νT /σT , σT being the turbulent Prandtl number. The
production and stratification terms in the turbulence model
are given by

Pk = νT

(
∂ui
∂xj

+
∂uj
∂xi

)
∂ui
∂xj

, Gθ = −
g

θ

νT
σT

∂θ

∂z
(8)

Conventional constants for the high-Reynolds (k − ε) model
are given by

(Cν , C1, C2, σe) = (0.09, 1.44, 1.92, 1.3) (9)

The value for C3 is more uncertain. In the present study we
assume C3Gθ = max(Gθ, 0), i.e. C3 = 0 in stably stratified
flows, else C3 = 1
While the microscale and supermicroscale models utilize a
two equation turbulence model (one for turbulent kinetic en-
ergy given by Eqn. 5 and another for dissipation given by
Eqn. 6), the mesoscale model uses a one equation model
consisting of the Eqn. 5. The turbulent dissipation is esti-
mated from ε = (C

1/2
µ K)3/2/`t. `t is computed using the

relationship

`t ≈
min(κz, 200m)

1 + 5Ri
(10)

where
Ri =

(g/θ)∂θ/∂z

(∂u/∂z)2
≈ −G

P
(11)

In convective conditions the stability correction (1 + 5Ri) is
replaced by (1−40Ri)−1/3. The gradientRichardson number
Ri is supposed to be smaller than 1/4. The coefficients are
(Cµ, C1, C2, C3) = (0.09, 1.92, 1.43, 1) and the coefficients
κ, σK , σε are 0.4, 1, 1.3, respectively.

Coupling different codes

The coupling of different codes is shown in 1. For Harmonie-
SIMRA, basically three velocity components, temperature,
turbulent kinetic energy and dissipation are interpolated from
the coarser to the finer grid. The wind, temperature, turbu-
lence kinetic energy and dissipation fields computed by the
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meso-scale model are interpolated onto the SIMRA mesh to
initialize the domain. Such a coupled system is being used for
forecasting turbulence at many Norwegian airports and wind
power production for a wind farm. For coupling SIMRAwith
micro-scale OpenFoam solver, a simplified approximation is
used with only vertical profiles of variables computed from
SIMRA (velocity components, turbulent kinetic energy and
dissipation) being used as input for openfoam. A more com-
prehensive mapping of variables from SIMRA to OpenFoam
is being developed.

Application of multi-scale methodology: Case
Study of Oslo University Hospital

For studying the impact of multi-scalemethod, a realistic case
study of Oslo University Hospital (OUS) is selected. OUS
comprises of four hospitals (Rikshospitalet, Ullevål Univer-
sity Hospital, RadiumHospital andAker University Hospital)
that plans to research an implementation of Unmanned Air-
craft Systems for a fast, secure and predictable transport of
biological material and blood products between these hospi-
tals. The location of terrain and buildings from where the
drones are expected to operate have been shown in figure 2.
The drone operations are expected to be impacted by local
turbulence and wind shear and hence understand wind con-
ditions is essential to establish safe drone flight trajectories.
For validating the multi-scale methodology, an experimental
measurement campaign involving mast has been conducted.
The mast location at a height of 6 m above the building D4
(marked in figure 2 and shown in figure 3). The simulations
are done for two wind cases as described in next section.

Figure 2: Oslo University Hospital with measurement location
marked

COMPUTATIONAL SET-UP

Meshing Details and computational domain
The following domain sizes and grid sizes are used for the
models: HARMONIE was operated at a horizontal resolu-
tion of 2.5 km × 2.5 km shown in Fig. 1. HARMONIE
model covers Norway and runs on a computational domain
of size 1875km × 2400km × 16km. The model is run on
1840 cores and it takes 87 minutes to complete a 48 hours
forecast. SIMRA was operated at a horizontal resolution
with finest grid size of about 112m × 112m with a domain
size of 18Km× 18Km× 4Km.the number of cells is about
1.28 milion. The SIMRA domain covers the oslo region
surrounding the hospitals. Running on 48 cores, SIMRA
generally takes 15 minutes to complete steady state simu-
lations for the next 12 hours. For each hour, SIMRA takes
the boundary conditions fromHARMONIE. The super-micro

Figure 3: Experimental measurements at 6m above building D4

scale CFD model has a much smaller computational domain
size of 760m × 660m × 357m with finest mesh resolution
near buildings and terrains being at 0.15 m. A refinement
zone is used in the vicinity of terrain and buildings to cap-
ture terrain induced flows . Using three different zones of
different refinement levels, the mesh grid spacing is slowly
increased away from terrain to reach 10 m grid resolution in
upper regions of domain where the flow is expected to be
uniform and without velocity gradients. The building heights
are generally upto around 13m so the building is refined by
nearly 80 grid points vertically . Figure 4 shows the mesh
used for simulation. The mesh is dominated by hexahedral
cells and mesh size is 5.9 Million cells.

Boundary conditions and Initial conditions
The inlet and outlet boundaries change with wind directions.
Outlet boundaries generally assumes fully developed flow
with zero gradient for all variables (except pressure). The ter-
rain and buildings have no-slip boundary with fixed velocity
of zero.

Choice of wind direction and Case Studies
Two realistic cases are selected to be simulated for comparison
with experimental measurements : (a.) Case 1: Simulating
the scenario of 9th February,2020 at 1000 UTC time with
wind direction of 180 degrees and (b) Simulating the scenario
of 13th February, 2020 at 15 UTC with wind direction of 344
degrees (i.e north westerly flow). The choices are made based
upon considerations of dominant wind from the wind rose
(like 184 degrees wind direction - South westerly flow, see
figure 5) and wind profile considered challenging to drone
operations due to gusty nature (wind direction 344).

Experimental measurements using Mast for refer-
ence comparison of models

An experimental windmeasurement mast was setup at a verti-
cal distance of 6m above the D4 building at the Rikshospitalet
to validate the CFD models. For the wind below 4.9 m/s, the
measurements are seen to be capturing noise (50Hz noise)
due to presence of fan below the roof that is inducing voltage
disturbance affecting the sensor signals. Hence, the mea-
sured observation is now used only as reference for a qualita-
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[SIMRA surface mesh]

[SIMRA domain 18kmsx18kms]

[CFD domain mesh]

Figure 4: Mesh and domain used in SIMRA and CFD scales

Figure 5: Wind rose to determine wind direction for study

tive comparison between SIMRA and local-micro-scale CFD
model, rather than for quantitative validation.

RESULTS

The results presented here compares the simulated and exper-
imental measurements:

Comparison between experiments and model pre-
dictions

Figure 6 shows the vertical profile of mean wind speed
at a vertical line passing through the D4 measurement
point obtained from the SIMRA and super-microscale CFD
simulations. The experimental measurement results from the
mast at D4 has been plotted as points on the same graph to
enable comparison. Currently, only the mean wind speed are
compared while the observed gusts (max mean wind speed)
are not compared as a steady state simulation is done with
steady inlet profile. The figures shows that SIMRA (which
does not incorporate building impact) has higher deviations
that the super-microscale CFD model. Here, the deviations
are measured as: Deviation = Umeasurement−UCFD

Umeasurement
∗ 10.

For the case 1 of 13April2020 (figure 6), SIMRA deviates
with around 32% over-prediction while micro-scale CFD un-
derpredicts by about 24% . For the case 2 of 9thFebruary2020
(figure 6), SIMRA deviates highly with around 72% over-
prediction while super micro-scale CFD underpredicts by
about 20%. The reasons for CFD to predict closer to mea-
sured data is due to the fact that it is accounting for impact of
buildings - which is influencing the measurements (as shown
in figure 9 and discussed in later section) It is important to
note that these comparisons (validations) are being attempted
in realistic conditions over which we have little control (as
is possible in the case of wind tunnel where we can control
inlet wind conditions and thus enable proper validation). The
observed deviations reported below are attributed to factors
related to both experimental and computational things, 1.
The incorporation of unavoidable external noise in the signal
collected by the mast has introduced measurement errors in
wind below 5 m/s. 2. The measurements at nearby hours at
11UTC and 9UTC (as shown in figure 6) Case 2 reveals that
the wind is highly dynamic within the measurement period.
While the steady state solver in this work uses a steady inlet
profile for the given hour (i.e at 10UTC - the hourly period
of comparison) as we do not have information on change in
wind conditions within the hour (10UTC). 3. Currently, a
simple RANS turbulence model has been used. 4. The ap-
proximation considers only vertical variation for inlet profile
and a full mapping may help to improve the model further.
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So, the comparison with experiments and deviation could be
used only for qualitative purposes and shows results along
expected lines and known lines - that is the super-microscale
CFD is able to account for building wake effects and hence
shows lower wind speeds than SIMRA at regions up-to which
the building has influence. So, such micro-scale models will
be able to more accurately capture the wind conditions expe-
rienced by the drones.
Next, we qualitatively define the influence of differentmodels:

Qualitative capabilities of models in the multi-scale
framework

Figures 7-9 below shows qualitative capabilities of different
models for the case 2 study. HARMONIE (figure 7) is able
to capture the large scale meso-scale effects happening at an
altitude of thousands of meters . It captures a major wind
shift when crossing the frontal surface above Oslo and the
associated jet stream in troposphere height is from the North-
west. The figure shows wind tangent to the cross-section for
both the W-E and S-N together with potential temperature.
Here, the frontal zone is seen aloft (a few thousand meters)
and it is associated with a potential temperature gradient and
a wind shear. This meso-scale model can be used to pro-
vide boundary profiles for the micro-scale models - which
then can capture the local wind conditions around the urban
hospital. The wind conditions in an urban location are im-
pacted by buildings and urban landscape, and a meso-scale
model such as HARMONIE that is operating at a resolution
in scale of kilo-meters can not capture this. The impact of
terrain and buildings are shown in figures below (figure 8-9
) from the results of micro-scale models (SIMRA and CFD).
As compared to the meso-scale Harmonie predictions, the
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[Harmonie-1 meso-scale]

[Harmonie-2 wind shear and temperature gradient]

Figure 7: Harmonie meso-scale predictions
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micro-scale SIMRA model shows that it is able to capture
the impact of terrain (figure 8). This result is along expected
lines. The terrain in north of Rikshospital, Oslo is hilly
with elevation up-to 500m high. This can have an impact on
the wind experienced at the hospital. HARMONIE owing
to its coarse resolution (in kms) won’t be able to capture this
terrain impact. The figures shows that the wind vectors at dif-
ferent heights (300m, 140m) are impacted by terrain, and the
turbulence emanating from the hilly terrain (terrain-induced
turbulence) for the case 2 scenario (i.e. the south-westerly
wind) can also been seem in the figure. At height D4 (140
m above sea-level, i.e. about the same height as the location
of mast), the figure shows that SIMRA is not able to capture
the impact of buildings as this needs grid resolutions to be
below atleast a tenth-of a meter so as to explicitly resolve the
buildings, while SIMRA operates at a resolution that is about
two orders of magnitude higher (112 m resolution). For the
cases of wind blowing from other directions (like northerly,
north-easterly (NE) and north-westerly (NW)), the terrain-
induced turbulence and wakes should impact the local-wind
conditions on downstream of hill around the hospital.
As compared to the meso-scale Harmonie and to the micro-
scale SIMRA, the super-refined micro-scale CFD model
shows that it is able to capture the impact of buildings (figure
9). The figures shows the wind velocity vectors at 10m above
ground level and at a vertical plane across the D4 measure-
ment point (D4 represented by a white cross in the figures).
The figures show that the D4 measurement location is influ-
enced by the building. Super-micro scale CFD shows that
the D4 mast location lies in the building-induced wake region
thus experiencing higher turbulence and lower velocity, and
hence, the supermicro-scale CFD predictions are closer to the
mast observations with lower velocity than those predicted by
SIMRA (as seen in figure 6).
Thus, the current work qualitatively shows the utility of using
a multi-scale approach to obtain wind conditions around an
hospital in urban landscape. The quantitative accuracy of this
multi-scale approach could not be checked as the experimen-
tal data from MET masts has significant noise from external
source, and hence the measurement data has been used only
for verification purposes.

CONCLUSION

The work shows the utility of the multi-scale tool for generat-
ing urban-scale wind conditions. The multi-scale tool in the
form presented in this paper is capable of creating a micro
scale wind atlas taking into account different combinations
of meteorological parameters (like wind directions, build-
ing designs etc). However, we do admit that there is scope
for a more detailed study and better validation studies (by
obtaining better experimental data). In the near future, we in-
tend to develop a more comprehensive coupling between the
micro-scales codes and investigate influence of micro-scale
turbulence on the drones under unsteady conditions.
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Figure 8: SIMRA wind vectors 10 UTC and terrain induced effects
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[CFD velocity]
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[CFD turbulence]

Figure 9: super micro-scale CFD for building-induced effects
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ABSTRACT 

Chemical looping combustion (CLC) is a promising technology 
for hydrocarbon fuel combustion with integrated CO2 capture. 
The CLC process imposes almost no direct energy penalty for 
separating CO2, but a large indirect energy penalty is 
encountered when CLC reactors are integrated into a combined 
cycle power plant due to the maximum reactor operating 
temperature that is far below the inlet temperature of modern 
gas turbines. Previous works have shown that additional fuel 
combustion after the CLC reactors can almost eliminate this 
energy penalty, although more expensive hydrogen fuel must 
be used to avoid CO2 emissions. This study conducts CFD 
simulations of an added combustor fired with hydrogen, 
focusing mainly on mechanisms to reduce NOx formation. 
Three mechanisms are explored: 1) a greater number of fuel 
injectors, 2) increased turbulence, 3) and lower O2 content of 
the air stream due to flue gas recirculation. Option 2 proved the 
most effective at reducing NOx, followed by Option 3. When 
combined, these mechanisms could result in NOx emissions 
below 50 ppm using a very compact combustor. In conclusion, 
low-NOx operation of the added combustor appears to be 
feasible and it is recommended for inclusion in future studies of 
CLC combined cycle power plants.    

Keywords: Combustor, Chemical looping combustion, CFD, 
Gas turbine, Power production  

INTRODUCTION 

Urgency is building behind the global effort to combat 
climate change, with targets of 1.5-2 °C of warming now 
more broadly accepted [1]. Low-carbon technologies 
such as chemical looping combustion (CLC) [2] will be 
needed to reach such targets in a cost-effective manner.  
CLC combusts hydrocarbon fuels with the aid of an 
oxygen carrier material to inherently avoid the mixing of 
nitrogen from air and CO2 from fuel combustion. Two 
fluidized reactors are used for this purpose, with the 
oxygen carrier powder circulating between them. In the 
air reactor, the oxygen carrier is oxidized by air in a 
highly exothermic reaction. The outlet flow of this 
reactor consists of hot depleted air that can be used to 
drive a downstream power cycle. Oxidized oxygen 
carrier from the air reactor is then transferred to the fuel 
reactor where it is reduced by a hydrocarbon fuel gas 
(natural gas or syngas), producing an exhaust containing 
only CO2 and H2O. After simple condensation of the 
H2O, the CO2 stream is ready for storage or utilization. 

The reduced oxygen carrier is then circulated back to the 
air reactor to complete the cycle.  
Gaseous fuel CLC must be coupled with a combined 
power cycle to achieve competitive electric efficiencies. 
Modern natural gas combined cycle (NGCC) power 
plants achieve very high efficiencies (~64%), mainly due 
to advances in gas turbine technology to facilitate high 
turbine inlet temperatures (>1600 °C). The primary 
challenge facing CLC in this respect is that the maximum 
CLC operating temperature will be around 1200 °C, 
limited by the stability of the oxygen carrier, as well as 
material constraints related to the reactors and 
downstream particle filters. With a turbine inlet 
temperature of only 1200 °C, the efficiency of a CLC 
combined cycle power plant is lower than that of a 
conventional NGCC plant with post-combustion CO2 
capture, rendering the CLC technology 
uncompetitive [3].  
To overcome this fundamental limitation, a combustor 
can be deployed downstream of the CLC reactors to 
increase the temperature of the depleted air stream to the 
level that can be tolerated by modern gas turbines. This 
method has been shown to virtually eliminate the energy 
penalty of CO2 capture in both NGCC [3] and integrated 
gasification combined cycle [4] power plants. The 
drawback of this solution is the release of additional CO2, 
if natural gas is used for extra firing, or higher fuel costs, 
if hydrogen is used. Despite this drawback, however, 
added firing greatly reduces the CO2 avoidance cost of 
CLC combined cycles, also outperforming NGCC with 
post-combustion CO2 capture [3].  
Given these promising results related to the added firing 
configuration, this paper sets out to study the combustion 
behaviour in the added combustor after the CLC reactors. 
A distinguishing feature of this combustor is that the hot 
depleted air stream is far above the fuel autoignition 
temperature. This means that lean premixed combustion 
for low NOx emissions is impossible. When hydrogen 
fuel is used, however, lean premixed combustion is 
problematic in any case [5], mainly due to the extremely 
high flame speed of hydrogen and the risk of flashback. 
Instead, the fuel must be injected directly into the hot air 
stream where it will spontaneously combust. Technically, 
lean premixed combustion performance can also be 
approached in this case in the limit of perfect mixing 
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(e.g., infinite turbulence or an infinite number of small 
fuel injectors). Alternatively, flame temperatures and the 
associated thermal NOx formation can be reduced by 
diluting the hydrogen fuel with steam or reducing the air 
oxygen content by recirculating some of the flue gas. 
Previous work has indicated that the former imposes a 
small energy penalty, whereas the energy penalty is 
negligible in the latter case [6].  
For these reasons, the present work will investigate the 
NOx mitigation potential of increasing the number of fuel 
injectors, increasing the amount of turbulence, and 
reducing the O2 content of the air via flue gas 
recirculation. The modelled combustor is based on the H-
class gas turbine modelled in a prior study [3] where 
hydrogen added firing was used to increase the depleted 
air temperature from 1160 °C after the CLC reactors to 
1648 °C at the combustor outlet.  
Given the lack of experimental data for this type of 
combustor, the present model has not been thoroughly 
validated. Thus, it should be viewed as a first qualitative 
numerical investigation of this novel combustor concept, 
illustrating the potential of different mechanisms to 
achieve low-NOx combustion. This initial study can pave 
the way for a more elaborate future project including 
dedicated experiments and more detailed modelling.  

MODEL DESCRIPTION 

The simulation campaign was completed in ANSYS 
Fluent v19.3 using a one-sixth pie-slice of a simple 
cylindrical combustor geometry – 0.4 m in diameter and 
1 m in length. As shown in Figure 1, the geometry features 
multiple fuel injectors injecting hydrogen into a large 
stream of hot air from the CLC reactors. The geometry is 
sized based on an H-class gas turbine with 18 combustors 
and a flow velocity inside the combustors of ~80 m/s.  

Figure 1: The simulated geometry. 

Mesh 

Meshes, consisting primarily of hexagonal cells with a 
cell length of 0.6 cm, were created in ANSYS Meshing. 
Smaller cells are used in the vicinity of the nozzles to 
ensure a minimum of 6 cells across each nozzle, but the 
cell length of 1 cm is maintained in the axial direction.  
To increase numerical accuracy without making the 
solution computationally unaffordable, one level of 
adaptive refinement was performed according to 
temperature gradients, in order to only refine on the edges 
of the flames where the highest gradients in temperature 
and species concentrations must be resolved. In cases 
with a long flame, this refinement doubled the number of 
cells in the domain up to approximately 500 000. In cases 
with shorter flames, a much smaller volume was adapted, 
leading to meshes with as low as 280 000 cells. Refining 

the mesh caused virtually no change in the temperature 
and conversion profiles in the combustor, but it did 
change the predicted NOx emissions by about 6%. This 
moderate solution change on refinement was deemed 
acceptable for the present study where the primary aim is 
to compare cases to each other for studying the relative 
attractiveness of various NOx reduction mechanisms. 
Hence, a single level of adaptive refinement to the mesh 
is used in all the cases presented in this study.  

Model setup 

Steady state simulations were completed using standard 
combustion modelling settings in Ansys Fluent [7]. The 
combustion of hydrogen in air was modelled using a 
single-step, global reaction mechanism, and the reaction 
rate was described using the eddy dissipation concept 
(EDC) [8]. In the EDC, it is assumed that the reaction 
occurs within small turbulent structures, accounting for 
the mass transfer limitation to small eddies due to limited 
turbulent mixing. The default Fluent values were used for 
the reaction kinetics of hydrogen combustion, based on a 
reaction that is first order with respect to hydrogen and 
oxygen, and an Arrhenius temperature dependency. 
Turbulence was modelled according to the realizable k-ε 
model [9] and radiation according to the P1 model [10]. 
NOx formation was modelled using standard 
functionalities in Ansys Fluent [11]. Considering that 
hydrogen without any hydrocarbons is used as fuel, only 
thermal NOx formation was included, based on the 
extended Zeldovich mechanism and using rate 
expressions from the evaluation of Hanson and Salimian 
[12]. The equilibrium approach is followed for O radicals 
and the partial-equilibrium approach for OH radicals.  
Turbulence interaction during NOx formation is 
modelled in Ansys Fluent using a probability density 
function (PDF) approach to account for the effect of the 
variance in temperature and species concentrations on the 
mean reaction rates. In this study, a beta function is used 
for the probability distribution and the algebraic form of 
the variance transport equation is used for both 
temperature and species.  This approach requires a 
maximum limit for the temperature used in the 
integration of the PDF to be set, in this case as the local 
temperature multiplied by a factor, Tmax. It was found in 
the present study that, although the default value of 
Tmax = 1.1 was used, the amount of NOx formation 
predicted was highly sensitive to this parameter. Due to 
this uncertainty, future combined simulation and 
experimental work will be required for solutions of high 
quantitative accuracy.  

Boundary conditions 

Inlet conditions were chosen to match our prior techno-
economic assessment study [3], assuming that the flows 
are divided equally between 18 combustors feeding the 
H-class gas turbine. The outlet pressure was set to 22 bar.
As shown in Table 1, three different turbulent intensities
and O2 mole fractions were explored. For simplicity,
uniform velocity profiles were specified at all inlets. This
assumption should be refined in future studies. In
addition, inlet turbulence is another important
assumption that merits further investigation. In the
present study, this uncertainty is investigated via a
sensitivity analysis on three turbulent intensities.

Wall 

Periodic 
boundary 

Air inlet 

Fuel 
inlets 

Outlet 
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Table 1: Summary of boundary conditions. 

Air inlet Fuel inlet 
Flow rate (kg/s) 6.653 0.0389 

Turbulent intensity (%) 4, 6, 8 4 

Turbulent length scale (m) 0.4 0.01 

Temperature (°C) 1160 289 

Species mol % 
15.6, 12.6, 
9.6 O2; 
balance N2 

100 H2 

RESULTS 

Results will be presented in four sections. The first three 
sections present the effects of the number of injectors, the 
inlet turbulent intensity, and the degree of flue gas 
recirculation, whereas the final section investigates the 
effect of changing the turbulent intensity and the flue gas 
recirculation simultaneously. All four sections share a 
common base case with 60 fuel injectors, 4% turbulent 
intensity, and no flue gas recirculation (15.6% O2) 

Effect of the number of injectors 

Three cylindrical combustor geometries with equally 
spaced injectors numbering 18, 36 and 60, were 
simulated with 4% turbulent intensity and no flue gas 
recirculation. The effect on the cross-sectionally 
averaged NO concentration and fuel conversion profiles 
is illustrated in Figure 2. 

Figure 2: Cross-sectionally averaged profiles of NO 
concentration and fuel conversion along the length of the 

combustor for different numbers of nozzles. 

Increasing the number of injectors causes a mild 
reduction in the amount of NO present at the combustor 
outlet, but it is clear that an impractically large number 
of injectors will be required to reduce NO below 100 ppm 
as required in many regions around the world. The figure 
also shows that a larger number of nozzles has a large 
positive impact on the rate of fuel conversion. In the case 
with only 18 injectors, a significant amount of fuel 
remains unconverted at the combustor outlet, whereas 
virtually complete conversion is achieved in the other 
two cases. This is the result of better contact between the 
air and the fuel when the fuel is injected more uniformly 
through many injectors.  

Figure 3: Temperature and NO concentration contour plots on 
the central plane in the three different geometries.  
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The high NOx formation is the result of very high flame 
temperatures (>2700 K) that are observed in this case 
(Figure 3). Clearly, the injection of pure H2 into a greatly 
pre-heated oxidant stream with excess O2 will require 
additional measures to reduce the flame temperature and 
suppress the formation of thermal NOx. Figure 3 also 
shows how the flame length increases when fewer 
injections are used. This slower fuel conversion is due to 
the increased mass transfer limitation created by the 
larger surface to volume ratios of the larger fuel jets 
injected in cases with fewer injectors.  

Effect of inlet turbulent intensity 

Three air inlet stream turbulent intensity values of 4%, 
6%, and 8% were investigated in the case with 60 
injectors and no flue gas recirculation. The lower bound 
is representative of a case with no added measures for 
increasing turbulence, whereas the upper bound 
represents additional measures to enhance mixing, such 
as swirl blades.  
The inclusion of greater turbulence at the inlet of the 
combustor had a large positive influence on NOx 
reduction and significantly increased the rate of fuel 
conversion. Greater mixing in the combustor allows high 
flame temperatures to dissipate more rapidly and 
increases fuel-O2 contact. The case with 8% turbulent 
intensity showed only 134 ppm of NO at the combustor 
outlet, which is close to meeting emissions limits.   

Figure 4: Cross-sectionally averaged profiles of NO 
concentration and fuel conversion along the length of the 

combustor for different turbulent intensities (TI). 

The large dispersive influence of increased inlet 
turbulence is clearly illustrated in Figure 5. In the case 
with 8% turbulent intensity, the temperature field 
becomes essentially uniform before the half-way point 
along the combustor length. Most importantly, the 
maximum flame temperature is greatly reduced by the 
diffusive effect of turbulence. These results also show 
that the combustor length could be shortened 
substantially for the cases with high turbulence, 
minimizing the combustor cost.  

Figure 5: Temperature and NO concentration contour plots on 
the central plane for the three different inlet turbulent 

intensities.  

These results also indicate the large effect that 
uncertainties related to inlet boundary conditions can 
have. For example, the assumption of a uniform inlet 
velocity profile could significantly impact results. In 
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future work, more upstream details should be included in 
the geometry to ensure a reasonable flow profile at the 
start of the combustion zone.  

Effect of flue gas recirculation 

Flue gas recirculation was represented by reducing the 
amount of O2 in the inlet air stream. Hence, three O2 mole 
fractions of 15.6%, 12.6% and 9.6% were investigated in 
the case with 60 injectors and 4% turbulent intensity. The 
combustion process reduces the O2 mole fraction by 
about 4.6 %-points, implying that the lowest case 
investigated still supplies considerable excess oxygen to 
the combustor, resulting in an outlet O2 mole fraction 
of 5%.  
Figure 6 shows that flue gas recirculation strongly reduces 
NOx formation by creating a shortage of O2 in the highest 
temperature regions of the flame. Even so, the rate of fuel 
conversion is only reduced marginally, suggesting that 
greater flue gas recirculation should be practically 
achievable, potentially reducing NOx below 100 ppm, 
even without any measures to increase mixing.  

Figure 6: Cross-sectionally averaged profiles of NO 
concentration and fuel conversion along the length of the 
combustor for different O2 mole fractions from flue gas 

recirculation. 

Figure 7 illustrates the effect of reduced O2 mole 
fractions more clearly. An increasing shortage of O2 is 
observed in the highest temperature regions when the O2 
inlet concentration is reduced. This both avoids 
additional exothermic reactions in the hottest regions to 
reduce flame temperatures and causes a greater shortage 
of O2 required for NO formation.  

Figure 7: Temperature and O2 mole fraction contour plots on 
the central plane for the three different O2 inlet mole fractions. 

Combining turbulence and flue gas recirculation 

The optimal design of this combustor will most likely 
feature a combination of the three NOx reduction 
mechanisms investigated here. To investigate the 
potential of such a strategy, the two most influential 
factors (turbulent intensity and flue gas recirculation) 
were increased simultaneously in the case with 60 
nozzles.  
As illustrated in Figure 8, adding flue gas recirculation to 
the cases with more inlet turbulence further reduces NOx 
formation without significantly reducing the rate of fuel 
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conversion. Outlet NO is reduced as low as 87 ppm in the 
case with the most turbulence and lowest O2 content. 
However, it is likely that the linear increase in NOx 
observed in this case will continue between the outlet of 
the combustor and the inlet of the turbine, leading to an 
increase relative to the 87 ppm value reported above. The 
pathway between the combustor outlet and turbine inlet 
should therefore be as short as possible.  
On the other hand, this result may be pessimistic, given 
that almost all the NOx is formed after more than 90% of 
the fuel has been converted and the mixture of air and 
remaining fuel is almost uniform. As mentioned in the 
model description section, the Tmax factor of 1.1, 
describing the sub-scale temperature distribution, is an 
important uncertainty in this simulation. It is likely that 
the sub-scale temperature is virtually uniform in the well-
mixed latter regions of the combustor with high 
turbulence, suggesting that the Tmax factor should be 
closer to unity. For perspective, a case was run with 
Tmax = 1, halving the outlet NO concentration to only 46 
ppm. Alternatively, the last 0.4 m of the combustor can 
be removed, leaving the final 1% of fuel conversion to 
happen in the turbine. In this case, the NOx emissions 
halve again to 43 ppm for Tmax = 1.1 and 20 ppm for Tmax 
= 1. Such low emissions will ensure compliance with 
future regulations.  

Figure 8: Cross-sectionally averaged profiles of NO 
concentration and fuel conversion along the length of the 

combustor for a combined increase in inlet turbulence and flue 
gas recirculation. 

DISCUSSION 

All three NOx-reduction mechanisms explored above 
have some drawbacks. There will be a limit to the number 
of fuel injectors that can be practically accommodated in 
the combustor. Turbulence generators like swirl blades 
impose additional pressure drop and, with a CLC outlet 
temperature of 1160 °C, might need some blade cooling. 
Flue gas recirculation will impose some added 
complexity to divert part of the flue gas back to the main 
compressor. More detailed combustor design studies will 
be required to find the optimal combination of these 
measures for ensuring practical and economical NOx 
mitigation.  
Another interesting possibility that can be explored in 
future work is further simplification of the combustor. As 
shown in the results with higher turbulence above, 90% 
of the reaction happens spontaneously in as little as 30 
cm after the fuel is injected with no need for separate 
combustion zones or premixing. This means that the fuel 
could be injected close to the gas turbine blades in a 
simplified combustion zone. Such an arrangement also 
opens the possibility for simplified multistage 
combustion and expansion where such a simple 
combustion zone can be inserted shortly before different 
stages of the turbine for increasing the inlet temperature 
of downstream turbine stages to increase turbine power 
output and overall cycle efficiency.  
Future work should also investigate part-load operation 
of the added combustor. In this case, the ability of the 
CLC reactors to maintain a constant temperature of the 
depleted air being fed to the combustor could be 
advantageous. Since the turbine inlet temperature 
reduces under part-load operation, the amount of added 
H2 combustion required after the CLC reactors will 
reduce under part-load operation, improving economics 
and potentially reducing NOx. The sensible heat storage 
capacity in the CLC oxygen carrier will also be beneficial 
for start-up after a short shutdown period.  

CONCLUSION 

This study investigated the feasibility of an added 
combustor for raising the CLC reactor outlet temperature 
to the level of modern gas turbines for highly efficient 
power production with integrated CO2 capture. The focus 
was mainly on NOx reduction.  
Out of the three NOx mitigation measures investigated, 
increased turbulence showed the largest effect. It also 
increased the rate of fuel conversion in the combustor. 
Using flue gas recirculation for reducing the O2 content 
in the depleted air stream fed to the combustor also 
caused large reductions in NOx emissions with only 
minimal reductions in the fuel conversion rate. Increasing 
the number of fuel injection nozzles only had a mild NOx 
mitigation effect, but substantially increased the rate of 
fuel conversion by improving air-fuel contact. 
Combining these measures could achieve NOx emissions 
well below 100 ppm. However, more detailed studies 
(including dedicated experimental validation work) are 
required to draw quantitative conclusions, given 
uncertainties in the model, particularly regarding the 
highly sensitive NOx-turbulence interaction model. 
In conclusion, this study showed that the concept of 
adding a H2-fired combustor after CLC reactors holds 
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promise and merits further investigation. Future work 
should aim to capitalize on the simplicity that can be 
achieved by this concept where fuel can simply be 
injected into the hot air stream to rapidly achieve 
complete and clean combustion.  

REFERENCES 

1. IPCC, Global Warming of 1.5 °C. 2018,
Intergovernmental Panel on Climate Change.

2. Ishida, M., D. Zheng, and T. Akehata, Evaluation of
a chemical-looping-combustion power-generation
system by graphic exergy analysis. Energy, 1987.
12(2): p. 147-154.

3. Khan, M.N., et al., Integration of chemical looping
combustion for cost-effective CO2 capture from
state-of-the-art natural gas combined cycles. Energy
Conversion and Management: X, 2020: p. 100044.

4. Arnaiz del Pozo, C., et al., The potential of chemical
looping combustion using the gas switching concept
to eliminate the energy penalty of CO2 capture.
International Journal of Greenhouse Gas Control,
2019. 83: p. 265-281.

5. García-Armingol, T. and J. Ballester, Operational
issues in premixed combustion of hydrogen-enriched
and syngas fuels. International Journal of Hydrogen
Energy, 2015. 40(2): p. 1229-1243.

6. Khan, M.N., S. Cloete, and S. Amini, Efficiency
Improvement of Chemical Looping Combustion
Combined Cycle Power Plants. Energy Technology,
2019. 7(11): p. 1900567.

7. Ansys Fluent, Chapter 7: Species Transport and
Finite-Rate Chemistry, in Fluent Theory Guide.
2020.

8. Magnussen, B.F. On the Structure of Turbulence and
a Generalized Eddy Dissipation Concept for
Chemical Reaction in Turbulent Flow. in Nineteenth
AIAA Meeting. 1981. St. Louis.

9. Shih, T.-H., et al., A new k-ϵ eddy viscosity model for
high reynolds number turbulent flows. Computers &
Fluids, 1995. 24(3): p. 227-238.

10. Ansys Fluent, Chapter 5: Heat Transfer, in Fluent
Theory Guide. 2020.

11. Ansys Fluent, Chapter 14: Pollutant Formation, in
Fluent Theory Guide. 2020.

12. Hanson, R.K. and S. Salimian, Survey of Rate
Constants in the N/H/O System, in Combustion
Chemistry, W.C. Gardiner, Editor. 1984, Springer
New York: New York, NY. p. 361-421.

- 169 -



This book contains manuscripts from the 14th International Conference on Computational 
Fluid Dynamics in the Oil & Gas, Metallurgical and Process Industries. The conference was 
organized by SINTEF in collaboration with NTNU, MINTEK and CSIRO. The conference 
series was initiated by CSIRO and Phil Schwarz in 1997. So far, the conference has been 
alternating between CSIRO in Melbourne and SINTEF in Trondheim. 

The conferences focus on the application of CFD in the oil and gas industries, metal pro-
duction, mineral processing, power generation, chemicals and other process industries. 
2020 was a remarkable year with a worldwide pandemic due to the Covid-19 virus. This 
led to travel restrictions and a decision to host the conference as a virtual conference. The 
conference was hosted online through Microsoft Teams on October 12–14, 2020.

PROCEEDINGS FROM THE 14TH 
INTERNATIONAL CONFERENCE ON 
CFD IN OIL & GAS, METALLURGICAL 
AND PROCESS INDUSTRIES

SINTEF  Academic Press


	Komplett-Preface+manusfiler.pdf
	01 Preface 2020
	02 - Lyu, Schlegel, Rzehak, Lucas - Improvement of Euler-Euler simulation
	03 - Vachaparambil, Einarsrud - Electrochemical gas evolution
	Introduction
	The decoupled model description
	Modelling sub-millimeter bubbles
	Transport of dissolved gas
	Supersaturation driven bubble growth
	Modelling electromagnetic effects

	Solver settings
	Verification of the decoupled solver
	On sub-millimeter bubbles
	On the transport of dissolved gas
	On supersaturation driven bubble growth
	On electromagnetism and its effects
	When bubbles are attached on the electrode surface
	When bubbles are present in the bulk

	On the fully coupled solver
	Conclusion
	Acknowledgements

	09 - Bublik, Einarsrud - Inverse modelling of interfacial tension between
	19 - Joubert, Gardin, Zaleski, Popinet - Modelling of multiphase interaction
	22 - Olsen - On the impact of barriers and nonuniformities on furnace tapping
	ABSTRACT
	Keywords: CFD, metallurgy, furnace tapping.

	NOMENCLATURE
	INTRODUCTION
	CFD Model
	Model Validation

	Simulations of nonuniform furnace conditions
	CONCLUSION
	REFERENCES

	26 - Ledda, Moscatello, Carpignano - CFD modelling of an accidental release of
	30 - Maniscalco -The blending factors approach for multiphase modeling
	Introduction
	Model Description
	Computational settings

	Results
	Impact of input parameters
	Results accuracy
	Computational effort

	Conclusion

	38 - Milacic, Baltussen, Kuipers - Free liquid surface in agglomerates - A numerical approach
	Introduction
	Model Description
	Governing equations
	Numerical method
	Verification and Validation

	Simulation and Data Analysis
	Simulation set-up
	Data Analysis

	Results
	Conclusion
	Acknowledgement and Affiliation:

	42 - Municchi, Mellas, Magnini, Icardi - Wax deposition in oil pipelines - a dispersed
	Introduction
	Model Description
	Momentum transport
	Species transport and thermodynamics
	Deposit ageing and hardening
	Numerical solution

	Results
	Boundary conditions
	Calibration of the coagulation and dissolution rates
	Parametric Study
	Effect of the velocity field
	Effect of the pipe diameter
	Effect of the ageing 

	Conclusions and outlook

	43 - Akhmetshin, Chernyshev - Modeling a Two-Phase Flow in a Devise to reduce the Muscle
	ABSTRACT
	Keywords: Actuator, manipulator, CFD, two-phase gas-liquid flow, bubble flow.
	Keywords: Actuator, manipulator, CFD, two-phase gas-liquid flow, bubble flow.

	NOMENCLATURE
	INTRODUCTION
	MATHEMATICAL MODEL
	MODEL DESCRIPTION
	RESULTS

	CONCLUSION
	REFERENCES


	48 - Mateboer, Hummel, van Dijk, Buist - To quantify mixing quality in a single screw extruder
	53 - Atmani, Legendre, Zamansky, Climent - CFD simulation of two phase flow inline-separator
	Introduction
	Model Description
	Large Eddy Simulation
	Immersed Boundary Method
	Lagrangian tracking
	Volume of Fluid

	Results
	Conclusion
	Acknowledgments

	56 - Reynolds - Toward computational models of arc dynamics in silicon smelters
	Introduction
	Model Description
	Implementation details
	Boundary conditions for 
	Boundary conditions for A
	Boundary conditions for T

	Results and Discussion
	Model validation
	Mesh dependence
	Industrial-scale arc characterisation

	Conclusion
	Acknowledgements

	66 - Panjwani, Pettersen, Wittgens - Controlling Flue Gas Temperature and NOx from Submerged
	Introduction
	Flue gas recycling in SAF
	Design trade-offs
	Modelling
	Geometry
	Mathematical modeling
	Combustion and kinetics
	NOx modeling
	Boundary conditions and case description

	Results
	Steady state simulations
	Effect of radiation
	Effect of gas burst

	Conclusions
	ACKNOWLEDGMENT

	70 - Claassen, Islam, Deen, Kuipers, Baltussen - Direct Numerical Simulation of mass transfer from a single
	Introduction
	Model Description
	Front Tracking
	Mass Transfer
	Subgrid-scale model
	Remeshing
	IBM

	Results
	Verification
	Validation

	Conclusion

	71 - Wartha, Bosenhofer, Harasek - Combining an implicit solution with an explicit corrector
	Introduction
	Theory
	MULES Algorithm
	ICMULES Algorithm
	Kinetic Theory Models
	Granular Pressure Models
	Frictional Stress Models
	Radial Models

	Results
	Falling Block (f.b.)
	Settling Suspension (s.s.)
	Bubble Growth (b.g.)
	2D Raceway (r.w.)

	Conclusion
	Acknowledgment

	75 - Dang, Ho, Johansen - Simulation of entrainment of droplets in non-resolved wind-wave flows
	Introduction
	Model Description
	Governing equation and numerical implementation
	Model for droplets generation
	Primary droplets

	Result and discussion
	Wave equation
	Wind equation

	Conclusions
	Acknowledgement

	76 - Nagargoje, Gupta - Experimental and Numerical analysis of bubble transport and splitting
	79 - Dimou, Maes - Volume-Of-Fluid simulation of gas dissolution in liquid - rising bubble
	Introduction
	Model Description
	The Volume-Of-Fluid Method
	The Continuous Species Transfer Method
	Numerical implementation

	Results
	Rising bubbles
	CO2 trapping

	Conclusion

	90 - Abhale, Bapat, Nag  - Comprehensive model for blast furnace using OpenFOAM
	96 - Tabib, Helge, Skaslien, Rasheed - Scales in a nested multiscale set-up
	Introduction
	Multi-scale methodology description
	HARMONIE - a meso- scale numerical weather model 
	SIMRA- A micro-scale terrain induced turbulence
	CFD for urban simulation: A super-microscale phenomena.
	Governing Equations
	Coupling different codes
	Application of multi-scale methodology: Case Study of Oslo University Hospital
	COMPUTATIONAL SET-UP
	Meshing Details and computational domain
	Boundary conditions and Initial conditions
	Choice of wind direction and Case Studies
	Experimental measurements using Mast for reference comparison of models

	Results
	Comparison between experiments and model predictions
	Qualitative capabilities of models in the multi-scale framework

	Conclusion
	Acknowledgment

	97 - Scharff, Cloete, Cloete, Bastiaans - CFD simulations of an additional H2 combustor for
	ABSTRACT
	Keywords: Combustor, Chemical looping combustion, CFD, Gas turbine, Power production
	Keywords: Combustor, Chemical looping combustion, CFD, Gas turbine, Power production

	INTRODUCTION
	Model description
	Mesh
	Model setup
	Boundary conditions

	RESULTS
	Effect of the number of injectors
	Effect of inlet turbulent intensity
	Effect of flue gas recirculation
	Combining turbulence and flue gas recirculation

	Discussion
	CONCLUSION
	REFERENCES





